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Challenges in the area of data processing on-board spacecraft

Missing On-board Computing Power

* Number of space-qualified processors and FPGAs is low

* Increasing requirements for more computing power in the areas:
» Optical Navigation — Example: ATON
« Earth observations — Example: Tandem-X / TerraSAR-X
* Robotics — Explorative Swarm

Redundancy Concepts Often Limited to Subsystems

e Each computing unit has usually its dedicated redundant
counterpart

» Standby systems can not take over tasks of computers in other
subsystems

i DLR
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Autonomous Terrain-based Optical Navigation for Landers (ATON)
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ATON continued
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e Feature Tracking

Landing Site Evaluation

* Navigation Filter

e Parallel tasks (CPU, FPGA)
e Short execution time (~ 1 h)
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Subsystem Centric Design vs.  Distributed Architecture
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DLR Research Activity
On-Board Computer — Next Generation (OBC-NG)

Resource » Using all available computing
Utilization resources

» Migration of applications
across subsystems

Redundancy

: : * Software and hardware
Heleelntilabiziilel  reconfiguration for different mission
phases and error mitigation

COSt o Evaluation of Commercial Off-The-
reduction Shelf (COTS) Equipment
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Reconfiguration — Task Migration / Morphing

processing unit 1

(CPU)

e Same architecture
e Task moved to other PN

Migration
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for all archite
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Demonstrator using Optical Navigation
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How should the system reconfigure...?

e Switching mission phases e Error Mitigation

e Cruise -> Land -> Explore e |nitiated by Master after failure
e |nitiated by ground control detection

e Mission timeline e No adaptive reconfigurations

e Precalculated decision graph to
mitigate node failures
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Tandem-X continued: Laser Communication Terminal
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Explorative Robotic Swarms
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