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Abstract—Current and future satellite sensors provide measurements in and around the oxygen A-band on a global basis. These data are commonly used for the determination of cloud and aerosol properties. In this paper, we assess the information content in the oxygen A-band for the retrieval of macrophysical cloud parameters using precise radiative transfer simulations covering a wide range of geophysical conditions in conjunction with advanced inversion techniques. The information content of the signal with respect to the retrieved parameters is analyzed in a stochastic framework using two common criteria: the degrees of freedom for a signal and the Shannon information content. It is found that oxygen A-band measurements with moderate spectral resolution (0.2 nm) provide two pieces of independent information that allow the accurate retrieval of cloud-top height together with either cloud optical thickness or cloud fraction. Additionally, our results confirm previous studies indicating that the retrieval of cloud geometrical thickness (CGT) from single-angle measurements is not reliable in this spectral region. Finally, a sensitivity study shows that the retrieval of macrophysical cloud parameters is slightly sensitive to the uncertainty in the CGT and very sensitive to the uncertainty in the surface albedo.

Index Terms—Information content of hyperspectral measurements, oxygen A-band, retrieval of macrophysical cloud parameters.

I. INTRODUCTION

CLOUDS are an important component of the global hydrological cycle and play a major role in the Earth’s climate system through their strong impact on radiation processes [1].

The interplay of sunlight with clouds imposes major challenges for satellite remote sensing, both in terms of the spatial complexity of real clouds and the dominance of multiple scattering in radiation transport. The retrieval of trace gas products from UV/VIS spectrometers is strongly affected by the presence of clouds. The physics behind the influence of cloud on trace gas retrieval is well understood, and in general, there are three different contributions: 1) the albedo effect associated with the enhancement of reflectivity for cloudy scenes compared to cloud-free sky scenes; 2) the so-called shielding effect, for which that part of the trace gas column below the cloud is hidden by the clouds themselves; and 3) the increase in absorption, related to multiple scattering inside clouds which leads to enhancements of the optical path length. The albedo and in-cloud absorption effects increase the visibility of trace gases at and above the cloud-top, while the shielding effect normally results in an underestimation of the trace gas column. Several papers have quantified theoretically using radiative transfer modeling the influence of cloud parameters on the retrieval of trace gas columns (e.g., see [2]–[5]). These studies show that the cloud fraction (CF), cloud optical thickness (COT; albedo), and cloud-top pressure (height) are the most important quantities for cloud correction of satellite trace gas retrievals.

There have been many other attempts to retrieve cloud properties from a range of passive remote sensing instruments. Infrared measurements from instruments such as ATSR-2 (emission) and MODIS (backscatter and emission) yield brightness-derived cloud-top pressures at high spatial resolution. The OMI instrument uses UV and visible backscatter measurements to derive CF and representative cloud pressures. Other instruments providing cloud properties include AIRS (thermal emission), MISR (visible), and POLDER (A-band). In recent years, vertical profiles of cloud properties have become available from the active sensors CloudSat and CALIPSO on the NASA A-Train. There have been many intercomparisons and synergistic studies for various cloud products from active and passive spaceborne sensors (e.g., see [6] and [7]).

Cloud-property retrieval has been performed using a wide variety of inverse models—many of these are based on cost function minimization methods, with and without regularization. However, there has been limited work done on information content of such retrievals. Reference [8] made a detailed sensitivity and information-content study of visible and infrared measurements pertinent to cloud microphysical property retrievals from MODIS-type instruments; this work was aimed at optimizing spectral channel selection. In our paper, we present an information-theoretic study for the retrieval of cloud properties from moderate-resolution near-infrared spectrometers measuring in and adjacent to the O2 A band.
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The cloud parameters needed for the trace gas retrieval from GOME-type sensors are mainly obtained from the oxygen $A$-band measurements (see [13] and the references therein). The long-term data record of cloud properties derived from GOME compares well with other satellite data [14] as well as with the global and seasonal patterns from the multisatellite international satellite cloud climatology project. The use of the oxygen $A$-band generates complementary cloud information (especially for low clouds), as compared to traditional thermal infrared sensors (as used in most meteorological satellites) that are less sensitive to low clouds due to reduced thermal contrast.

In this paper, clouds are modeled as optically uniform layers of scattering water droplets; this is the clouds-as-layers (CAL) approach. This is a major point of departure from a treatment of clouds as Lambertian reflectors; the latter is the cloud-reflecting-boundaries (CRB) ansatz. CRB is commonly used in the operational retrieval of trace gases, and it is sometimes known as the mixed Lambert-equivalent reflectivity (MLER) method [15], [16]. The CRB assumption has been the default for GOME, SCIAMACHY, and GOME-2 operational processing [5], [17], [18].

The remainder of this paper is outlined as follows. In Section II, we first describe the CAL cloud model and discuss the limitations of the CRB approach; this is followed by a summary of the radiative transfer (RT) modeling. In Section III, the inversion scheme is described, including the determination of information content, and in Section IV, we present simulations covering a wide range of geophysical conditions and discuss the corresponding results. The conclusion is given in Section V.

II. FORWARD MODELING

The forward model in both CAL and CRB approaches involves multiple-scattering radiative transfer simulations of satellite intensities in and around the $O_2A$-band, but the CAL treatment is clearly more physically realistic, requiring a full consideration of scattering inside the cloud itself. Before we describe the CAL forward model setup in this paper, we will summarize some of the shortcomings of the CRB approach.

It is clear that the CRB approximation will be closest to reality for single-layer optically thick geometrically thin clouds. However, this type of cloud is the exception; the vast majority of clouds in the Earth atmosphere are not optically thick. For example, the area-mean COT over the ocean outside the polar regions is in the range of 3–5 [19]. Even then, the reflection from a seminfinite cloud will not necessarily be close to the albedo from cloud-top. In the context of the OMI cloud pressure retrieval algorithm [16], the MLER model has been shown to produce significant errors in estimated cloud pressures for cloud of moderate or low optical thickness [15].

It is intrinsic to the CRB approach that it masks intracloud and below-cloud ozone in trace gas retrievals; in DOAS-style algorithms, it is necessary to use a climatometry-derived ozone ghost column in air mass factor calculations [5], [18]. Satellite measurements are sensitive to intracloud ozone, and neglecting this effect in CRB-based retrieval may give rise to significant errors in the simulated backscatter signal, thereby inducing appreciable ozone total column errors [17]. To overcome this problem, a semiempirical method has been developed for deriving intracloud ozone and correcting the overestimation of the ozone ghost column induced by CRB [18].

It has also been observed that, in validation studies of satellite-derived total ozone compared with reference ground-based Brewer data, there is a notable underestimation of total ozone under (CRB-based) cloudy conditions, an effect that clearly decreases with increasing solar zenith angle [20]. This is likely to be partially remedied by a more physical approach to cloud modeling.

We describe now the CAL forward modeling used in this paper. The total (sun-normalized) radiance as seen at the satellite is taken to be a linear combination of independent radiances corresponding to the completely clear-sky atmosphere ($I_{\text{clear}}$) and the completely cloudy-sky atmosphere ($I_{\text{cloudy}}$), with the weighting expressed through the radiative CF. This is the independent pixel approximation (IPA).

The clear-sky radiance depends on surface properties (the albedo $s_a$ and surface height $s_z$) and on the viewing geometry (solar zenith angle, viewing zenith angle, and relative azimuth angle). The cloudy-sky radiance is additionally dependent on cloud parameters, which are the cloud-top height (CTH) $c_z$, cloud-bottom height $c_b$ (or alternatively cloud geometrical thickness (CGT) $c_{\text{gt}} = c_z - c_b$), and COT $\tau_c$. In the cloudy-sky simulation, the cloud is treated as a set of contiguous scattering layers; the entire cloud is assumed to be optically uniform, with scattering properties determined through Mie calculations for water droplet particles (Mie properties are discussed in Section IV-A). In the IPA, we may write

$$I_{\text{sim}}^{\text{CAL}} = c_f \cdot \langle I_{\text{cloudy}}(\lambda, \Theta, c_z, c_{\text{gt}}, s_a, s_z) \rangle + (1 - c_f) \cdot \langle I_{\text{clear}}(\lambda, \Theta, s_a, s_z) \rangle. \quad (1)$$

Here, $c_f$ is the CF, $\Theta$ denotes path geometry (solar and line-of-sight angles), and $\lambda$ is the wavelength. Radiances are typically calculated at high spectral resolution before convolution with the sensor slit function (denoted in (1) by the operation $\langle \rangle$).

Radiances are calculated using the VLIDORT RT code [21], [22] in and adjacent to the $O_2A$-band. For full accuracy, it is necessary to calculate line-by-line (LBL) reflectances (typically at resolution 0.0025 wavenumber) using line-spectroscopic information for the $O_2A$-band (taken from the HITRAN database [23]) before convolution. For the range 758–771 nm which is commonly used for cloud-property retrieval in GOME-type sensors, there are more than 10 000 LBL calculations at high resolution.

In this paper, the clear-sky radiance is calculated using a 21-layer molecular-scattering atmosphere, with pressure and temperature profiles interpolated from the standard profile data set. Rayleigh scattering follows the specifications in [24]. $O_2$ absorption cross sections were computed using LBL calculations made with Generic Atmospheric Radiation LBL Infrared Code [25] using optimized rational approximations for the Voigt line profile [26]. For the cloudy-sky simulations, the placement of a cloud medium into this clear-sky atmosphere may introduce additional layers (up to two of them) in the
stratification. If the cloud-top level $z_{\text{upper}}$ is between layer heights $z_{n-1}$ and $z_n$, then layer $n$ must be partitioned into two sublayers $[z_{n-1}, z_{\text{upper}}]$ (clear) and $[z_{\text{upper}}, z_n]$ (cloud filled), similarly for cloud-bottom level $z_{\text{lower}}$. If $z_{\text{upper}}$ or $z_{\text{lower}}$ (or both) coincides with one of the original stratification levels, no partitioning is required; conversely, if $z_{n-1} > z_{\text{upper}} > z_{\text{lower}} > z_n$, then layer $n$ must be partitioned into three sublayers (two clear and the middle one cloud filled). All cloud sublayers are contiguous, and sublayer gas absorption and Rayleigh optical thickness values are adjusted accordingly to preserve the original values found for the clear-sky scenario.

VLIDORT is a multiple-scatter discrete-ordinate vector RT model that includes the effects of polarization and uses a precise calculation of the single-scattering radiation field in a spherically curved atmosphere. In general, the degree of linear polarization in the O$_2$A-band differs from that in the adjacent continuum, especially in the presence of polarizing aerosols [27]. Here, we do not consider aerosols; scattering by water-droplet clouds is depolarizing, and the Rayleigh polarization effect is not so high as in the UV. For these reasons, we have neglected polarization in this paper, although we will address polarization effects in a sequel paper. In the cloudy-sky simulations, effects from strong forward scattering by cloud particulates is dealt with using the delta-M approximation [28]; we have found that 16 discrete ordinates give sufficient accuracy for Fourier-azimuth convergence of the multiple-scattering diffuse field.

The forward model as outlined previously is run repeatedly to generate a complete data set of synthetic radiance templates for an appropriate range of viewing/solar geometries and surface geophysical scenarios, and for various combinations of cloud properties (this data set is summarized in Section IV-A).

III. INVERSE MODELING

Denoting by $x$ the $n$-dimensional state vector comprising the unknown cloud parameters, by $b$ the known vector of auxiliary parameters, encapsulating the surface properties and the viewing geometry, and by $y^\delta$ the $m$-dimensional measurement vector, we rewrite (1) in compact form as

$$y^\delta = F(x, b) + \delta$$

where $F$ is the forward model and $\delta$ is the error vector in the data.

Equation (2) is nonlinear and ill-posed, and some sort of regularization is required in order to obtain a solution $x$ with physical meaning. Note that the ill-posedness of a discrete equation is reflected by a huge condition number $c(K)$ of the Jacobian matrix $K = dF/dx$, where $c(K) = \gamma_{\text{max}}/\gamma_{\text{min}}$, with $\gamma_{\text{max}}$ and $\gamma_{\text{min}}$ as the largest and smallest singular values of $K$, respectively.

The most widely used technique for regularizing discrete ill-posed problems is the method of Tikhonov regularization [29]. The key idea of this method is to include a priori assumptions about the smoothness and/or the size of the desired solution. Essentially, we define the regularized solution $x^\alpha_i$ as the minimizer of the objective function, which is the weighted combination of the residual norm and the constraint norm

$$F_\alpha(x, b) = \frac{1}{2} \left[ \| F(x, b) - y^\delta \|^2 + \alpha \| L(x - x_a) \|^2 \right]$$

where $\alpha$ denotes the regularization parameter and $L$ is the regularization matrix. The regularization parameter balances the information coming from the measurement $\| F(x, b) - y^\delta \|$ and the a priori information $\| L(x - x_a) \|$. The regularized solution can be computed with optimization methods for unconstrained minimization problems [30]. The minimizer of the Tikhonov function (3) can be computed by using the Gauss–Newton method, in which case the new iterate for $L = I$ is given by

$$x^\alpha_{i+1} = \arg \min_x \| K_i \ (x - x^\delta) - [y^\delta - F \ (x^\delta, b)] \|^2$$

$$+ \alpha \| x^\delta - x_a \|^2.$$  

A. INFORMATION CONTENT

Statistical inversion methods are widely used in the field of atmospheric sounding for trace gas retrievals. Commonly, in the framework of statistical inversion, two criteria to analyze the information content of a signal are used: the degree of freedom for a signal [31] and the Shannon information content (SIC) [32]. In the statistical inversion theory, all parameters are treated as random variables, and it is assumed that they are continuous and that their probability distributions can be expressed in terms of probability densities and the a posteriori density represents the solution of the inverse problem. As shown in [30], the optimal estimation method [31], based on Bayes theorem [33], can be regarded as a stochastic version of Tikhonov regularization. More precisely, the maximum a posteriori solution coincides with the Tikhonov solution under the assumption that the state vector $x$ and the noise vector $\delta$ are Gaussian random vectors with covariance matrices, given by $C = \sigma^2 I_n$ and $C_\delta = \sigma^2 I_m$, respectively, where $\sigma$ and $\sigma_\delta$ are the standard deviations of the state vector and the noise vector, respectively. In this regard, the regularization parameter $\alpha$ is the ratio of the noise variance to the profile variance in our a priori knowledge, i.e., $\alpha = \sigma^2/\sigma_\delta^2$.

The equivalence between the Bayesian approach and the method of Tikhonov regularization enables us to analyze the information content of the signal with respect to the retrieved parameters in a stochastic framework. The degree of freedom for a signal (DFS) is a measure of independent pieces of information in the measurement and gives the minimum number of parameters, which can be used to define a state vector without loss of information. It is defined as the trace of the averaging kernel matrix, which represents the sensitivity of the retrieval to the changes in the true state. The DFS can be computed as

$$\text{DFS} = \sum_{i=1}^{n} \frac{\gamma_i^2}{\gamma_i^2 + \alpha}$$

where $\gamma_i^2$ represents the singular values of the matrix $K$. The degree of freedom for the signal indicates how much information
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We selected a representative subset of 25,986 simulated measurements from the template data set and added measurement noise by specifying a signal-to-noise ratio (SNR) of 100 for all observations. For each retrieval scenario, the choice of best regularization parameter is performed based on the analysis of retrieval error for each of the cloud parameters and on the measurements of information content given by DFS and SIC. The retrieval errors are summarized in Table II.

In the ideal case, we want to retrieve all four macrophysical cloud parameters describing the cloudy atmosphere. The state vector is represented as $x = \{c_{th}, c_{gt}, c_r, c_f\}$, with $c_{th}$ as the CTH, $c_{gt}$ as the CGT, $c_r$ as the COT, and $c_f$ as the CF.

The condition number values for this retrieval case are very high, with a median value of 2142.8 (see left panel of Fig. 1). Therefore, the Hadamard condition on stability [36] is violated, and this retrieval problem is ill-posed. The inverse problem is solved using (4); we find that the best results are obtained by applying Tikhonov regularization with regularization parameter $\alpha = 10^{-6}$. The averaged retrieval errors for $c_{th}$, $c_{gt}$, $c_r$, and $c_f$, together with DFS and SIC, are depicted in the right panel of Fig. 1.

The errors for each retrieved cloud parameter are depicted in Fig. 2. All four retrieved parameters significantly deviate from the true values with the following error mean and standard deviation values: $c_{th}$ is 0.243 $\pm$ 0.906 km, $c_{gt}$ is 0.061 $\pm$ 1.01 km, $c_r$ is 15.1 $\pm$ 40.2, and $c_f$ is 0.02 $\pm$ 0.22. The value of DFS for the optimal $\alpha$ is about 2.4. This indicates that the information contained in the oxygen A-band spectra is not enough to extract all four cloud parameters.

As a next step, we assume that the CF $c_f$ is known and is delivered from independent measurements. In this case, our state vector is $x = \{c_{th}, c_{gt}, c_r\}$. For this problem, the values of the condition number (shown in Fig. 3) are lower than those for the retrieval of four parameters but still relatively high, with an average of 552.6. This illustrates that, the same way as in the first case, the Hadamard condition on stability [36] is violated and that regularization is required. We perform Tikhonov regularization, and the best results are obtained for $\alpha = 10^{-6}$ as on the previous case.

The retrieved values of COT are of good accuracy, with an average error of 0.19 $\pm$ 12.3, the errors of CTH are acceptable (0.092 $\pm$ 0.606 km), but the errors of the CGT are high (0.127 $\pm$ 0.96 km; see Fig. 4).

The DFS for this retrieval configuration has a value of about 2.1, i.e., the information in the oxygen A-band is also not enough to retrieve these three cloud parameters. In particular, variations in CTH and CGT cause similar changes in the simulated spectrum. In Fig. 5, we plot two spectra, corresponding to different combinations of $c_{th}$ and $c_{gt}$ values under the same atmospheric conditions (surface height of 0 km, surface albedo of 0.45, COT of 1.3, sun zenith angle of 65°, viewing zenith angle of 50°, and relative azimuth of 90°). The difference between these spectra is, in general, smaller than 1%, and therefore, it is below the instrumental and modeling errors. As a consequence, it is not possible to distinguish between these two spectra during the retrieval.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range of Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface height</td>
<td>0, 1, 2 km</td>
</tr>
<tr>
<td>Surface albedo</td>
<td>0.07 to 1.0 (4 values)</td>
</tr>
<tr>
<td>Cloud-top height</td>
<td>0.5 to 5.0 km (intervals 0.5 km)</td>
</tr>
<tr>
<td>Cloud geometrical thickness</td>
<td>0.5 to 3.5 km (intervals 0.5 km)</td>
</tr>
<tr>
<td>Cloud optical thickness</td>
<td>0, 1, 3, 5, 6, 9, 10, 23, 125</td>
</tr>
<tr>
<td>Solar zenith angle</td>
<td>15, 30, 45, 55, 65, 70, 75, 80, 85, 87, 88 deg</td>
</tr>
<tr>
<td>Viewing zenith angle</td>
<td>0 to 70 deg (every 5 deg)</td>
</tr>
<tr>
<td>Relative azimuth angle</td>
<td>0.45, 90, 135, 180 deg</td>
</tr>
</tbody>
</table>
TABLE II
RESULTS FOR THE RETRIEVAL OF DIFFERENT COMBINATIONS OF MACROPHYSICAL CLOUD PARAMETERS

<table>
<thead>
<tr>
<th>Nr. of retrieved parameters (N)</th>
<th>CTH [km]</th>
<th>CGT [km]</th>
<th>COT [-]</th>
<th>CF [-]</th>
<th>DFS/N</th>
<th>SIC/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.243±0.906</td>
<td>0.061±1.010</td>
<td>15.10±40.20</td>
<td>0.02±0.22</td>
<td>0.610</td>
<td>1.917</td>
</tr>
<tr>
<td>3</td>
<td>0.092±0.606</td>
<td>0.127±0.960</td>
<td>0.19±12.39</td>
<td>0.02±0.22</td>
<td>0.704</td>
<td>2.905</td>
</tr>
<tr>
<td>2</td>
<td>0.013±0.390</td>
<td>-0.56±14.92</td>
<td>0.008±0.06</td>
<td>0.996</td>
<td>5.443</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>12.47±37.39</td>
<td>0.015±0.167</td>
<td>0.894</td>
<td>4.332</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.442±0.465</td>
<td>0.913</td>
<td>2.651</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As a third case, we explore the possibility to retrieve two parameters $c_{th}$ and $c_{\tau}$, assuming known values of $c_f$ and $c_{gt}$. The condition number for this problem is depicted in Fig. 6. It can be seen that the condition number values with an average of 18.5 are considerably lower than those of the case of the retrieval of four and three cloud parameters. However, the problem is still slightly ill posed and needs a small amount of regularization, and the best results are obtained for $\alpha = 10^{-8}$.

As seen from the histograms in Fig. 7 (left panel), the retrieval of these two cloud properties can be performed with a good accuracy of $c_{th}$ of $0.013 \pm 0.39$ km and $c_{\tau}$ of $-0.56 \pm 14.92$.

Similar good results are obtained for the retrieval of $c_{th}$ and $c_f$, assuming known values of $c_{\tau}$ and $c_{gt}$. The values of the condition number are even slightly lower than those in the retrieval of $c_{th}$ and $c_{\tau}$ with an average of 17.3. The accuracies of the retrieved $c_{th}$ and $c_f$ are good ($c_{th}$ of $0.009 \pm 0.587$ km and $c_f$ of $0.008 \pm 0.06$). The DOF for these last two cases ($c_{th}$ and $c_{\tau}$, and $c_{th}$ and $c_f$) is almost 2.

We test the retrieval of two strongly correlated parameters $c_{\tau}$ and $c_f$, assuming known $c_{gt}$ and $c_{th}$. Compared to the previous cases of two-parameter retrieval, the condition number values are larger, and we need more regularization. As expected, the retrieved values deviate significantly from the true values ($c_{\tau}$ of $12.47 \pm 37.39$ and $c_f$ of $0.015 \pm 0.167$; see right panel of Fig. 7). This test confirms that it is not possible to retrieve simultaneously $c_{\tau}$ and $c_f$ solely from the oxygen A-band spectrum.

Finally, we analyze the retrieval of a single cloud parameter. The retrieval works well for all cases, except for the CGT. In this case, a larger regularization is needed ($\alpha = 10^{-7}$), and the errors are relatively large ($0.442 \pm 0.465$ km).
B. Initial Sensitivity Studies

In inverse modeling, there are various sources of error in addition to measurement noise [31]. On the measurement side, there can be systematic errors (bias) due to calibration errors. On the modeling side, we distinguish between the following: 1) model parameter error, due to uncertainty in the values of assumed (i.e., not retrieved) parameters in the forward modeling, and 2) forward model error, due to uncertainties implicit in the mathematical and physical approximations used in the forward calculation itself. Most model parameter errors (and all forward model errors) are systematic.

For our inverse algorithm, there are a number of model parameters contributing to retrieval error. For the two-parameter retrieval of $c_{th}$ and $c_{gt}$, the most significant parameters are geometrical cloud thickness, CF, and surface albedo, but also to be included in the list of such errors are quantities such as the droplet size distribution parameters assumed for cloud optical properties, the temperature and pressure values in the atmospheric stratification, and the A-band line spectroscopic parameters.

The list of forward model errors contains things such as the assumption of zero polarization in the radiative transfer, the choice of the number of computational layers and discrete ordinates in the radiative transfer, the assumption of cloud vertical homogeneity, the use of IPA, and the use, in general, of 1-D modeling at the expense of 3-D cloud effects. Some of these error sources are difficult, if not impossible, to quantify; in the sequel, we will focus on the first two of these (neglect of polarization and computational discretizations).

In this section, we give a flavor for error sensitivity studies in our algorithm by looking at two of the most significant sources of model parameter uncertainty: the parameter values for geometrical cloud thickness and the surface albedo. The inverse problem is restricted to the retrieval of the two macrophysical...
First, we explore the influence of the uncertainty in the CGT on the retrieval. In case of $c_{t,h}$, the retrieval can be performed with sufficient accuracy even if the value of $c_{g,t}$ is underestimated by 40% or overestimated by 30% for the noise level under 1% (corresponding to an SNR of 100 as for the GOME instrument) or with over- and underestimation by 20% and $-10\%$ for the noise of 3% (corresponding to an SNR of 50). The mean value and standard deviation of the retrieval error for parameters $c_{t,h}$ and $c_{r}$ (similar results were obtained for the retrieval of $c_{t,h}$ and $c_{f}$, not shown here).

Fig. 6. Same as Fig. 1 but for the retrieval of two cloud parameters $c_{t,h}$ and $c_{r}$.

Fig. 7. Same as Fig. 2 but for the retrieval of two cloud parameters $c_{t,h}$ and $c_{r}$ (left), and $c_{r}$ and $c_{f}$ (right).

Fig. 8. (Left) Mean value and (right) standard deviation of the retrieval error for $c_{t,h}$ as a function of noise level and $c_{g,t}$ exact value deviation.
Fig. 9. (Left) Mean value and (right) standard deviation of the retrieval error for \( c_\tau \) as a function of noise level and \( c_{gt} \) exact value deviation.

Fig. 10. (Left) Mean value and (right) standard deviation of the retrieval error for \( c_{th} \) as a function of noise level and surface albedo exact value deviation.

Fig. 11. (Left) Mean value and (right) standard deviation of the retrieval error for \( c_\tau \) as a function of noise level and surface albedo exact value deviation.

c_{th} are depicted in Fig. 8. For the retrieval of \( c_\tau \), the retrieved values are slightly overestimated for all variations of \( c_{gt} \) (see Fig. 9). The retrieval of \( c_\tau \) can be performed with satisfactory accuracy even in case of under- and overestimation of the \( c_{gt} \) value by 40% for the noise level under 2%.

Second, the influence of the uncertainty in the surface albedo value is shown in Fig. 10 for \( c_{th} \) and in Fig. 11 for \( c_\tau \). In both cases, the retrieval can be performed accurately if the surface albedo value is under- or overestimated by not more than 10%, for noise values up to 5% (which corresponds to an SNR of 20).

V. Conclusion

In this paper, we have analyzed the information content in the \( \text{O}_2 \text{A}-\text{band} \) for the retrieval of cloud macrophysical properties. Clouds are modeled as optically uniform layers of scattering water droplets, and the VLIDORT radiative transfer model is used in generating a comprehensive set of simulations. The method used for the retrieval is Tikhonov regularization with an optimal chosen regularization parameter. The choice of regularization parameter was performed individually for each retrieval
scenario by analyzing the averaged errors of the retrieval for each cloud property, the degree of freedom for the signal, and the Shannon information criteria.

For all retrieval problems discussed in this paper, the degree of freedom for the signal is a decreasing function of the regularization parameter. Thus, the less regularization is applied, the higher is the degree of freedom, approaching its maximum when no regularization is applied. With a high degree of regularization, the DFS becomes small, and the solution is dominated by the a priori contribution.

As with the DFS, the SIC is higher for small amounts of regularization, and lower when more regularization is introduced.

It was shown that it is not possible to retrieve simultaneously four cloud properties such as CF, CTH, CGT, and COT with satisfactory accuracy as the measurements in the O$_2$-A-band do not provide enough information for the retrieval of these four parameters.

For the retrieval of three parameters, assuming a known CF, the errors of $c_{th}$ and $c_{rh}$ were acceptable, but it was not possible to retrieve $c_{gt}$ accurately enough.

The smallest errors are obtained for the retrievals of the following:
1. CTH and COT;
2. CTH and CF.

The simultaneous retrieval of COT and CF is also not possible using solely the O$_2$ A-band measurements with the moderate spectral resolution of 0.2 nm as the information on these two parameters contained in the measurements is strongly correlated. This remains true, even for higher SNR values.

It is obvious that the retrieval of a single parameter ($c_f$, $c_{th}$, or $c_r$), assuming known values for the rest of the parameters, will work at least as well as that for the coupled retrieval. To figure out the information content on $c_{gt}$ in the O$_2$-A-band, we have performed the retrieval of only this parameter. The retrieval errors tell us that the information in the measurements on $c_{gt}$ is not strong enough to retrieve it with satisfactory accuracy, even assuming that all other parameters are known. This result confirms the work from [37] that shows the need of multidirectional O$_2$-A-band measurements for the retrieval of cloud geometric thickness, taking advantage of the tight correlation between the angular standard deviation of the cloud oxygen pressure and the CGT.

Finally, the sensitivity study for the case of two-parameter retrieval ($c_{rh}$, $c_r$) shows that the results are slightly sensitive to the uncertainty in the $c_{gt}$ input value and permits $c_{gt}$ deviations from the exact value of up to ±40% for an SNR of 100. On the other hand, the retrieval is very sensitive to the uncertainty in the surface albedo; acceptable retrievals are obtained only up to a ±10% deviation of the surface albedo.
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