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ABSTRACT

This contribution demonstrates how to perform calibration and validation for the open source traffic flow micro-simulation SUMO [1]. Preliminary results for a real-world scenario are presented. This serves as an example how a black box model can be calibrated and validated without knowing and accessing the inner workings of the simulation model. Here, ”black box” is from the view-point of a traffic analyst, which is a valid view for many researchers despite SUMO being an open source program.
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INTRODUCTION

One motivation behind the current research interest in microscopic traffic flow models was the idea, that they should describe reality to such a level of detail, that in fact no real calibration of the model parameters needs to be carried out – they could be measured directly, and then put directly into the model description, leaving to the analyst only validation to perform. For reasons not very well-known so far, this has not worked, therefore there is still the need to perform the calibration and validation part before a micro-simulation (or any other traffic simulation model) could be used to describe real-world behaviour [2]. This task has sparked a large outbreak in scientific interest in this matter, manifesting in a large number of publications dealing with different aspects of calibration and validation, see [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] for an incomplete list of references.

TECHNICAL DESCRIPTION AND STUDY AREAS

Two different study areas are currently regarded: a small inner-urban scenario where a large amount of data is available, and secondly, a couple of freeway scenarios which have good data coverage, but not as well as in the urban scenario. The latter will be discussed in the full paper, here concentration is on the urban scenario. It is located in Berlin, Germany, Ernst-Ruska-Ufer, see the Figure 1 for the layout. This four-lane road (two lanes per direction) is equipped with around 40 loop detectors, in addition to other data like travel-times from a fleet of taxis, weather data which are so far not used, because the actual precision of the micro-simulation do not allow to tell apart whether the difference between simulation and reality is due to weather conditions, errors in the data or errors in the simulation itself.

One day has been used, where there was considerable spill-back from the downstream bottleneck, in this case the 11 January 2011.

To run the SUMO simulation [14, 1, 15], it needs as input routes through the network. Each vehicle that enters the study area in the simulation is equipped with such a route that had to be computed by a number of preprocessing steps that depend on the scenario at hand. In this case, since the network is fairly simple, the routes are easy to generate, Figure 1 demonstrates that the study area is surrounded by loop detectors. Although the data given do not allow for a complete specification of the routes of the vehicles, it can be expected that the error that is generated by the route construction process is not very large.

Within this work, only the eastbound traffic is regarded so far. Traffic enters at loop detector MQ 11, and it leaves at loop detector MQ 42. The main detectors for testing the quality of the simulation are the detectors MQ 31 and MQ 22, they are labelled in Figure 1, too. This is due to the fact, that it is the most difficult to model, since further downstream (especially for the late afternoon rush-hour) a strong bottleneck causes a spill-back into the study area, whose spatio-temporal extension should be modelled by the simula-
tion. However, there is a mechanism needed that serves to transport this spill-back into the study area, and this is provided by the speed measurements of the second last down-stream detector. (The last one is ignored so far, because it is downstream of a traffic-actuated traffic signal, for which the detailed switching sequence is not known.) The general recipe for doing this coupling (which is valid for any microscopic simulation) is that

- either the speed can be used to couple the spillback into the study area [16],
- or the number of vehicles by using a so called virtual traffic light [5] – it switches to red, if more vehicles than actually observed have left the study area, and goes back to green, if this number is smaller,
- or the settings of a real traffic light at the outlet of a study area could be used.

Since the virtual traffic light creates strong, possibly artificial fluctuations, and the detailed parameters of the actual traffic light directly downstream of detector # 41 was not available within this study, this work used the approach of controlling the speed of the vehicles leaving the study area. Within SUMO, several approaches can be used to perform this task. Possibly the simplest one is by using SUMO’s VSS (variable speed sign) class. The study area is extended by another short link (between MQ 41 and MQ 42, by ignoring the intersection completely) which is controlled by such a VSS, and the VSS yields its speed limits directly

from the measured data in MQ 42 – in contrast to real VSS, it can change the speed limit within one time-step of the simulation. However, a certain abstraction has been chosen as the control speed of the VSS, as shown in Figure 2.

RESULTS

The results obtained so far are displayed in Figure 3. It could be seen, that on this level of description, the

![Fig. 2: Speed data at loop detector MQ 42, and the resulting VSS function.](image)

![Fig. 3: Speed as function of time for the real data as well as for the simulation, for the first (MQ 31) and the second upstream (MQ 22) detector.](image)
tion has been done so far manually, without a dedicated
non-linear optimization of the distance between reality
and simulation. Most noteworthy is the fact, that the
spill-back in the example reaches detector # 31, but
not the detector # 22 (although a small effect could be
seen at this detector, both in the simulation as well as
in the real data), and this is reproduced faithfully by
the simulation.

Quantitatively, the results are not that convincing so
far. While the average and median errors in the flows
and in the speeds for both detectors are well below
1 veh/min and 1 km/h (for the speeds), respectively,
the root-mean-square errors are about 3 veh/min and
about 5 km/h (inter-quartile distance \( q_{75} - q_{25} \) for the
upstream detector MQ 22) and 10 km/h, roughly a
20 % error for the downstream detector MQ 31. The
detailed numbers are summarized in Table 1.

<table>
<thead>
<tr>
<th>error</th>
<th>flow (MQ22)</th>
<th>speed (MQ22)</th>
<th>flow (MQ31)</th>
<th>speed (MQ31)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>-0.6</td>
<td>0.18</td>
<td>-0.58</td>
<td>0.84</td>
</tr>
<tr>
<td>r.m.s.</td>
<td>3.73</td>
<td>18.18</td>
<td>3.29</td>
<td>21.31</td>
</tr>
<tr>
<td>median</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.42</td>
</tr>
<tr>
<td>( q_{75} - q_{25} )</td>
<td>3.0</td>
<td>5.28</td>
<td>3.0</td>
<td>10.11</td>
</tr>
</tbody>
</table>

**CONCLUSIONS**

The results demonstrated so far show, that even with-
out an explicit calibration, a microscopic traffic flow
simulation describes reality not too wrong. This may
have several reasons: the obvious one is that the sim-
ulator is well designed and describes reality quite well.
However, it could well be the fact, that the reality that
has been used limits and determines strongly the out-
come of such a simulation. In other words: even a
bad model has no chance to produce a bad fit. What
rules against this possibility is especially the fact that
a highly non-trivial scenario has been used to test the
simulator. Clearly, much more detailed and many more
studies like the one described here are needed to bet-
ter understand the interplay between simulation and
reality.

Nevertheless, these results could be improved further
by trying to estimate a best set of SUMO parameters
by an automatic minimization of, for example, the dif-
ference between the simulated speed curve \( \dot{v}(t) \) and the
measured one \( v(t) \). This will be done for the presenta-
tion at the conference, and it might lead to additional
interesting questions related to the benefit of such an
endeavour.
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