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Abstract
To simulate °ow phenomena that include exterior aircraft as wel | as tur-
bomachinery aerodynamics like a stalling aircraft engine nac elle, a method of
coupling two specialized °ow solvers is developed. The °ow data ex change
is based on an overset grid approach and allows for °exible and inde pendent
grid generation. Two test cases are used to validate the method w ith respect
to accuracy and robustness and to demonstrate the ability to ru n simulations

on a massively parallel high performance computing cluster.

Nomenclature

f weighting factor

¥p  coordinates of an interpolation point

Xp= coordinates of a virtual interpolation point
Xs  coordinates of point on surface

s projection vector

1 Introduction

One of the major goals of the FOR 1066 project is to simulate the®ects of disturbed °ow
conditions on the compressor of an aircraft engine caused foraexple by a stalling engine
nacelle. To achieve this, the exterior “ow including separatioprocesses as well as the internal
compressor °ow has to be simulated accurately. As there is no moitlnc RANS solver available
to the FOR 1066 consortium suited for both °uid domains, the °ow sokrs TAU and TRACE
will be used in a coupled simulation, where the TAU code is applil to the external °ow and
TRACE is used to simulate the internal °ow. The coupling is perfoned using the Chimera
technique which allows for exchanging data between the gsaf the two °ow domains by means
of interpolation in an overlapping region, introduced by Beek et al [1].

The TAU code [3] is developed at the Institute of Aerodynamicsral Flow Technology to sim-
ulate exterior aircraft aerodynamics by solving the Reynoktaveraged Navier-Stokes (RANS)
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equations. It uses an unstructured nite volume discretization rad is capable of simulating
both steady and unsteady °ows. By default a cell-vertex metric isised for the °ux balance.
The TAU code is capable of using both explicit and implicit tine integration schemes and fea-
tures a multigrid algorithm to accelerate numerical conveyence. The °ow solver TRACE [4] of
the Institute of Propulsion Technology is developed to simulatturbomachinery °ows and uses
a block-structured nite volume discretization with a cell-catered metric to solve the RANS
equations. For time integration di®erent implicit methods a& implemented. The TRACE
code does not feature a Chimera method with an overset grid ajgach. The coupling method
is implemented in an external coupling module that providethe necessary functionalities to
exchange the °ow data between the simultaneously running solger

In this paper an overview of the implemented coupling methodnd technical aspects of
its implementation are presented. In chapter 2 an introductin to the code coupling method
concerning data interpolation including a wall projectiontechnique to improve accuracy and
robustness is given. Furthermore some technical aspects of tharglel implementation of
the code coupling method are presented. In chapter 3 the apgtion of the code coupling
method to di®erent test cases is presented. The simulation of a tdonensional channel °ow
Is used to validate the method and to demonstrate the wall proption method. Additionally,
a con guration of a compressor test rig is used to evaluate the pdlel performance of the
implemented method. The paper closes with a conclusion and amtlook towards further
usage of the coupling method.

2 Coupling method

To perform a coupled °ow simulation, the °ow data has to be exchaed at the coupling
boundary during the iterative time stepping process of the °ow $eers. To update the data
accurately on each coupling boundary point of one grid, theath is interpolated from the
overlapping region of the grid of the opposing °ow solver. Thispgproach requires a search of
an appropriate donor cell as data source for each coupling ¢gat point on both grids. This donor
cell search and the calculation of the interpolation coe+ci¢a has to be performed only once
in simulations with no relative movements of both grids. In casef relative grid movement in a
time-accurate simulation the mapping and the interpolatiorcoexcients have to be recomputed.
The calculated point mapping and the interpolation coezxciets can then be used for the data
exchange in the solution process.

2.1 Coupling point mapping

To compute the coupling point mapping and the associated intpolation coezxcients, both
°ow solvers have to send the grids of their °ow domains to the coupy module. Then an
appropriate donor cell for data interpolation is searched foeach coupling boundary point of
both grids. Finally the located donor cell, respectively the ssociated donor points have to be
transmitted back to the °ow solvers. This mapping procedure is sk in gure 1.

Since the data exchange is based on a linear interpolation etmapping and the correspond-
ing interpolation coexcients have to be computed with respedb the °ow data localization of
the grids. In the unstructured grids used in TAU, the cell vertice on the coupling boundary
and their rst neighbors are marked as the interpolation targepoints, as shown on the left in
“gure 2. These points are excluded from the °ow computations pfermed by the solver, since
they are updated by the coupling procedure. In block-structed grids with a cell-centered met-
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Figure 1: Coupling point mapping and calculation of interptation coezxcients.

ric used in TRACE, two layers of ghost cells are constructed arad each block to implement
the boundary conditions. Therefore the cell centers of the gkt cells at the coupling boundary
are marked as interpolation target points. To compute interplation coezcients with respect
to the TRACE grid, a dual grid based on the cell centers has to beonstructed. The cells of
this grid serve as donor cells for the linear interpolation (ge gure 2 on the right). The dual
grid extends into the rst layer of ghost cells of each block to eer the hole physical “ow eld.
Otherwise interpolation close to an adjacent grid boundary wdd be impossible.
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= \Wall boundary
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Figure 2: Localization of °ow data and coupling boundary in TAJ grid (left) and TRACE grid
(right).

In case the TRACE grid contains several blocks, the hexahedra thfe dual grid blocks can
be gathered to one set of cells, since the mapping process doestake any block-structure of
a grid into account.

2.2 Coupled °ow computation

Within the iterative time stepping procedure a close couplingetween the °ow solvers is applied.
In simulations of steady °ows with a local time stepping method tla data can be exchanged
during each time step to result in a converged °ow solution with b solvers. In time-accurate

simulations with dual time stepping the data can be exchanged ieach pseudo time step
to converge to a quasi-steady state in each physical time step. Ta@change the °ow data,

both °ow solvers send the data from the mapped donor points to theoupling module. Then

the calculated interpolation coexcients are applied to comyte the °ow data updates for the

coupling boundary points of the opposing grid. After that, boh solvers perform the next

iteration of the °ow computation as shown in gure 3.
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Figure 3: Data exchange during iterative time stepping.

The data exchange synchronizes the time stepping procedurebafth °ow solvers, so that
a proper load balancing in coupled simulations is crucial witrespect to computational time.
Apart from choosing an appropriate ratio of computing resoursefor the solvers, the load
balancing can be improved by a coupling time step stride that cabe applied for each °ow
solver individually, specifying a de ned number of pseudo time ep to be calculated before the
°ow data is exchanged. Between the data exchanges the °ow daththe coupling boundary is
kept constant.

2.3 Robustness

In case of curved wall boundaries in the overlapping grid remi, the di®erent discretizations
in both grids may lead to large interpolation errors. Althoughboth grids represent the same
geometry, a node of one grid may be located at a wrong distanae the wall with respect to
the other grid. This e®ect would lead to inaccurate data int@olation, especially in boundary
layers, and therefore distort the °ow solution. Furthermore a gd node may also be located
completely outside of the other grid so that no appropriate daor cell can be found. These e®ects
are addressed by a wall projection method to calculate virtuahterpolation target points with
a correct wall distance with respect to the opposing grid. The iplemented method is based
on the wall projection technique developed by Schwarz [2]. tever, the projection vector is
weighted slightly di®erent to compute the virtual target poin coordinates.

At rst the nearest wall boundary point S for each interpolation target pointP is searched
within the own grid. After that, the marked wall point is projected to the corresponding wall
boundary of the opposing grid. Finally the target point is disfaced according to the projection
vector ~ and a weighting factorf as follows:

Apo = f ¢~+ Ap (1)
with ( . .
. j%si %¥pj . . ) . .
f = 1 ec if IXsi *p) < ] tc (2)

0

This implementation restricts the target point displacementto a region close to the wall
boundary and creates a smooth decrease of the target point dispément in the °ow eld,

if jxsi %pj,j 4cc
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depending on the prescribed value. To the author's experience a value of = 100 shows good
results.

To apply the wall projection in a coupled simulation includig the TRACE code, the sur-
face grids of each block have to be provided to the coupling chale, since the interpolation
coezcients are calculated with respect to a dual grid, which d&s not represent the actual grid
boundaries. The cell-vertex grid metric used for TAU includehe actual boundaries, so that
the primary surface grid is used in the wall projection method.

The robustness of the mapping process is further improved by aarest neighbor search
approach. If no appropriate donor cell is found, the nearesnt in the opposing grid is used to
update the °ow data. The resulting data transfer is less accuratdan a linear interpolation of
the °ow data, but might still be acceptable for °ow conditions wih small gradients. However,
this feature ensures a complete target point mapping to run aoapled simulation.

2.4 Parallel implementation

The presented coupling method is implemented as an externabuule that performs the data
interpolation and manages the data transfer. This approachllaws for coupling °ow solver,
that do not provide a Chimera-like interpolation techniqueon their own. Furthermore, only a
simple communication interface has to be implemented withithe ow solvers to reduce the
e®ort of both development and maintenance of the coupling ninetd.

To perform coupled simulations of large con gurations on a higperformance computing
(HPC) cluster, the °ow solvers do not only have to run simultaneouyg] but also run in parallel
mode themselves. Therefore each grid and also its coupling bdary may be distributed to
an arbitrary number of subdomains. This issue is addressed by a plehimplementation of
the coupling module that has to run with a parallel process assated to each parallel process
of both °ow solvers. As the data exchange has to be performed beemedi®erent running
applications and without Te access, the communication betweecoupling module and °ow
solver is realized via socket communication. To minimize comumication load on the HPC
cluster network, the socket communication is designed to traresf data only on each HPC
cluster node, so that no connection using the actual network isseded. The coupling module
itself uses the message passing interface (MPI) to compute the irgelation coezcients and
exchange the interpolated °ow data internally.

Due to the parallelization concept, an appropriate donor dewill always be located in a
grid subdomain that is associated to a di®erent parallel process the coupling boundary
point. Therefore the donor cell search is based on a two-stageraléel mapping procedure. In
this approach all subdomains are searched for, where a donoll ogay be contained. Then the
target point is transmitted to the associated processes of these slamains, where the actual
donor cell is searched. As the Chimera interpolation is perimed with respect to a single donor
cell, the °ow data needed to compute the values for a speci ¢ cdingg boundary point is not
distributed to several grid subdomains. Therefore the °ow data terpolation can be performed
in parallel and independent on each process associated to a gsithdomain containing donor
cells. After that the interpolated °ow data is exchanged interally and then transmitted to the
°ow solver to update the coupling boundary points.
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3 Applications of the code coupling method

The presented coupling method is demonstrated by coupled siratibns of two test cases with
the °ow solvers TAU and TRACE. The simulation of a simple two-dimesional channel °ow is
used to examine e®ects of di®erent time stepping settings for the’solver TAU on convergence
rates and to demonstrate the improved robustness and accuracy bsing the wall projection.
Additionally, the parallel performance is shown with a largedst case of a compressor test rig
con guration.

3.1 2D channel °ow

The test case of a two-dimensional channel °ow with one viscous Wal used to simulate the
development of a turbulent boundary layer. The boundary catitions at the side boundaries of
the °ow domain is set to symmetry conditions in the TAU grid and toinviscid wall condition in
the TRACE grid, as shown in gure/4 on left. To obtain an accuratéow solution a correct data
transfer in the coupling region is crucial, especially in thedundary layer, where interpolation
errors due to gradients of the °ow data may disturb the solution.The reference conditions of
the in°ow are set to a Mach number ofMa = 0:2 and a Reynolds number oRe = 500000.
As a result of a coupled simulation isolines of the Mach number ihé boundary layer at the
overlapping region are visualized in gure |4 on the right.
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Figure 4. Test case of two-dimensional channel °ow (left) and isnés of Mach number in the
overlapping region of the boundary layer.

The depicted isolines in the TAU and the TRACE domain show a vergood agreement
in the coupling region and indicates an undisturbed boundarlayer °ow. The small deviation
of less than the local cell height may result from an interpolan error in the postprocessing
within the TRACE code, since the cell-centered °ow data is intgpolated to the cell nodes.

To investigate the e®ects of di®erent time stepping parametersthe TAU code on con-
vergence behavior of both °ow solvers, a series of coupled simidat have been performed.
The time stepping method of the TRACE code was set to a Backwar8uler scheme with a
CFL-number of 50 and was maintained throughout all simulatins of this test case. The param-
eters of the TAU code in the coupled simulation are varied witlespect to chosen relaxation
solver, CFL-number and usage of the multigrid algorithm. For hie simulations with explicit
Runge-Kutta method (RK), the CFL-number is set to 1.0 and 1.8.Beyond these values the
simulation became unstable. In the simulations performed witkthe implicit Backward-Euler
scheme using the LUSGS-method the CFL-number was set to 5.0 and®0
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In gure 5/the convergence histories of the di®erent simulatioraf both °ow solvers are
shown. It is clearly visible that the convergence rate of the TA code is very poor with the
explicit Runge-Kutta scheme, but it bene ts from the accelerdon of the multigrid algorithm.
On the contrary, the implicit LUSGS-method does not show a benefrom the multigrid
algorithm but the convergence rate is greatly increased by ug a large CFL-number. The
convergence history of the TRACE code is hardly in°uenced by thsettings used for TAU. The
residual of the simulation with TAU using the Backward-Euler sceme, 4w-multigrid cycle and
a CFL-number of 50.0 shows heavy oscillations in both codes, bsgems to decrease near the
end of the xed number of 40000 time steps, but this behavior isfteto further investigations.
However, the best convergence rate is achieved with settings 8anto the parameters used

for the TRACE code, so that these settings are used for further sirfations regarding this test
case.
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Figure 5: Convergence history of density residual in coupled sihations of TAU (left) and
TRACE (right).

It should be mentioned, that these results concerning convergee rates give only a hint of
preferable parameter settings.

The e®ect of the wall projection method is demonstrated with armulation of the two-
dimensional channel °ow with an o®set between the grid domains wall normal direction.
On the left side of gure(6 the result of the simulation without theuse of the wall projection
technique is shown.
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Figure 6: Isolines of Mach number in coupled simulations withnrao®set of the wall boundary
using only nearest neighbor search (left) and using wall projech (right) to complete target
point mapping.
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The orphaned coupling boundary points of the TAU grid recerd a °ow data update from
cells of the TRACE grid found by nearest neighbor search. Due the dual grid approach to
determine donor points in a TRACE grid, the values originatéfrom the rst ghost cell layer
which introduces an unphysical °ow condition in the TAU grid. Aplying the wall projection
before calculating the interpolation coexcients, the o®set ohe Mach number isolines between
both grids shows a very good agreement with the o®set of the gridghich results from the
correct wall distance of the computed virtual target point cordinates, as shown in gure 6 on
the right.

3.2 Compressor test rig

To demonstrate a coupled simulation in a massively parallel HPC eimonment, a large three-
dimensional con guration representing the Rotorl compressorgerig of the Technical Uni-
versity of Darmstadt is used. This con guration is to be examinedyoth experimentally and
numerically in FOR 1066 and shows a rotor stage of an axial congssor and a device to disturb
the on°ow of the rotor stage to represent signi cant °ow phenomenaf a stalling aircraft engine
including a disturbed on°ow of the engine compressor. To realigee rotation of the compressor
stage in this time-accurate simulation, the TRACE grid was set p with a non-rotating inlet
block at the code coupling interface and an internal sliding esh interface between inlet block
and rotor stage. The TAU grid covers the compressor inlet inclung the °ow disturbing device
and the cone end of the spinner and consists of about 15.8 milligmid points. The initial
TRACE grid represents the compressor rotor stage with its 16 blad, divided into 145 grid
blocks and consisting of about 19.8 million cells in total.

The in°ow conditions are prescribed by the experimental setup ith reference values of
velocity of v = 160m=s, pressure ofp = 85kPa and temperature of T = 300K. The static
pressure behind the rotor stage is set tp,,: = 118kPa. The physical time step size is set to
¢t=9:87¢10 ' to perform 190 time steps for each blade passage. In "gure 7 a snagstfche
velocity in axial direction at the symmetry plane of the con guation is shown. The isolines of
the velocity show a good agreement across the code couplingifidce, so that shedded vortices
can be introduced accurately into the TRACE grid.

Figure 7: Snapshot of x-velocity of a time-accurate couplednsulation of the Rotorl test rig.
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Due to its size, this test case is well-suited to test parallel p@rfmance, since the grids are
large enough to use high numbers of CPUs without losing paralletciency of each °ow solver.
The coupling module o®ers some time measurements statistics ofigled simulation, which
helps to adapt the dedicated computing resources of each soli@the demands of the test case
with respect to load balance and overall computational timeFor this, the time needed for the
mapping process, the °ow data exchange and the time needed by ttmv solver to compute
the time step iteration are measured.

In table 1 information about four di®erent parallel test runs bthe time-accurate simulation
and the measured wall times for mapping, data exchange and salh\computations is given. In
case of using a coupling time step stride the measured time for soleemputations spans the
number of computed time steps until the next data exchange.

The non-rotating grid block with the coupling boundary of the initial TRACE grid nev-
ertheless a®ected the parallel exciency of the TRACE code for was the largest grid block
and therefore became the bottleneck in simulations with highumbers of CPUs. This issue
was addressed by splitting this block in circumferential dirgmn into 16 blocks. This splitting
also distributed the coupling boundary to 16 blocks which had Erge impact on the parallel
performance during the mapping process. For the last mentiongxarallel setup further block
splitting was used resulting in a total of 224 grid blocks.

Setup TAU-TRACE t-mapping [s] | t-exchange [s] | t-computation [S]
TAU | TRACE | TAU | TRACE

CPU 48 48

Stride3j 1 1820.2 0.72 0.17 17.69 8.51

1 TRACE coupling block

CPU 144; 48

Stride2j 1 905.1 0.08 0.06 2.69 4.47

1 TRACE coupling block

CPU 120 72

Stride2j 1 587.3 0.09 0.08 3.43 2.98

16 TRACE coupling blocks

CPU 216; 168

Stride4j 2 250.7 0.17 0.17 3.09 2.38

16 TRACE coupling blocks

Table 1: Various settings of parallel runs on an HPC cluster and easured times for mapping
process, data exchange and CFD computation time between datachange.

Of course, the parallelization does not provide a linear scafj of performance, since commu-
nication increases drastically in massively parallel simulatis. Furthermore, if computational
time for a time step decreases, load imbalances become more sogmt. Therefore it is advis-
able to test di®erent load balances for large simulations and uge coupling iteration stride if
bene cial.

4 Conclusion and Outlook

To simulate °ows with di®erent physical properties like a stallig nacelle including the entry of
the separated °ow into the fan of the engine a method to couple twspecialized °ow solvers for
external and turbomachinery °ows has been developed with fia€ on accurate and robust data
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transfer as well as parallel performance and modularity of ébdcommunication interface. The
coupling environment is based on Chimera interpolation algithms allowing a data exchange
for any kind of mesh type and spatial discretization. Since theada interpolation will be
applied not only inside the °ow eld but also near body surfaces, a pjection method has been
implemented to preserve the wall distances to prevent interpation errors that would otherwise
degenerate the quality of the °ow solution, or result in unphysal °ow conditions. A study
of numerical parameters of the time stepping schemes has beerfprmed and the accuracy
of the data transfer has been demonstrated with a two-dimensiahchannel °ow simulation
and the parallel performance has been evaluated with a largeree-dimensional compressor
con guration.

Future work within FOR 1066 will be highly accurate simulatioxs of gust encounters. To
propagate the velocity disturbances of the gust through the °oweld without unphysical dis-
sipation, a Cartesian solver with a higher-order accurate spali discretization method will be
used in the far eld. The near eld will be simulated with the TAU cade to allow for °exible
grid generation to discretize the boundary layer. Both CFD odes will be coupled with the
coupling method presented in this paper. A rst demonstration of coupled simulation using
TAU and the Cartesian solver was already shown, but the interpation technique has to be
adapted to the higher-order discretization of the Cartesian $eer to utilize the full potential of
this application.
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