Bistatic system and baseline calibration in TanDEM-X to ensure the global digital elevation model quality
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ABSTRACT

TanDEM-X is an operational satellite mission with the goal of generating a high quality global digital elevation model (DEM) based on synthetic aperture radar (SAR) interferometry in X-band. In order to ensure the quality of the DEM, the differential range measurements and knowledge of the interferometric baseline have to be extremely accurate. In this paper, the bistatic system calibration strategy implemented in TanDEM-X to achieve the desired DEM quality will be described, focusing on the baseline calibration procedure. The results of the tests, which were performed in parallel to the operational DEM acquisition, verify the suitability of this approach.
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1. Introduction

The currently operational TanDEM-X mission (Krieger et al., 2007) consists of two twin satellites provided with X-band SAR instruments, TerraSAR-X (TSX) and TanDEM-X (TDX), flying in a controlled helix formation, with typical baseline lengths of 250–1000 m. This configuration enables the systematic acquisition of single-pass cross-track interferograms of the Earth, in the pursuit of generating a high quality global DEM. This mission is implemented in the framework of a public–private partnership between the German Aerospace Center (DLR) and Astrium GmbH. TDX was launched into orbit in June 2010, joining TSX, already operational since 2007. During the summer of 2010, the first part of the commissioning phase took place, in which both satellites were arranged in a safe 20-km distance pursuit monostatic formation, in order to calibrate TDX for the monostatic operation. In October 2010, the mean along-track distance was eliminated and both satellites started to orbit in a close helix formation. This was also the beginning of the so-called bistatic commissioning phase, where different bistatic issues were tested (Hueso González et al., 2010c). 2 months later, in mid December, the nominal DEM data acquisition started in order to fulfill the mission schedule. However, some calibration activities continued in parallel to monitor this complex system, and to store vital information for the health of the mission, like the aspects related to DEM calibration. In order to ensure the quality of the DEM, the differential range measurements have to be precise enough to avoid missing the right interferometric ambiguity interval. The accuracy in the knowledge of the baseline between the two satellites is critical, as well, since it has a direct impact on the final DEM quality.

This paper is structured as follows. After this introduction, Section 2 describes the driving requirements related to the DEM accuracy, and the flow of the DEM calibration processing chain. These requirements motivate the development of the calibration procedures also mentioned here. Section 3 focuses on the baseline problematic and describes the impact of this potential error on the resulting DEM. In Section 4, the algorithm to compensate the baseline errors is described in detail. The measurements of the operational mission will be shown in Section 5, which verify the suitability of this approach. Finally, Section 6 summarizes all the corrections applied to the system and evaluates the fulfillment of the requirements of this highly complex radar imaging mission, prior to the final DEM calibration and mosaicking process (Hueso González et al., 2010a).

2. TanDEM-X driving requirements

2.1. DEM calibration flow

In early mission design stages, it was assumed that the knowledge of the baseline vector between TSX and TDX, as provided by differential GPS measurements, was accurate enough to result in moderate systematic height errors that could be cancelled by...
applying the foreseen mosaicking algorithms (Hueso González et al., 2010a). However, dedicated studies on this issue have shown that a baseline bias in the order of 1-10 mm cannot be excluded, as it will be explained in Section 3. Therefore, the existing processing and calibration concept had to be extended to take into account a more realistic scenario, as shown in Table 1.

The final objective is to have a global DEM with a relative height accuracy of 2 m (and 10 m absolute), which is achieved in the DEM mosaicking and calibration processor. This is only possible if a series of pre-requisites or pre-requirements are fulfilled, as represented in the row “Driving accuracy goal” of Table 1.

First, a baseline product based on GPS navigation data is needed to process the TanDEM-X raw DEMs (“raw” means before baseline and DEM calibration). The maximum acceptable error of this baseline is a bias of up to 10 mm, with little variation over time. Since there are different algorithms to obtain the baseline (see Section 2.2), several of them have been tested for identifying the best performance for TanDEM-X. Once an accurate baseline is available, the raw DEMs are processed. For this, one should be aware that TanDEM-X employs a dedicated bi-directional synchronization link on the knowledge of the differential delays in both the radar signal and the bidirectional synchronization path. Section 2.2 will deal with this measurement and compensation of these delays.

After correcting the additional delays, the baseline bias can be monitored and characterized by means of a comparison of a representative set of selected raw DEMs with external references. Finally, the calibrated baseline is generated and used for operational DEM generation. The calibrated baseline will only have a residual random error, and is supposed to have an accuracy of 1-2 mm. In Fig. 1, an example of the height error histograms of the DEMs in the different calibration stages is shown. The red curve represents the errors in the raw DEM before baseline calibration, and the green curve is the same DEM re-processed with the calibrated baseline. The elimination of the height error offset can be clearly seen (simultaneously, a ground range displacement not depicted in this graphic has also been cancelled).

Since we are not dealing with individual DEMs, but with multiple adjacent and crossing long DEM stripes, the last two calibration methods depicted in Table 1 exploit the additional information provided by the overlapping or connected DEMs. A special acquisition plan over three years has been established to provide multiple acquisitions over the whole Earth surface (Krieger et al., 2007). The different acquisitions, depending on the Earth region, have different height of ambiguities or acquisition geometries, which allows the implementation of a dual- or multi-baseline phase unwrapping algorithm (Lachaise et al., 2008) to minimize phase unwrapping errors, layover and shadowing effects.

After all these steps, these are the DEM products that enter the final DEM calibration and mosaicking process. Here, ICESat points are used as height references (Abshire et al., 2005; Hueso González et al., 2010b), with an absolute accuracy better than 0.5 m. The result is exemplarily shown in the yellow histogram of Fig. 1, which fulfills the challenging TanDEM-X global DEM accuracy expectations. Note that we expect from the full calibration workflow an absolute DEM height accuracy much better than the 10 m specification.

2.2. Methods to achieve the requirements

The calibration steps described in Section 2.1 are executed by means of different methods and algorithms. Some of them have already been documented in the literature, thus we will only mention the existing references in these cases, while focusing on the rest of them.
The TanDEM-X orbit product is based on information provided by the on-board GPS receivers, called TOR/IGOR System (Tracking, Occultation and Ranging/Integrated GPS Occultation Receiver) (Montenbruck et al., 2011). The precise baseline is derived from double differential GPS (DDGPS) carrier phase measurements between both satellites and applying a Kalman filter method to the data. The use of the differential information even eliminates ionospheric errors and other characteristic GPS perturbations. Several algorithms exist for calculating the baseline from these data:

– Earth Parameter and Orbit determination System (EPOS-OC) (Zhu et al., 2004).
– Bernese (Beutler et al., 2007).
– Filter for Relative Navigation of Spacecraft (FRNS) (Kroes, 2006; Montenbruck et al., 2011).

Two baseline products are generated with the first two methods by the GeoForschungsZentrum Potsdam (GFZ), and a third one with FRNS by the German Space Operations Center (GSOC) at DLR. Verification results in a selected set of test sites prove that the three products fulfill the requirement of 10 mm accuracy, with the exception of some outliers, usually originated close to (within 30 min around) satellite maneuvers, which take place generally once a day. The outliers do not usually occur simultaneously on all products. Therefore, a suitable combination of the different products is applied to temporarily mask the inaccurate baseline values.

Once the precise baseline accuracy is ensured, the DEMs have to be processed in a special way, so that the absolute phase can be determined without the aid of external height references (Bamler and Eineder, 2005). This algorithm is very sensitive to delays in the radar signal, hence requiring a radargrammetric accuracy of ±7.5 mm. Fig. 2 is a plot of the differential radargrammetric shifts that have been obtained by comparing TanDEM-X radargrammetric DEMs with those of the SRTM mission. It shows the necessity of applying delay corrections on the data before continuing with the DEM calibration process, since more than half of the measurements fall out of the target interval. The dependence on the argument of latitude and on the satellite that acts as “master” in the DEM acquisition indicates that these delays are probably related to instrument effects and processing aspects affected by the orbit position of the satellites. Note that “argument of latitude” is an angular parameter equal to the true anomaly plus the argument of periapsis: values of 0° and 180° correspond to equator crossings of the satellite ground track, whereas 90° and 270° are near the North and South Poles, respectively.

After thorough analysis, the following sources of uncompensated differential range shifts were identified:

– Unbalanced global internal delays of both satellites.
– Internal delays dependent on the chirp bandwidth.
– Internal delays dependent on the synchronization horn configuration.
– Different internal delays of the instrument depending on the configuration of the attenuator elements (RxGain).
– Relativistic effects on the time references of both satellites, dependent on the relative position (with a periodicity of one orbit), and affecting among other aspects the processing of the pulses in the synchronization signal exchange between TSX and TDX (Krieger et al., 2007).

In the frame of geometric calibration acquisitions over corner reflectors during the TDX monostatic commissioning phase (Schwerdt et al., 2011), a precise internal delay (mean residual range error) could be measured: 212.1998 ns for TDX, and 212.1199 ns for TSX. The standard deviation of the measurements is 0.72 ns, which corresponds to a geometric standard deviation of around 10 cm. The application of these values in the processing improved the first approximation, which assumed that the delay of TDX was the same as the one of TSX. However, the performed corner measurements estimate the monostatic instrument delays. Since no measurements of the bistatic instrument delay were available, it was decided to use the monostatic delay of the passive satellite instead. Two additional delay correction values were derived empirically to compensate the error of this approximation. Thus, the differential delay is eliminated in the radargrammetric shift plot (see Fig. 3).

Another experiment was performed in which several consecutive acquisitions (or DTs) with equal commanding parameters were performed, just by changing the chirp bandwidth. The results show a relatively stable shift between the 100 MHz and the 150 MHz configuration (Fig. 4).
An analog test dealt with the choice of the active synchronization horn combination (Krieger et al., 2007). Offsets in the shifts could be directly detected between the different possible horn pairs (see Fig. 5).

A further experiment consisted of a calibration data take with a sweep of the attenuator configurations (from 0 to 30 dB). The differential delay of the internal electronics was calculated by compressing the calibration pulses and estimating the instant of arrival of the pulse peak. Fig. 6 (right) summarizes the results of these measurements for TSX. The highest jump in the delay happens between the 14 dB and the 16 dB configuration, due to the internal construction of the attenuator device (left-hand side of Fig. 6). In that particular transition, all the switches change their state. Since these delays are different for TDX, the change of the RxGain configuration between TanDEM-X acquisitions caused differential delay changes.

The effects described here (Figs. 4–6) are compensated before the raw DEM generation by means of ground segment correction tables.

Another interesting contribution to the delay was identified during the TanDEM-X commissioning phase. It is a relativistic effect (first time empirically measured in a real satellite constellation) due to the use of different reference frames: one for radar synchronization, which is performed in a satellite reference system, and the other for bistatic SAR processing, which is performed in an Earth Centered Earth Fixed reference frame. The practical impact on the radargrammetric shifts is an orbit-dependent sinusoidal displacement of the measurements (see Fig. 7), with opposite sign dependent on which satellite is acting as “master”. A detailed description of the mathematics of these relativistic corrections, implemented now in the TanDEM-X processor, is out of the scope of this article, but will be the subject of future publications.

Finally, Fig. 8 shows the estimated radargrammetric shifts for a subset of the data after all the identified corrections have been applied. Since almost all shifts fall within the target interval, this proofs the validity of the adopted approach for the achievement of the raw DEM accuracy objectives.

Section 4 will focus on the algorithms for the baseline calibration. The implementations of the multi-baseline phase unwrapping approach and of the DEM calibration are broadly described in (Lachaise et al., 2008) and (Hueso González et al., 2010a), respectively.

3. Baseline problematic

The initial baseline determination accuracy expectations (1 mm accuracy) were based on the performance of the DDGPS method in similar missions like GRACE (Kroes et al., 2005). The comparison is possible since GRACE is also a two satellite formation with similar orbit period, GPS receivers and baseline determination methods (DDGPS relative navigation) as the TanDEM-X formation. The baseline error in the GRACE formation was estimated by comparing the GPS-processed data with the highly accurate measurements from a dedicated on-board Ka-band link (see Fig. 9).

The results in TanDEM-X should be better than in GRACE as the baseline length is much shorter and the GPS receivers have a slightly better performance. However, GRACE results do not prove that the 1 mm baseline accuracy is reached in absolute terms, i.e., it may be subject to a constant bias of several mm (see sketch of such a bias in Fig. 10), since the Ka-band measurement system might have phase ambiguities. For this, the TanDEM-X DEM calibration has a cautious approach and considers the possibility of having a small offset or “bias” in the baseline product in the order of 2–10 mm. Such an offset could be due to small measurement errors in the location of the baseline reference points in the satellite payload, or small systematic errors of the DDGPS measurements, or other unknown reasons (in the case of GRACE, hidden by a constant number of phase ambiguities). Although, the experience in GRACE suggests that it should be almost constant over time, since the measurements shown in Fig. 9 do not experiment jumps that could
be associated with phase-wrapping effects over the whole time period (around one day).

Considering a 3D baseline error vector, the strongest effect in the DEM height is caused by the component parallel to the line-of-sight (LOS) $B_{||err}$ (bistatic operation):

$$h_{err} = \frac{r \sin(\theta_i)}{B_{||}} \cdot B_{||err}$$

where $r$ is the slant range distance to the target, $\theta_i$ the incidence angle with respect to the nadir vector at target position and $B_{||}$ the component of the baseline vector perpendicular to the LOS, as shown in Fig. 11.

In fact, a $B_{\perp err}$ causes a rotation of the DEM around the flight trajectory, so the height error is always linked to a ground range displacement $gr_{err}$:

$$gr_{err} = \frac{r \cos(\theta_i)}{B_{\perp}} \cdot B_{\perp err}$$

The presence of a relatively high bias in the baseline knowledge (compared with the 1 mm relative baseline accuracy) is therefore reflected in a considerable height and ground range displacement error in the raw DEMs. Simple height offsets could be corrected by the vertical corrections in the DEM calibration process, but this would not solve the ground range shifts of the DEMs. This could mean that, when applying height references to calibrate the DEM, they would be placed in locations shifted in ground range direction, introducing additional height errors that could endanger the global DEM height quality. Therefore, a solution is searched to minimize potential baseline offsets and eliminate this problematic before starting the DEM calibration process.
4. Baseline calibration algorithm

4.1. Height error determination

The main contribution to the height error is caused by the baseline error in LOS. In the presence of a baseline bias in LOS larger than 2 mm, it is justified to assume that this is the only significant source of the systematic height error in a raw DEM (Hueso González et al. 2010a). As explained in previous sections, this approach assumes that the raw DEM was generated by applying absolute phase techniques. Following this philosophy, a simple characterization strategy for the baseline bias has been proposed. For a given raw DEM over a region with accurate height references, the baseline offset in LOS at the time of the acquisition can be estimated through interferometry. The height difference observed is introduced in (1) and the unknown $B_{int}$ calculated. As the baseline bias is expected to be relatively constant, an average height error value should be sufficient to derive the $B_{int}$ estimate. Fig. 12 illustrates such an average height determination. Over a certain DEM, the high quality ICESat points – or SRTM (Carabajal and Harding, 2006) combined with ICESat – are selected as described in (Hueso González et al., 2010b). The average height error is directly obtained.

4.2. 2D helix relative baseline offset compensation

A proper distribution of test sites over the world is necessary to characterize the baseline bias vector. Test regions have been identified over the whole world to allow constant monitoring and characterization of the baseline during the commissioning phase and further on in the operational mission, with around 2–6 acquisitions per day. The test sites correspond to extremely flat regions, to avoid the coupling of ground range displacement with height errors, and with little vegetation, where the height references are most reliable (see an example on the left-hand side of Fig. 13). They are large enough to contain consecutive acquisitions of two or three short DTs in the same overflight (see right-hand side of Fig. 13). Each of these DTs provides a height difference that can be converted in a one-dimensional baseline LOS error. But we need...
a two-dimensional projection of the true baseline error vector in the plane perpendicular to the flight direction \((\vec{B}_{\text{bias}})\), which are the components that affect the height accuracy of the DEM. The way to achieve this is by selecting for each of the two consecutive interferometric images different incidence angles. The incidence angles should be as different as possible within the full performance range of the SAR antenna, e.g. near range (swath 01, with an incidence angle 31°) and far range (swath 09, with an incidence angle of 48°). Based on Section 3, we reasonably assume that the eventual baseline error remains constant over the 30 s that the operation of acquiring these two consecutive DTs over the same test site approximately lasts. By a simple geometrical calculation, illustrated in Fig. 14, the baseline bias vector in the plane perpendicular to the flight direction is derived from this pair (or trio) of DEM acquisitions with different swaths.

The operation of Fig. 14 can also be expressed mathematically as follows:

\[
\vec{B}_{\text{bias}} = \vec{B}_{\text{err1}} + k_1 \cdot \vec{B}_{\perp 1} + k_2 \cdot \vec{B}_{\perp 2} \tag{3}
\]

where \(\vec{B}_{\perp}\) is a unitary vector perpendicular to the line-of-sight (=perpendicular baseline unitary vector), and \(k_1, k_2\) are real variables that can be obtained by solving this linear system.
5. Experimental results and current mission status

5.1. Radargrammetric shift

During both the commissioning phase and the operational DEM acquisition of TanDEM-X, the radargrammetric shifts of all acquisitions are monitored. After applying all the corrections summarized in Table 2, the results from 17,000 DEMs are plotted in Fig. 15, which demonstrates that the requirements (target interval) defined in Section 2 are fulfilled (compare with Figs. 2 and 8) in almost all cases and the standard deviation is 1.8 mm. Table 2 also indicates that all contributions have an impact on the radargrammetric shift, but only the relativistic effect has a noticeable influence on the interferometric phase.

5.2. Baseline calibration in the pursuit monostatic phase

During the monostatic commissioning phase, TSX and TDX were flying at an approximate along-track distance of 20 km and operated in pursuit monostatic mode. Around three characterizations, each of them consisting of two or three acquisitions with minimum, intermediate and maximum incidence angle swaths (cf. Fig. 13), were performed every day. The test sites were well distributed over the world, hence allowing the identification of a potential systematic of the error over the argument of latitude. However, the detected offset ($\mu$ in Fig. 16) was very constant over time and argument of latitude, with a value of $-7.9$ mm in cross-track and $6.2$ mm in radial direction for the DLR FRNS product. The $\sigma$ or standard deviation values give an order of magnitude of the precision achievable with this characterization method. Once this offset was applied to the data, the LOS errors detected in the test sites were considerably reduced (see Fig. 17), reaching the accuracy required by the mission of around 1 mm ($1\sigma$). Taking into account that this standard deviation includes also residual errors from the reference DEMs, these results were considered as very promising.

5.3. Baseline calibration in the bistatic operation

Approximately 90 days after the TDX launch, the satellites were set in a close bistatic formation. The baseline calibration activities continued, and new correction values were identified (see Fig. 18), e.g. for the DLR FRNS baseline, which are different from the ones in the pursuit monostatic phase (cf. Fig. 16). The exact reason for this discrepancy is still under investigation. One possible explanation is that there are still some phase contributions of the synchronization link processing chain that introduce an offset in the interferograms, and this one is detected by the TanDEM-X calibration approach as a pure baseline offset, thus interfering with the real one. On the other hand, there is a $\pi$-ambiguity in the interferogram phases, which is resolved by means of a correction table in the processing stage (in Fig. 18, the phase bands with a $\pi$-ambiguity have already been merged). The cause of this error is in the synchronization link processing, which combines the sum of two synchronization phases, one from each satellite, in a common average. Several proposals to eliminate this ambiguity are currently under study.

However, what is more important for the mission is that the baseline offset is very constant over time, hence it can be calibrated out. The statistics of the TanDEM-X mission acquisitions give excellent results in terms of the height comparisons between the DEMs after baseline calibration and SRTM (adjusted with ICESat and complemented by other height databases to fill gaps in high latitudes), as can be seen in Table 3.

<table>
<thead>
<tr>
<th>Number of processed scenes</th>
<th>Shifts &lt; 7.50 mm (%)</th>
<th>Shifts &lt; 3.50 mm (%)</th>
<th>DEM-SRTM &lt; 10 m (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSX active</td>
<td>9000</td>
<td>99.8</td>
<td>95.1</td>
</tr>
<tr>
<td>TDX active</td>
<td>9000</td>
<td>99.4</td>
<td>94.9</td>
</tr>
<tr>
<td>Total</td>
<td>18,000</td>
<td>99.6</td>
<td>95</td>
</tr>
</tbody>
</table>

Table 3

Statistics of the radargrammetric and height difference with SRTM (and other references) of the operationally processed TanDEM-X DEMs until October 2011. “Active” defines which of the satellites acts as master in the bistatic SAR acquisition.

Fig. 16. 2D helix relative baseline error components of the TanDEM-X DEMs in the pursuit monostatic commissioning phase before baseline calibration. The offset can be clearly detected. No systematic was found over the orbit or over the argument of latitude.

Fig. 17. Line-of-sight baseline error of the TanDEM-X DEMs in the pursuit monostatic commissioning phase over argument of latitude before and after baseline calibration.

Fig. 18. 2D helix relative baseline error components of the TanDEM-X DEMs in the bistatic commissioning phase and the operational mission before baseline calibration.

5. Experimental results and current mission status
A standard deviation of 8.3 m (cf. also Fig. 19). It has to be noted that an average difference with SRTM of less than 10 m, and with a standard deviation of 8.3 m (cf. also Fig. 19). It has to be noted that the height errors of SRTM and of the complementary databases have also a certain influence on this statistic, and it is expected that the real TanDEM-X errors are even lower, even before the DEM calibration stage, hence keeping the ground range displacements under control. The authors would like to thank the whole TanDEM-X Ground Segment team at DLR (acquisition planning, commanding, flight operations, baseline generation, processing, calibration, mosaicking) for their cooperation during these months in the different working groups and their extraordinary efforts for bringing forward this challenging mission. The TanDEM-X project is partly funded by the German Federal Ministry for Economics and Technology (Förderkennzeichen 50 EE 1035).
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Fig. 19. Absolute height difference between the TanDEM-X DEMs and SRTM (and other references) after correction of the radargrammetric shifts and the calibration of the baseline in bistatic operation. Left: Plot over time. Right: Histogram and standard deviation.