Information theoretical similarity measure for change detection
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Abstract—In this paper, mixed information similarity measure and a multidimensional density estimation method based on multivariate Edgeworth series expansion are proposed and assessed for the task of multi-temporal change detection. To unify mutual information and variational information, mixed information is proposed to quantify the degree of dependence between two random variables, which are intuitively appropriate for multi-temporal change detection. In the literature, Edgeworth series expansion is widely used in statistics and various engineering fields for one-dimensional density estimation. To compute the mixed information measure, multidimensional density estimation based on multivariate Edgeworth series expansion is proposed and evaluated. Two experiments on real SAR images and optical images are carried out to evaluate the performance of change detection. Experimental results confirm the promising capability of mixed information and the multidimensional density estimation based on Edgeworth series expansion.

I. INTRODUCTION

Multi-temporal analysis of Synthetic Aperture Radar (SAR) images and optical satellite images has been recognized to play a fundamental role in the field of Earth observation applications. As an important part of multi-temporal analysis, change detection in images of a given scene acquired at two different times has received increasing interest in Earth science, especially in environmental monitoring, land-use/land-cover dynamics, damage assessment, and forest or vegetation monitoring. In the literature, a large amount of different techniques have been proposed for supervised change detection and unsupervised change detection [1], [2]. For supervised change detection, samples based on the prior knowledge of a research scenario are selected and used to train the method, which is usually a classification method, and then use the learning method after training to classify each pixel as changed or unchanged pixel. Usually, two steps are involved in unsupervised change detection, the first of which is to compare two images resulting in a change map, and the second is to threshold or label the change map to derive a binary change map consisting of two classes associated with changed and unchanged pixels [1]. Therefore, in the sense of sample selection, unsupervised approaches are more preferable to supervised approach in practice.

Among the available methods in the literature, a kind of most promising methods for multi-temporal change detection is based on information measures due to their efficiency and simplicity. In this kind of methods, an information measure is usually used to assess the similarity between two images to generate a change map by quantifying the dependence between the two random variables associated with the two images. In information theory, mutual information is widely used for multi-temporal image analysis, especially for image registration and content based image trivial. In [3], Kullback-Leibler divergence was used for change detection by comparing the local distributions of the two images. A new method for Kullback-Leibler divergence estimation was proposed based on cumulant expansion, which is actually the so-called one-dimensional Edgeworth series expansion. In [4], several information theoretical similarity measures including distance to independence, mutual information, cluster reward algorithm, Woods criterion and correlation ratio, were proposed and compared for change detection. Among them, the mutual information based similarity measure proved to be rather efficient. Taking advantage of the mutual information, a pixel-based approach comparing the localized mutual information shared by two pixels was proposed in [5]. Intuitively, when the two pixels share little mutual information, it is reasonable to assume change happens in their locations. Based on this idea, another new information measure derived from the mutual information was originally introduced in [6]: the mixed information which unifies mutual information and variational information by introducing a new parameter to control the balance between the common information and the different information. In this paper, we propose an unsupervised change detection approach based on mixed information similarity measures in the frame of information theory which extends the previous work in [7]. In that work, the mixed information was computed using the marginal histogram and the joint histogram associated with the two images. In this paper, we propose to estimate the multidimensional density by Edgeworth series expansion and replace the histogram used in [7] by this method and further evaluate the performance of this novel information measure in multi-temporal analysis.

In Section II, we briefly recall information measures, while density estimation for the computation of information measures based on multivariate Edgeworth series expansion is presented in Section III. Experiments on SAR and optical image are carried out in Section IV. Finally, a conclusion is given in Section V.
II. INFORMATION MEASURES

In this section, information similarity measures, mutual information, variational information, and mixed information are briefly reviewed.

As a powerful similarity measure, mutual information is widely used in image analysis, especially for multi-temporal image registration. The mutual information between two random variables originally proposed by Shannon [8] is defined as

$$I(X_1, X_2) = \int \int f(x_1, x_2) \log \frac{f(x_1, x_2)}{f(x_1)f(x_2)} \, dx_1 \, dx_2 \tag{1}$$

where $f(x_1)$, $f(x_2)$, $f(x_1, x_2)$ are the marginal probability density functions and the joint probability density function of $X_1$ and $X_2$. The variational information proposed in [9] is defined as

$$VI(X_1, X_2) = -\int \int f(x_1, x_2) \log \frac{f(x_1, x_2)^2}{f(x_1)f(x_2)} \, dx_1 \, dx_2 \tag{2}$$

$$= H(X_1, X_2) - I(X_1, X_2)$$

where $H(X_1, X_2)$ is the joint entropy of $X_1$ and $X_2$. While mutual information quantifies the common information between $X_1$ and $X_2$, variational information quantifies the different information transmitted through $X_1$ and $X_2$.

To unify the mutual information and variational information, a new measure termed mixed information [6] $I_\alpha$ which trades off between common and different information through a trade-off parameter $\alpha$ taking a value within the interval $[0, 1]$ was defined as

$$I_\alpha(X_1, X_2) = \int \int f(x_1, x_2) \log \frac{f(x_1, x_2)^{1+\alpha}}{f(x_1)f(x_2)} \, dx_1 \, dx_2$$

$$= I(X_1, X_2) - \alpha H(X_1, X_2). \tag{3}$$

As $\alpha$ may vary between 0 and 1, $I_\alpha$ can be viewed as the mixture of common and variational information measures. In particular, when $\alpha = \frac{I(X_1, X_2)}{H(X_1, X_2)}$, the mixed information is null and $I_\alpha = 0$.

III. MULTIDIMENSIONAL DENSITY ESTIMATION BY MULTIVARIATE EWDOWORTH SERIES EXPANSION

Edgeworth series expansion is an asymptotic expansion technique widely used in statistics, especially for density estimation which is an important issue in engineering fields. Edgeworth series expansion is achieved by inverse transform of the moment generating function which is the integral transform of a random vector. Usually, the components of the random vector are correlated which raises the computational complexity of density estimation. Therefore, we first introduce decorrelation applied prior to density estimation. After that the detailed procedure of multivariate Edgeworth series expansion for density estimation is presented.

A. Decorrelation transform

Decorrelation is a linear operation $T$ which removes the correlation between components of a random vector $X$ and gives rise to a new random vector $Y$ with a covariance matrix being an identity matrix. Decorrelation is defined as

$$T = \Lambda^{-1/2} V^T \tag{5}$$

where $V$ is a unitary matrix and $\Lambda$ is a diagonal matrix such that

$$\sum = V \Lambda V^{-1} \tag{6}$$

and $\sum$ is the covariance matrix of observation samples.

B. Edgeworth series expansions

Edgeworth series expansion is an asymptotic expansion and is defined as [10], [11]

$$f_X(x; k) = \phi(x; \lambda) [1 + \frac{1}{3!} k^{i,j} h_{ij}(x) + \frac{1}{4!} k^{i,j,k} h_{ijk}(x) + \frac{10}{6} k^{i,j,k,l} h_{ijkl}(x) + \cdots ] \tag{7}$$

where $\phi(x; \lambda)$ is a multivariate Gaussian distribution and $h$ is a multivariate Hermite polynomial, $k$ is the multivariate cumulant. If the components of $X = (X_1, X_2, \cdots, X_n)$ are uncorrelated and have unit variance, then $k^{i,j} = 1$, $k^{i,j} = 0$. The Hermite polynomials for the multivariate distribution of $X$ are then formed by taking all possible products of the Hermite polynomials.
In the case of two dimensions \( (n=2) \) with uncorrelated components and unit variance

\[
f_{n}(x;k) = \phi(x;k)[1 + \frac{1}{3!}v_1(x;k) + \frac{1}{4!}v_2(x;k) + \frac{10}{6!}v_3(x;k) + O\left(\frac{1}{n^2}\right)]
\]

where \( v_1(x;k), v_2(x;k), \) and \( v_3(x;k) \) are defined as:

\[
v_1(x;k) = k^{1,1}h_{111}(x) + 3k^{1,2}h_{112}(x) + 3k^{1,2,2}h_{122}(x)
\]

\[
v_2(x;k) = k^{1,1,1}h_{1111}(x) + 4k^{1,1,2}h_{1112}(x) + 6k^{1,1,2,2}h_{1122}(x)
\]

\[
v_3(x;k) = k^{1,1,1,1}h_{11111}(x) + 6k^{1,1,1,2}h_{11112}(x)
\]

\[
+ 15k^{1,1,1,2,2}h_{11122}(x) + 20k^{1,1,1,2,2,2}h_{11222}(x)
\]

\[
+ 15k^{1,1,2,2,2}h_{12222}(x) + 6k^{1,1,2,2,2,2}h_{22222}(x)
\]

\[
+ k^{2,2,2,2,2}h_{22222}(x)
\]

The cumulants are calculated from moments which are estimated from observation samples. The relationship between multivariate cumulants and moments is

\[
k^{i,j} = k^{i} - k^{j}
\]

\[
k^{i,j,k} = k^{i,j} - k^{i}k^{j}[3] + 2k^{i}k^{j}k^{k}
\]

\[
k^{i,j,k,l} = k^{i,j,k} - k^{i,j}k^{k}[3] + 2k^{i}k^{j}k^{k}[6] - 6k^{i}k^{j}k^{k}k^{l}
\]

\[\vdots\]

The sum is over all partitions of the indices and the coefficient is \((-1)^{(v-1)}(v-1)\)!, where \(v\) is the number of blocks of the partition. Based on the marginal and the joint densities estimated by Edgeworth series expansion, the mixed information can be computed for each pixel according to Eq. (4), which is an indicator of change.

IV. EXPERIMENTS AND DISCUSSION

In this section, two experiments are carried out on SAR and optical images to assess and evaluate the performance of the proposed method for change detection. In the first experiment, SAR images are used while optical images are used in the second experiment.

A. Experiment with SAR images

Test images used in [3] are shown in Fig. 2, which were acquired before and after an eruption of the Nyragongo volcano. As there is a lot of noise in the two images, filtering has to be performed prior to the application of the proposed change detection method. The first step in this experiment is to estimate the marginal and the joint densities of the two test images. The estimated marginal densities of the two images are shown in Fig. 3. For the convenience of comparison, the histogram and the estimated Gaussian density are simultaneously displayed. From the estimated density shown in Fig. 3, we can see that the density estimated by Edgeworth series expansion fit much better than the Gaussian density by considering the long tail of the distribution, which directly improves the performance of change detection.

As the estimated marginal and joint densities are continuous and smooth, there is less noise in the final change map, as we can see from Fig. 5. The colors represent different degrees of changes. To compare the performance of the change detection based on histogram to those derived by the density estimated by Edgeworth series expansion, the ROC curve based on ground truth is plotted on the left in Fig. 4. As can be seen in Fig. 5, the change map derived by the density estimated using Edgeworth series expansion is much better than that by histogram.
B. Experiment with optical images

This approach was also tested on the SPOT images shown in Fig. 6 acquired before and after a flooding event. Following the proposed procedure, the change map is derived and shown in Fig. 7. Different colors represent different degrees of change.

![Figure 6.](image)

Higher pixel values in the change map represent higher degrees of changes. As a result of the discontinuity of the histogram, the change map produced by histogram contains a lot of noise. In this sense, the change map derived by the Edgeworth series method is much better. As we can see in Fig. 6, the change map is smooth and very accurate compared to the change map derived by histogram. The ROC curve of this experiment is plotted on the right in Fig. 4 based on ground truth data derived by manual interpretation. As can be seen in Fig. 7, the performance of the change detection by Edgeworth series, denoted by the red curve, is much better than the performance of the histogram technique denoted by the green curve.

V. CONCLUSION

In this paper, a new information measure and a new method for multidimensional density estimation are proposed. This approach was tested on SAR and optical images. The promising results show the capability of mixed information measure in multi-temporal change detection and Edgeworth series expansion for multidimensional change detection.

![Figure 7.](image)

It turned out that quantification of the dependence of the two images is a better choice for change detection. It is worth to note that the mixed information measure can capture nonlinear dependencies between two random variables if nonlinear joint probabilities are employed.
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