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Abstract

In this article we present the extension of the $a$ priori error estimation and goal-oriented mesh refinement approach from laminar to turbulent flows, which are governed by the Reynolds-averaged Navier-Stokes and $k$-$\omega$ turbulence model (RANS-$k\omega$) equations. In particular, we consider a discontinuous Galerkin discretization of the RANS-$k\omega$ equations and use it within an adjoint-based error estimation and adaptive mesh refinement algorithm that targets the reduction of the discretization error in single as well as in multiple aerodynamic force coefficients. The accuracy of the error estimation and the performance of the goal-oriented mesh refinement algorithm is demonstrated for various test cases, including a two-dimensional turbulent flow around a three-element high lift configuration and a three-dimensional turbulent flow around a wing-body configuration.
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1. Introduction

The past few years have seen considerable progress in the development of higher order and adaptive discontinuous Galerkin (DG) methods for aerodynamic flows [9, 1, 2, 3, 4, 7, 5, 10, 6, 8]. For example, the European research project ADIGMA [11] concentrated the effort of European scientists on the development of adaptive higher-order variational methods for aerospace applications. In this work we present the methods and algorithms developed in this project for an efficient and reliable prediction of aerodynamic force coefficients for two-dimensional (2d) and three-dimensional (3d) turbulent flows.

Aerodynamic force coefficients, such as the drag, lift and moment coefficients, are important quantities in aerodynamic flow simulations. In addition to the accurate approximation of these quantities it is of increasing importance, particularly in the field of uncertainty quantification, to estimate the error in the computed quantities. By employing a duality argument, estimates can be derived for the error measured in terms of an aerodynamic force coefficient. The error estimate includes primal residuals multiplied by the solution to an adjoint problem that is related to the force coefficient. The error estimate can be decomposed into a sum of local adjoint-based indicators which can drive a goal-oriented adaptive mesh refinement algorithm specifically tailored to the accurate and efficient approximation of the aerodynamic force coefficient under consideration.

The approach of error estimation and goal-oriented mesh refinement for specific target quantities has been developed in [12, 13]. It has been transferred to compressible flows in the context of discontinuous Galerkin methods in [14, 15] for inviscid flows and extended in [16, 17, 18] to viscous laminar flows; we refer to [19] for related work based on finite volume methods. Subsequently, this approach has been combined with anisotropic hierarchic refinement for laminar compressible flows in [20, 21, 22] and with a regeneration of output-adapted meshes using anisotropic mesh metrics in [23], see also [26, 24, 25] for related work. Furthermore, the adjoint-based error estimation and mesh refinement approach has been extended from single to multiple target quantities in [27, 28]. Usually being based on
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body-aligned regular meshes, the adjoint-based mesh refinement has also been applied to embedded-boundary Cartesian meshes [29, 30], and it has been extended to the simplex cut-cell approach in [3]. It has been extended to 2d turbulent flows, which are governed by the RANS and Spalart-Allmaras equations in [23].

In this article we extend the approach of adjoint-based error estimation and adaptive mesh refinement in several aspects. We present it for the discontinuous Galerkin discretization of turbulent flows as governed by the Reynolds-averaged Navier-Stokes and \( k\omega \) turbulence model equations. We demonstrate it for aerodynamic flow problems, including a turbulent flow around the L1T2 three-element high-lift configuration and a turbulent flow around the DLR-F6 wing-body configuration. Furthermore, we combine it with the approach of adjoint-based error estimation and adaptive mesh refinement for multiple force coefficients as previously developed for 2d laminar flows in [28].

This article is structured as follows: In Sections 2 and 3 we recall the RANS-\( k\omega \) equations and give reference to the discontinuous Galerkin discretization employed. Then, in Section 4 we recall the approach of adjoint-based error estimation and goal-oriented mesh refinement that targets single and multiple aerodynamic force coefficients. Then, in Section 5, the main section of this work, we demonstrate the performance and accuracy of these methods and algorithms for three aerodynamic test cases of increasing complexity. Finally, we give some conclusions and an outlook in Section 6.

2. The Reynolds-averaged Navier-Stokes and \( k\omega \) turbulence equations

We consider the steady-state Reynolds-averaged Navier–Stokes equations and the Wilcox \( k\omega \) turbulence model equations [31, 32],

\[
\nabla \cdot (\mathcal{F}(\mathbf{u}) - \mathcal{F}(\mathbf{u}, \nabla \mathbf{u})) - \mathbf{S}(\mathbf{u}, \nabla \mathbf{u}) = 0 \quad \text{in } \Omega,
\]

on the domain \( \Omega \subset \mathbb{R}^d, d = 2, 3 \). Similar to [1, 2] the equations are considered in terms of the auxiliary variable \( \tilde{\omega} = \ln \omega \) instead of \( \omega \) for a more moderate near-wall behaviour of the variable. Additionally, this variable transformation guarantees positivity of \( \omega \).

Then, the vector of conservative variables \( \mathbf{u} \in \mathbb{R}^{d+4} \) and the convective fluxes \( \mathcal{F}^c = (f_1^c, \ldots, f_d^c) \) are given by

\[
\mathbf{u} = \begin{bmatrix}
\rho \\
\rho v_1 \\
\rho v_2 \\
\rho v_3 \\
\rho E
\end{bmatrix}, \quad f_j^c(\mathbf{u}) = \begin{bmatrix}
\rho v_j \\
\rho v_j v_i + (p + \frac{2}{\gamma} \rho k) \delta_{ij} \\
(\rho H - \frac{2}{\gamma} \rho k) v_j \\
\rho v_j v_i \\
\rho \omega v_j
\end{bmatrix}, \quad j = 1, \ldots, d,
\]

where \( \rho, v = (v_1, \ldots, v_d)^T, p \) and \( E \) denote the density, velocity vector, pressure and specific total energy, respectively. Additionally, \( H \) is the total enthalpy given by \( H = E + \frac{\gamma}{\gamma-1} p \), and the pressure is determined by the equation of state of an ideal gas,

\[
p = (\gamma - 1) \rho (e_0 - \frac{1}{2} v^2),
\]

with \( e_0 = E - k \). Here, \( \gamma = c_p/c_v \) is the ratio of specific heat capacities at constant pressure, \( c_p \), and constant volume, \( c_v \); for dry air \( \gamma = 1.4 \). Furthermore, the viscous fluxes are given by

\[
f_j^v(\mathbf{u}, \nabla \mathbf{u}) = \begin{bmatrix}
0 \\
\tau_{ij} \\
(\mu + \sigma_{\mu} \omega) \delta_{ij}
\end{bmatrix},
\]

where the thermal conductivity coefficient \( \mathcal{K} \) is given by \( \mathcal{K} = c_p \left( \frac{v^2}{\rho} + \frac{c_v k}{\rho} \right) \) and the temperature \( T \) by \( c_v T = e = E - \frac{1}{2} v^2 - k \). Here \( \text{Pr} = 0.72 \) and \( \text{Pr}_\omega = 0.9 \) are the molecular and turbulent Prandtl numbers, and \( \mu \) and \( \mu_\omega = C_\mu \frac{k}{\omega} \) with \( C_\mu = 1 \) are the molecular and turbulent viscosities.

The stress tensor \( \tau \) is given by following relation

\[
\tau + \tau^R = \tau - \frac{2}{\gamma} \rho k I = \tau + \tau^T - \frac{2}{\gamma} \rho k L = (\mu + \mu_\omega) \mathcal{S} - \frac{2}{\gamma} \rho k L,
\]
where \( \tau = \mu \hat{\sigma} \) is the viscous stress tensor, and \( \tau^0 = \mu \hat{\sigma} - \frac{2}{3} \rho k \| \hat{v} \|^2 \) is the Reynolds stress tensor with \( \hat{v} = \nabla v + (\nabla v)^T - \frac{2}{3} \langle \nabla \cdot v \rangle I \). We note, that the viscous flux can be rewritten as \( f^\tau(u, \nabla u) = G_d(u) / \partial x_i \), where the matrices \( G_d(u) = \partial \tau^i_j(u, \nabla u) / \partial u_{ij} \), for \( k = 1, 2, 3 \), are the homogeneity tensors defined by \( (f^\tau_k)_i (u, \nabla u) = (G_d(u))_{ij} / \partial u_{ij} / \partial x_i \), \( k = 1, 2, 3 \), \( i = 1, \ldots, d + 4 \). Finally, the source term \( S(u, \nabla u) \) is given by

\[
S(u, \nabla u) = \begin{bmatrix}
0 \\
0 \\
\tau_{ij} + \beta_{k} \rho e^{\omega_0} \beta_{ij} - \beta_{k} \rho e^{\omega_0} \beta_{ij} \\
\alpha_{ij} \tau_{ij} - \beta_{k} \rho e^{\omega_0} + (\mu + \sigma_{\omega} \mu) \omega_i \omega_j
\end{bmatrix},
\]

with \( \mu = C_{\mu} \rho e^{\omega_0} \) and \( \omega_0 = \max(\omega, \omega_0) \), where \( \omega_0 \) fulfills following realizability conditions for the turbulent stresses,

\[
e^{\omega_0} - \frac{3}{2} C_{\mu} S_{ii} \geq 0, \quad i = 1, \ldots, d,
\]

similar to the realizability conditions given in [1, 2]. We note that the use of the logarithm of turbulence variables has been introduced in [33] and results in an equivalent reformulation of the Wilcox k-\( \omega \) equations [31, 32]. In the context of DG discretizations it has first been used in [34]. Furthermore, \( k \) in the source and destruction terms as well as in the expression for \( \mu \), is kept non-negative. We note, that the limitations on \( k \) and \( \omega \) avoid physical values and have been found in [1, 2] to have a stabilizing effect on the numerical scheme. Finally, the values of the \( k-\omega \)-closure parameters \( \alpha_{\omega} = \frac{1}{3}, \beta_{\omega} = \frac{1}{3}, \beta_{\omega} = \frac{1}{3}, \sigma_{\omega} = \frac{1}{3}, \sigma_{\omega} = \frac{1}{3} \) are those of the high-Reynolds Wilcox \( k-\omega \) model [31, 32].

3. The discontinuous Galerkin discretization

In this section we describe the discontinuous Galerkin discretization used to discretize the RANS-\( k-\omega \) equations (1). In particular, we employ the second DG scheme proposed by Bassi & Rebay [35, 36], modified according to the adjoint-consistent treatment of boundary terms and force coefficients as given in [38, 37].

We assume that \( \Omega \) can be subdivided into shape-regular meshes \( T_h = \{ k \} \) consisting of (possibly curved) quadrilateral or hexahedral elements. Furthermore, we assume that each \( k \in T_h \) is an image of a fixed reference element \( \hat{k} \), that is, \( k = \sigma_k(\hat{k}) \) for all \( k \in T_h \), where \( \hat{k} \) is the open unit square in \( \mathbb{R}^2 \) and the open unit cube in \( \mathbb{R}^3 \) and \( \sigma_k \) is a smooth bijective mapping. In order to allow boundary elements to be curved the mapping \( \sigma_k \) is constructed based on employing a higher degree polynomial representation of the computational boundary (e. g., see [14, 39, 40]). Furthermore, we allow interior elements to be curved in order to avoid the intersection of curved boundary lines with interior elements [7], which might occur for meshes with highly stretched elements as typically used for turbulent flows.

On the reference element \( \hat{k} \) we define the space of polynomials of degree \( p \geq 0 \) as follows:

\[
P_p = \text{span} \{ \mathbf{x}^i : 0 \leq |i| \leq p \}.
\]

We now introduce the finite element space \( V_{h,p} \) consisting of discontinuous vector–valued piecewise polynomial functions of degree \( p \geq 0 \), as follows:

\[
V_{h,p} = \{ v_h \in [L_2(\Omega)]^{d+4} : v_h \circ \sigma_k \in [P_p(\hat{k})]^{d+4}, \ k \in T_h \}.
\]

An interior face of \( T_h \) is defined as the (non-empty) two–dimensional interior of \( \partial k^+ \cap \partial k^- \), where \( k^+ \) and \( k^- \) are two adjacent elements of \( T_h \). A boundary face of \( T_h \) is defined as the (non-empty) two–dimensional interior of \( \partial k \cap \Gamma \), where \( k \) is a boundary element of \( T_h \). We denote by \( \Gamma_f \) the union of all interior faces of \( T_h \). Furthermore, we define some jump and mean value operators for vector- and matrix-valued functions. To this end, let \( k^+ \) and \( k^- \) be two adjacent elements of \( T_h \) and \( x \) be an arbitrary point on the interior face \( f = \partial k^+ \cap \partial k^- \subset \Gamma_f \). Moreover, let \( \mathbf{v} \) and \( \tau \) be vector- and matrix-valued functions, respectively, that are smooth inside each element \( k^\pm \). By \( \mathbf{v}^\pm := \mathbf{v}|_{k^\pm} \) and \( \tau^\pm := \tau|_{k^\pm} \), we denote the traces of, respectively, \( \mathbf{v} \) and \( \tau \) on \( f \) taken from within the interior of \( k^\pm \), respectively.
Then, we define the averages at \( x \in f \) by \( \bar{v} = (v^+ + v^-)/2 \) and \( \bar{\tau} = (\tau^+ + \tau^-)/2 \). Similarly, the jump at \( x \in f \) is given by \( \jump{v} = v^+ \otimes n_+ - v^- \otimes n_- \). On a boundary face \( f \subset \Gamma \), we set \( \jump{v} = 0 \), \( \jump{\tau} = \tau \) and \( \jump{\bar{v}} = \bar{v} \otimes n \). For matrices \( \mathcal{A}, \mathcal{B} \in \mathbb{R}^{m \times n} \), \( m, n \geq 1 \), we use the standard notation \( \mathcal{A} : \mathcal{B} = \sum_{i=1}^{m} \sum_{j=1}^{n} \mathcal{A}_{ij} \mathcal{B}_{ij} \); additionally, for vectors \( v \in \mathbb{R}^m \), \( w \in \mathbb{R}^n \), the matrix \( v \otimes w \in \mathbb{R}^{m \times n} \) is defined by \( (v \otimes w)_{kl} = v_k w_l \). Furthermore, we use the notation \( G^T(\bar{u}) \bar{V} : u \otimes n = (G_{ij}(\bar{u}))_i \partial v_j/\partial x_j u p_j \).

Then the discontinuous Galerkin discretization of (1) is given by: Find \( \bar{u}_h \in \mathcal{V}_{h,p} \) such that

\[
N(\bar{u}_h, \bar{v}) \equiv \int_{\Omega} (-\mathcal{F}(\bar{u}_h) + \mathcal{F}(\bar{u}_h, \nabla \bar{u}_h)) : \nabla \bar{v} - \mathcal{S}(\bar{u}_h, \nabla \bar{u}_h) \cdot \bar{v} \, dx + \sum_{e \in \mathcal{T}_h} \int_{\partial e} \mathcal{Q}(\bar{u}_h, \bar{u}_h, \bar{n}^+) \cdot \bar{v} \, ds - \int_{\Gamma_f} \jump{\mathcal{F}(\bar{u}_h, \nabla \bar{u}_h)} \cdot \jump{\bar{v}} \, ds - \int_{\Gamma_f} \jump{\mathcal{S}(\bar{u}_h, \nabla \bar{u}_h)} \cdot \jump{\bar{v}} \, ds + \int_{\Gamma_f} \jump{\mathcal{Q}(\bar{u}_h, \bar{v})} \cdot \jump{\bar{v}} \, ds + N_f(\bar{u}_h, \bar{v}) = 0
\]

for all \( \bar{v} \) in \( \mathcal{V}_{h,p} \). Here, \( \mathcal{Q} \) denotes any consistent, conservative and two-point monotone numerical flux function; we note that in Section 5 the local Lax-Friedrichs flux is employed. For the penalization term we consider the second scheme of Bassi and Rebay (BR2), [35, 36]:

\[
\mathcal{V}(\bar{u}_h) \equiv \sum_{\bar{p}} \mathcal{L}_{\bar{p}}(\bar{u}_h),
\]

where the local lifting operator \( \mathcal{L}_{\bar{p}}(\bar{u}_h) \in \mathcal{V}_{h,p} \) is defined by:

\[
\int_{\Omega_f} \mathcal{L}_{\bar{p}}(\bar{u}_h) : \tau \, dx = \int_{f} \jump{\bar{u}_h} : (G^T(\bar{u}_h)\tau)* \, ds \quad \forall \tau \in \mathcal{V}_{h,p},
\]

where \( \Omega_f = \kappa_f^+ \cup \kappa_f^- \) for the interior face \( f = \partial \kappa_f^+ \cap \partial \kappa_f^- \in \Gamma_f \).

Finally, the boundary terms included in \( N_f(\bar{u}_h, v) \) are given by

\[
N_f(\bar{u}_h, v) = \int_{\Gamma} \mathcal{H}(\bar{u}_h^+, \bar{u}_h^-, \bar{n}^+) \cdot v^+ \, ds - \int_{\Gamma} \jump{\mathcal{V} \bar{u}_h^+} \cdot \jump{v} \, ds + \int_{\Gamma} \jump{\mathcal{Q}(\bar{u}_h^+, \bar{u}_h^-)} \cdot \jump{v} \, ds \cdot \n \, ds.
\]

The penalization term on the boundary is given by \( \mathcal{V}(\bar{u}_h) = \sum_{\bar{p}} \mathcal{L}_{\bar{p}}(\bar{u}_h) \) where the local lifting operator \( \mathcal{L}_{\bar{p}}(\bar{u}_h) \in \mathcal{V}_{h,p} \) is defined by:

\[
\int_{\Gamma} \mathcal{L}_{\bar{p}}(\bar{u}_h) : \tau \, dx = \int_{f} \jump{\bar{u}_h - \bar{u}_r(\bar{u}_h)} \otimes \n : (G^T(\bar{u}_h)\tau)* \, ds \quad \forall \tau \in \mathcal{V}_{h,p}
\]

for all \( \kappa \) in \( \mathcal{T}_h \), such that \( \partial \kappa \cap \Gamma = f \). Furthermore, the viscous boundary flux \( \mathcal{F}_I^+ \) and the corresponding homogeneity tensor \( G_I \) are given by

\[
\mathcal{F}_I^+(\bar{u}_h, \nabla \bar{u}_h) = \mathcal{F}(\bar{u}_r(\bar{u}_h), \nabla \bar{u}_h) = G(\bar{u}_r(\bar{u}_h)) \nabla \bar{u}_h = G(\bar{u}_r(\bar{u}_h)) \nabla \bar{u}_h.
\]

Furthermore, on adiabatic boundaries \( \mathcal{F}_I^+ \) and \( G_I \) are modified such that \( \n \cdot \nabla T = 0 \). Finally, the numerical flux \( \mathcal{H}_f \) at the boundary is given by

\[
\mathcal{H}_f(\bar{u}_h^+, \bar{u}_h^-, \bar{n}) = \n \cdot \mathcal{F}_I^+(\bar{u}_h^+) = \n \cdot \mathcal{F}(\bar{u}_r(\bar{u}_h^+)),
\]

where the boundary function is \( \bar{u}_r(u) = (u_1, 0, 0, 0, u_5, 0)^T \). Here, \( \omega_{x1} = \frac{\rho \gamma_1}{\mu} \), where \( \gamma_1 \) is the kinematic viscosity, and \( \frac{\rho \gamma_1}{\mu} \) is the value of the first wall boundary layer growth parameter.

4. Error estimation and adjoint-based refinement

In this section we recall the adjoint-based error estimation and adaptive mesh refinement approach for single target quantities (e.g., see [13, 15]) and for the treatment of multiple target quantities (see [27, 28]).
Given a target quantity \( J(u) \) such as the aerodynamic drag, lift or moment coefficient, a duality argument can be employed, to obtain following error representation, \([13, 15] \)

\[
J(u) - J(u_h) = -N(u_h, z) \equiv R(u_h, z) = R(u_h, z_h)
\]

where the exact adjoint solution \( z \) is replaced by the solution \( \tilde{z}_h \) to the following discrete adjoint problem: Find \( \tilde{z}_h \in V_{h,p} \) such that

\[
N'[u_h](w_h, \tilde{z}_h) = J'[u_h](w_h) \quad \forall w_h \in \tilde{V}_{h,p}.
\]

A possible choice of the adjoint discrete function space is \( \tilde{V}_{h,p} \). The approximation in (7) can then be localized

\[
J(u) - J(u_h) \approx R(u_h, \tilde{z}_h) \equiv \sum_{k \in T_h} \tilde{\eta}_k,
\]

where \( \tilde{\eta}_k \) are the so-called adjoint-based indicators which include the local residuals multiplied by the discrete adjoint solution. These indicators can be used to drive an adaptive mesh refinement algorithm tailored to the accurate and efficient approximation of the target quantity \( J(u) \) under consideration. Finally, the approximate error representation (9) can be used to enhance the computed target quantity \( J(u_h) \) as follows:

\[
\tilde{J}(u_h) = J(u_h) + R(u_h, \tilde{z}_h).
\]

**Remark 1.** We note that in Galerkin finite element methods the Galerkin orthogonality can be used to subtract any discrete function \( z_h \in V_{h,p} \) from the adjoint solution in the error estimate (7) resulting in

\[
J(u) - J(u_h) = -N(u_h, z - z_h)
\]

(e.g., see \([13] \)). In order to avoid a vanishing error estimate (7), the discrete adjoint solution \( \tilde{z}_h \in V_{h,p} \) must be computed in a richer space (e.g., \( V_{h,p} = V_{h,p+1} \)) than the flow solution \( u_h \in V_{h,p} \). In continuous finite element methods it is required to choose \( z_h \) to be an approximation of \( z \) in order to ensure that the local indicators in (9) are of the right order of convergence \([13] \). For continuous finite element methods Galerkin orthogonality is a global property (i.e., it holds true on the whole domain). In addition to that discontinuous Galerkin methods satisfy a Galerkin orthogonality on a local, element-wise level. Therefore, for DG methods \( z_h \) can be omitted without changing the local indicators.

The extension of the adjoint-based error estimation and mesh refinement approach to multiple target quantities has previously been considered for the inviscid Burgers’ equation in \([27] \) and has been extended to two-dimensional viscous laminar compressible flows in \([28] \). Estimating the error in multiple quantities of interest, \( \int J_i(u), i = 1, \ldots, N \), would require the computation of the solutions \( z_{h,i} \in V_{h,p} \) to \( N \) discrete adjoint problems:

\[
N'[u_h](w_h, \tilde{z}_{h,i}) = J'_i[u_h](w_h) \quad \forall w_h \in \tilde{V}_{h,p}, \quad i = 1, \ldots, N,
\]

and the evaluation of the error representation for each of the quantities,

\[
J(u) - J(u_h) \approx R(u_h, \tilde{z}_{h,i}), \quad i = 1, \ldots, N.
\]

Instead, we compute the solution to the following discrete error equation: Find \( \tilde{e}_h \in V_{h,p} \) such that

\[
N'[u_h](\tilde{e}_h, w_h) = R(u_h, w_h) \quad \forall w_h \in \tilde{V}_{h,p},
\]

and evaluate the following approximation of \( J_i(u) - J_i(u_h) \),

\[
J_i(u) - J_i(u_h) \approx J'_i[u_h](e) = J'_i[u_h](\tilde{e}_h), \quad i = 1, \ldots, N,
\]

where \( e = u - u_h \). Furthermore, based on a suitable combination \( J_i(u) \) of the original target quantities, we compute the solution to the following discrete adjoint problem: Find \( \tilde{z}_{i,h} \in V_{h,p} \) such that

\[
N'[u_h](w_h, \tilde{z}_{i,h}) = J'_i[u_h](w_h) \quad \forall w_h \in \tilde{V}_{h,p},
\]
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and evaluate the error estimate

\[ J_c(u) - J_c(u_h) = R(u_h, z_c) = R(u_h, z_{c,h}) \equiv \sum_{k \in T_h} \tilde{c}_k \]  

The combined target quantity \( J_c(u) \) can be defined [28] such that the error with respect to \( J_c(u) \) represents the sum of relative errors in the original target quantities, \( \sum_{i=1}^N |J_i(u) - J_i(u_h)|/|J_i(u)| \), or a weighted sum of absolute errors

\[ \sum_{i=1}^N \alpha_i |J_i(u) - J_i(u_h)| \]  

with weighting factors \( \alpha_i > 0 \). The adjoint-based indicators, \( \tilde{c}_k \), obtained by localizing the estimate (14), can be used to drive an adaptive algorithm for the accurate and efficient approximation of all the target quantities, \( J_i(u), i = 1, \ldots, N \), under consideration.

Finally, we note that the error estimates of (12) can be used to enhance the computed target quantities \( J_i(u_h), i = 1, \ldots, N \), as follows:

\[ \tilde{J}_i(u_h) = J_i(u_h) + J'_i(u_h)\tilde{e}_h, \quad i = 1, \ldots, N \]  

5. Numerical results

In this section we consider the application of the adjoint-based error estimation and goal-oriented mesh refinement approach described in Section 4 to three aerodynamic test cases of increasing complexity which have been considered in the EU project ADIGMA [11]. In particular, we consider turbulent flows around a three-dimensional streamlined body, the three-element LIT2 high-lift configuration and the DLR-F6 wing-body configuration. In the following, adjoint-based mesh refinement is always combined with anisotropic mesh refinement. On elements which are flagged for refinement by using the adjoint-based indicators \( \tilde{c}_k, k \in T_h \), (see Equations (9) or (14)) an anisotropic jump indicator is employed to decide along which direction the element shall be refined. In particular, a quadrilateral or hexahedral element is refined along a specific direction if the average jump of the discrete function \( u_h \in V_{h,p} \) over the two opposite faces in that direction is not significantly smaller than the average jumps over the remaining pairs of opposite faces. As a result an element is refined isotropically if the average jumps are of similar size; otherwise the element is refined anisotropically. This anisotropic refinement strategy has previously been developed for 2d and 3d laminar flows in [21, 22]. Including all flow variables in the average jumps it can also be applied to the 2d and 3d turbulent flows considered in the following.

5.1. Turbulent flow around a streamlined body

We begin by considering a turbulent flow around a streamlined three-dimensional body based on a 10 percent thick airfoil with boundaries constructed by a surface of revolution. In particular, we consider the streamlined body at a Mach number \( M = 0.5 \), an angle of attack \( \alpha = 5^\circ \), and a Reynolds number \( Re = 10 \cdot 10^6 \) with adiabatic noslip wall boundary conditions. This is the ADIGMA BTC0 test case which has been defined in the ADIGMA project [11] in order to enable grid convergence studies. Based on extrapolation of higher order computational results and of the results on very fine locally adapted meshes, following reference values of the total drag, lift, and pitching moment coefficients, \( C_d, C_l \) and \( C_m \), have been obtained: \( J_{C_d}(u) = 0.00663, J_{C_l}(u) = 0.00858 \) and \( J_{C_m}(u) = 0.00588 \).

In the following the total drag, lift, and pitching moment coefficients will be computed up to a predefined error tolerance \( \text{TOL} \). Let us consider the following accuracy requirements:

\[ |J_{C_d}(u) - J_{C_d}(u_h)| \leq \text{TOL}_{C_d} = 3 \cdot 10^{-4}, \]
\[ |J_{C_l}(u) - J_{C_l}(u_h)| \leq \text{TOL}_{C_l} = 1 \cdot 10^{-4}, \]
\[ |J_{C_m}(u) - J_{C_m}(u_h)| \leq \text{TOL}_{C_m} = 2 \cdot 10^{-4}. \]  

In the following we compare the performance in meeting these accuracy requirements for higher order discretizations against second order discretizations on globally refined meshes. We also compare against the performance of the two goal-oriented refinement strategies presented in Section 4. In particular, we consider the single-target error
estimation and mesh refinement approach for each of the $C_l, C_d$, and $C_{my}$ coefficients, separately. This results in three different sequences of locally refined meshes where on each mesh a flow problem (2) and a discrete adjoint problem (8) are solved, and the error estimate (7) is evaluated. Furthermore, we consider a multi-target error estimation and mesh refinement approach for reducing a weighted sum of absolute errors of the $C_l, C_d$ and $C_{my}$ values. This yields one sequence of locally refined meshes that targets at reducing the error in all three coefficients simultaneously. Here, on each mesh a flow problem (2), a discrete error equation (11) and a discrete adjoint problem (13) are solved, and the error estimates (12) and (14) are evaluated. The weighting factors in the weighted sum (15) might account for the different tolerances in (17). In fact, in the following, the multi-target approach will be based on the weighted sum

$$2|J_{C_l}(u) - J_{C_l}(u_h)| + 6|J_{C_d}(u) - J_{C_d}(u_h)| + 3|J_{C_{my}}(u) - J_{C_{my}}(u_h)|.$$  

Figure 1 shows the starting mesh of this computation with 6,656 curved elements. The edges are given by polynomials of degree 4. Additionally, for the lower polynomial degrees, we compute the solutions on globally refined meshes. The resulting force coefficients $C_l, C_d$ and $C_{my}$ plotted over the number of degrees of freedom are given in Figures 2(a), 2(c) and 2(e), respectively. We note that here and throughout this work numbers of degrees of freedom always refer to the total number of degrees of freedom (including all components) of flow solutions $u_h \in V_{h,p}$. In Figure 2(a) we see that the $p = 2, 3$ and 4 solutions are within the prescribed accuracy tolerance of the $C_l$ value on the coarsest mesh, and they require significantly less degrees of freedom than the $p = 1$ solution on the twice globally refined mesh. A similar behaviour is observed in Figure 2(e) for the $C_{my}$ value. Furthermore, from Figure 2(c) we see that the $p = 3$ and 4 solutions on the coarsest mesh are within the prescribed accuracy tolerance of the $C_d$ value.

Let us now consider the adjoint-based error estimation and goal-oriented mesh refinement that targets the lift coefficient $C_l$ (i.e., the single target quantity is $J(u) = J_{C_l}(u)$). To this end we compute the solution $u_h \in V_{h,1}$ to the flow problem (2) and the solution $z_0 \in V_{h,2}$ to the discrete adjoint problem (8). We then evaluate the approximate error representation (9) and obtain the adjoint-based indicators $\tilde{\eta}_l$ which we employ for adaptive mesh refinement. Starting on the coarse mesh of 6,656 curved elements shown in Figure 1 a sequence of locally refined meshes specifically tailored to the accurate approximation of the $C_l$ value is obtained. In Table 1 we collect the number of elements, the (total) number of degrees of freedom (DoF) of $u_h \in V_{h,1}$, the true error $J_{C_l}(u) - J_{C_l}(u_h)$ in the lift coefficient, the estimated error $R(u_h, z_0)$, and the quotient $\theta = R(u_h, z_0)/(J_{C_l}(u) - J_{C_l}(u_h))$ of the estimated and the true error, which is also called the effectivity index. Here, we see that the estimated errors are very close to the true errors. This is also indicated by the effectivity indices which are very close to one. In fact, from the third mesh onwards the rounded index equals one. We note that this represents an almost perfect error estimation. Given the complexity of the governing RANS-$k\omega$ flow equations this might seem surprising. However, the turbulent flow considered here is...
Figure 2: ADIGMA BTC0 test case at turbulent conditions: $C_l$, $C_d$ and $C_{my}$ values in the top, middle and bottom row, respectively. (left) The $p = 1, 2, 3$ solutions on globally refined meshes; (right) The force coefficients $J(u_h)$ and the enhanced force coefficients, (10) and (16), on the single-target and multi-target adjoint-based refined meshes.
particularly smooth. So we expect the error estimation to work very well in this case.

Figure 2(b) shows the $C_l$ values on the sequence of adaptively refined meshes. For comparison it also includes the $C_l$ values of the $u_h \in V_{h,1}$ flow solutions on the globally refined meshes already shown in Figure 2(a). Furthermore, Figure 2(b) includes the enhanced target quantities (10) evaluated based on the computed $C_l$ values and the error estimates $R(u_h, z_h)$ given in Table 1. Here, we see that the enhanced quantity $\tilde{J}_{C_l}(u_h) = J_{C_l}(u_h) + R(u_h, z_h)$ on the coarsest mesh is already very close to the reference $C_l$ value. Due to the high accuracy of the error estimates in Table 1, we see that the error estimation significantly improves the computed force coefficients. In fact, while the adjoint-based refinement reduces the number of degrees of freedom, which is required for meeting the accuracy tolerance, by a factor of 4 compared to global mesh refinement, there is another factor of about 16 gained by using the error estimation. Figures 2(d) and 2(f) show the respective plots for the error estimation and goal-oriented mesh that targets the drag and pitching moment coefficients, $C_d$ and $C_{my}$, respectively. Here, the behaviour is similar to that described before for the lift coefficient. In fact, here the enhanced force coefficients meet the accuracy requirements on the second but coarsest mesh, which again corresponds to a very good error estimation.

Additionally, Figures 2(b), 2(d) and 2(f) show the convergence of the force coefficients on the sequence of multi-target refined meshes. Targeted at reducing the errors in $C_l$, $C_d$ and $C_{my}$ simultaneously, the resulting values are not expected to be as accurate as for the single-target adapted meshes. However, we see that the differences for this test case are marginal. This demonstrates that by the multi-target mesh refinement about the same accuracy in the force coefficients is achieved for this test case as for the single-target mesh refinements (see also Figure 3). However, this is accomplished with significantly reduced computing. In fact, the multi-target approach requires only the flow solution, the adjoint solution and the solution to the discrete error equation on one sequence of adaptively refined meshes. In contrast to that, the single-target approach requires the flow solutions and the adjoint solutions on three different sequences of refined meshes. This results in a factor of 3 in the number of flow solutions and a factor of 1.5 in the number of auxiliary problems to be solved. Note, that these factors and thus the gain of using the multi-target approach increases with the number of target quantities under consideration. Finally, we note that the multi-target error estimation is comparable to the single-target error estimation since the enhanced $C_d$, $C_l$ and $C_{my}$ values of (16) in Figures 2(b), 2(d) and 2(f) are close to the single-target enhanced values of (10).

In the following, we investigate the performance of the flow solver and of the solver for the additional discrete

<table>
<thead>
<tr>
<th># Elements</th>
<th># DoF</th>
<th>$J_{C_l}(u) - J_{C_l}(u_h)$</th>
<th>$R(u_h, z_h)$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6656</td>
<td>186368</td>
<td>-1.320e-02</td>
<td>-1.338e-02</td>
<td>1.01</td>
</tr>
<tr>
<td>11919</td>
<td>333732</td>
<td>-5.622e-03</td>
<td>-5.661e-03</td>
<td>1.01</td>
</tr>
<tr>
<td>23894</td>
<td>669032</td>
<td>-2.200e-03</td>
<td>-2.203e-03</td>
<td>1.00</td>
</tr>
<tr>
<td>49478</td>
<td>1385384</td>
<td>-8.007e-04</td>
<td>-8.011e-04</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 1: ADIGMA BTC0 case at turbulent conditions: Error estimation for the $C_l$ value.

Figure 3: ADIGMA BTC0 test case at turbulent conditions: Mesh with 47497 curved elements after 3 multi-target adjoint-based refinement steps.
error and adjoint equations. In particular, we are interested in the computing time required for solving the additional problems relative to the time spent for solving the flow problems in a multi-target adjoint-based mesh refinement algorithm. After initialization of freestream values on the coarsest mesh a flow solution $u_h \in V_{h,0}$ for $p = 0$ is computed which serves as starting solution for $p = 1$. On finer meshes the flow solution and the solutions to the discrete error and adjoint equations are initialized with interpolations of the solutions on the previous mesh. The nonlinear residual of the flow solution is decreased based on an implicit/backward Euler method where the CFL number and thus the local time step size is driven by the switched evolution relaxation (SER) method [42, 43]. In each nonlinear solution step a linear system is solved with the restarted and block-ILU-preconditioned GMRES method with 60 Krylov vectors. The linear solver is stopped once the linear residual is reduced by a factor of $10^{-6}$ or a maximum number of linear iterations is reached. On the coarsest mesh the linear solver performs at most 120 iterations; under mesh refinement this number increases with the cube root of the number of elements. The nonlinear solution process is stopped once the nonlinear residual is reduced to $10^{-6}$. Similarly, the linear problems arising from the discrete error equations and the adjoint problems are solved using 120 GMRES iteration steps with a restart after 60 iterations. Again, under mesh refinement the number of linear iteration steps increases with the cube root of the number of elements.

Figure 4 shows the convergence of the flow solver on the sequence of multi-target adjoint-based refined meshes that target the $C_l$, $C_d$ and $C_m$ values, i.e. on the sequence of the 5 adaptively refined meshes considered in the right plots of Figure 2. In particular, Figure 4 shows the convergence of the nonlinear residuals and $C_l$ values of the flow solutions $u_h \in V_{h,1}$. As the flow solution to this test case is particularly smooth, the flow solver takes very few iteration steps, only. In fact, the solver of the $p = 1$ solution on the coarsest mesh requires 25 steps for convergence. This number decreases to less than 10 on subsequently refined meshes. Figure 4 also includes the convergence of the linear residuals of the solutions $e_h$ and $z_h \in V_{h,2}$ to the discrete error and adjoint equations. Although the discrete error equation is solved with a higher polynomial degree than the flow problems, it takes less computing time than the flow solver due to the linearity of the problem. In fact, approximating the discrete error on the coarsest mesh takes about 18% of the computing time of the flow solution. The additional computing time for the adjoint problem is of similar magnitude. We note that on finer meshes the computing time for the additional problems increases relative to the time taken by the flow solver due to the decreasing effort of the flow solver. However, already the additional 18%
computing time spent on the solution to the discrete error equation on top of the flow solver on the coarsest mesh yields an enhanced $C_l$ value that is within the prescribed accuracy tolerance (see Figure 2(b)). Furthermore, it results in significantly improved $C_d$ and $C_m$ values (see Figure 2(d)&(f)). In contrast to that a higher-order flow solution $u_h \in V_{h,2}$ on the coarsest mesh requires more than 5 times the time required for the $u_h \in V_{h,1}$ flow solution.

5.2. L1T2 high-lift configuration

In this section we consider a turbulent flow around the L1T2 three-element airfoil (see Figure 5(a)) at a Mach number $M = 0.197$, a Reynolds number $Re = 3.52 \cdot 10^6$ and an angle of attack $\alpha = 20.18^\circ$. This case has been documented extensively in the literature (e.g., see [44, 45]). In particular, there are data of wind tunnel experiments available [46]. Based on extrapolation of higher order computational results and of the results on very fine locally adapted meshes, following reference values of the total drag and lift coefficients, $C_d$ and $C_l$ have been obtained: $J_{C_l}(u) = 0.071$ and $J_{C_l}(u) = 3.961$.

In the following the total drag and lift coefficients will be computed up to a predefined error tolerance $TOL$. Let us consider the following accuracy requirements:

\[
|J_{C_l}(u) - J_{C_l}(u_h)| \leq TOL_{C_l} = 1 \cdot 10^{-2},
\]
\[
|J_{C_d}(u) - J_{C_d}(u_h)| \leq TOL_{C_d} = 5 \cdot 10^{-3}.
\]

Subsequently, we compare the performance in meeting these accuracy requirements for higher order discretizations against second-order discretizations on globally refined meshes. In addition, a comparison against the performance of the goal-oriented refinement approach that targets the $C_l$ and $C_d$ coefficients is given.

An original block-structured mesh with 75,840 elements has been agglomerated twice resulting in a coarse mesh of 4,740 elements. As seen in Figure 5(b), the additional points of the original mesh have been used to define 4,740 curved elements, where the curved lines are represented by polynomials of degree 4.

On this mesh we first compute the flow solutions $u_h \in V_{h,p}$ for the polynomial degrees $p = 1, \ldots, 4$. Additionally, for the lower polynomial degrees, we compute the solutions on globally refined meshes. The resulting force coefficients $C_l$ and $C_d$ are given in Figures 6(a) and 6(c), respectively. In Figure 6(a) we see that the $p = 3$ and $4$ solutions are within the prescribed accuracy tolerance of the $C_l$ value on the coarsest mesh and are more accurate with significantly less degrees of freedom than the $p = 1$ solution on the twice globally refined mesh. A similar behaviour is seen in Figure 6(c) for the $C_d$ value.
Figure 6: L1T2 high lift configuration: $C_l$ and $C_d$ values in the top and bottom row; (left) The $p = 1, \ldots, 4$ solutions on globally refined meshes; (right) The force coefficients $J(u_0)$ and the enhanced force coefficients (10) on adjoint-based refined meshes.
Let us now consider the adjoint-based error estimation and goal-oriented mesh refinement that targets the lift coefficient $C_l$. As in the previous example, we compute the solution $u_h \in V_{h,1}$ to the flow problem (2), the solution $\tilde{z}_h \in V_{h,2}$ to the discrete adjoint problem (8), evaluate the approximate error representation (9) and obtain the adjoint-based indicators $\tilde{\eta}_k$ that we employ for adaptive mesh refinement. Figure 6(b) shows the resulting $C_l$ values on the sequence of adaptively refined meshes. We see that the enhanced $C_l$ values of (10), which include the error estimation (7), reach the accuracy tolerance with significantly less degrees of freedom than the adjoint-based and global mesh refinement. In fact, after one refinement step the enhanced $C_l$ values are within the tolerance which corresponds to a very good error estimation. A similar behaviour can be seen in Figure 6(d) for the $C_d$ value. Here, we also see a good error estimation.

In Figure 7 a comparison is made between the $c_p$ distribution of the $p = 1, 2$, and 3 solutions on the coarse mesh of 4 740 curved elements with the experimental data [46]. The $p = 1$ solutions on the final $C_l$ and $C_d$ targeted adjoint-based refined meshes are also included in the comparison. Whereas there is a difference between the $p = 1$ solution on the coarse mesh and the other solutions, there is virtually no difference visible for the other $c_p$ distributions which are in good agreement with the experiment. Figure 8 shows the respective comparison of the $c_f$ distributions. Here the jumps of the $p = 2$ solution are smaller than in the $p = 3$ solution (the $p = 1$ solution is omitted). The $p = 1$ solutions on the adjoint-based refined meshes are close together. However, despite the accuracy in the computed force coefficients neither of the $c_f$ distributions seem to be converged.

Finally, Figure 9 shows the adjoint-based refined meshes that target the $C_l$ and $C_d$ values in comparison to the coarse mesh. We see that most of the refinement takes place in the vicinity of the airfoil. In both cases we see that the mesh has been refined in the neighborhood of the line which separates the recirculation zone behind the slat from the flow which passes between the slat and the main element. Additionally, the meshes have been refined in the neighborhood of the stagnation streamline of the main element. Although not clearly visible in the given plots, we note that there is refinement in the neighborhood of the stagnation lines of the slat and flap. Here, the adjoint solution.
Figure 8: L1T2 high lift configuration: $c_f$ distribution of the $p=2$ and $3$ solutions on the coarse mesh of 4,740 curved elements (lines). The $p=1$ solutions on the final $C_1$ and $C_2$ targeted adjoint-based refined meshes are also included (dotted). The jumps of the $p=3$ solution are smaller than of the $p=2$ solution. The adjoint-based refined $p=1$ solutions are close together.
Figure 9: L1T2 high lift configuration: (top) Coarse mesh, and meshes after 5 adjoint-based mesh refinement steps that target (middle) $C_l$ and (bottom) $C_d$. 
indicates that the exact position of the stagnation points, as well as the flow upstream of them is particularly important for an accurate prediction of the aerodynamic force coefficients.

In the following, we investigate the performance of the flow solver and of the solver for the additional discrete error and adjoint equations. As in the previous test case, we are interested in the additional computing time required for solving the adjoint problems in an adjoint-based mesh refinement algorithm. The GMRES method applied to the linear problems arising in the implicit flow solver now uses at most 240 iterations on the coarsest mesh with a restart after 120 iterations. For the linear adjoint problems 960 iterations are used with a restart after every 240 iterations; under mesh refinement the maximum number of iterations increases with the square root of the number of elements.

Figure 10 shows the convergence of the flow and adjoint solvers on the sequence of adjoint-based refined meshes that target the $C_l$ value, i.e. on the sequence of the 6 adaptively refined meshes considered in Figure 6(b). In particular, Figure 10 shows the convergence of the nonlinear residual and $C_l$ value of the flow solutions $u^h \in V_{h,1}$ as well as the convergence of the linear residual of the adjoint solutions $\tilde{z}^h \in V_{h,2}$. First, we note that due to the complexity of the flow solution the flow solver applied to this high lift test case requires significantly more iteration steps than for the previous test case. In fact, Figure 10 shows that 90 solver steps are required for the $p = 1$ solution on the coarsest mesh. This number reduces to about 35 on finer meshes. Although the adjoint problems are solved with a higher polynomial degree than the flow problems, the adjoint solver takes only a small fraction of the computational time of the flow solutions on all meshes. This is due to the restricted number of linear iteration steps allowed in the adjoint solver. As we see in Figure 10, the linear residual is reduced by about 4 orders of magnitude only. Nevertheless, the resulting error estimation gives a significant improvement to the force coefficients as is seen in Figure 6(b). In contrast to that the solution $u^h \in V_{h,2}$ to a higher order flow problem requires more than 4 times the time of the $u^h \in V_{h,1}$ flow solution.

5.3. Subsonic turbulent flow around the DLR-F6 wing-body configuration

In this final example we consider a turbulent flow at a Mach number $M = 0.5$, a Reynolds number $Re = 5 \cdot 10^6$ and an angle of attack $\alpha = -0.141$ around the DLR-F6 wing-body configuration without fairing (see Figure 11). This is a modification of the DPW III test case, where a fixed angle of attack has been assumed instead of a given target.
lift. Also, the Mach number has been reduced from the originally \( M = 0.75 \) to \( M = 0.5 \) in order to obtain a subsonic flow.

The original DPW mesh of about 3.2 million hexahedral elements has been agglomerated twice resulting in a coarse mesh of 50618 hexahedral elements. The additional points of the original mesh have been used to define 50618 curved elements (see Figure 12), where the curved lines are represented by polynomials of degree 4.

On this mesh we first compute the flow solutions \( u_h \in V_{h,p} \) for the polynomial degrees \( p = 1, 2 \) and 3. Additionally, for \( p = 1 \) and 2 we compute the solutions on a once globally refined mesh. The resulting drag coefficients are given in Figure 13. Due to the complexity of the problem, no rigorous convergence study and thus no reference value is available for this case. Nevertheless, we clearly see the advantage in terms of accuracy and degrees of freedom of using discretizations with higher polynomial degrees \( p = 2 \) and 3 over the discretization with the low polynomial degree \( p = 1 \).

Figure 14 shows the surface mesh near the wing-body junction, the \( c_p \) distribution, and wall streamlines of the \( p = 1 \), 2 and 3 solutions on the coarse mesh. For the \( p = 2 \) and \( p = 3 \) solutions we clearly recognize the separation of the flow. The resolution of the \( p = 1 \) solution on the coarse mesh is too low to capture the separation.

Let us now consider the adjoint-based error estimation and goal-oriented mesh refinement that targets the drag coefficient \( C_d \). As an example, Figure 15 shows the density adjoint (i.e., the first component of the discrete adjoint solution \( \tilde{z}_h \)) on the locally adapted mesh after two adjoint-based mesh refinement steps. Finally, the \( C_d \) values and the enhanced \( C_d \) values on this sequence of adjoint-based refined meshes are given in Figure 13. As in the previous examples, we see here a significant decrease in the number of degrees of freedom required for computing the force coefficient up to a specific accuracy. A further significant improvement can be seen in the enhanced force coefficient, which again corresponds to a good error estimation.

As already seen in Figure 14(b) the \( p = 1 \) solution on the coarse mesh does not capture the separation. Without showing details, we note that the \( p = 1 \) solution on the twice adjoint-based refined mesh has an onset of separation which is then fully captured on the three times adjoint-based refined mesh.
Figure 13: Turbulent flow around the DLR-F6 wing-body configuration: Convergence of the drag coefficient $C_d$ for the $p = 1, 2$ and $3$ solutions on the coarse and a once globally refined mesh. Convergence of the $C_d$ and the enhanced $C_d$ values under adjoint-based mesh refinement targeted at the $C_d$ value.

Figure 14: Turbulent flow around the DLR-F6 wing-body configuration: (b)-(d) $c_p$ distributions and wall streamlines of the $p = 1, 2$ and $3$ solutions on (a) the coarse mesh of 50,618 curved elements.
6. Conclusions

In this article we applied higher order and adaptive discontinuous Galerkin methods to turbulent aerodynamic test cases as governed by the RANS-\(k-\omega\) equations. In particular, we considered three test cases of increasing complexity, including turbulent flows around a three-dimensional streamlined body, the three-element L1T2 high lift configuration and the DLR-F6 wing body configuration.

For each of the test cases we showed that DG discretizations of higher polynomial degrees are advantageous in terms of accuracy and number of degrees of freedom over discretizations of lower polynomial degrees. Furthermore, we showed that using adjoint-based refinement specific accuracy requirements on the aerodynamic force coefficients were met with a significantly reduced number of degrees of freedom. Adjoint-based error estimation has been shown to give accurate and reliable error estimates for each of the test cases. In particular, it was shown that using the error estimates the force coefficients can be significantly improved. Finally, it was demonstrated that the multi-target error estimation and adjoint-based mesh refinement approach can successfully be applied to 3d turbulent flows. In fact, for the case considered, the force coefficients and the error estimation on the multi-target refined meshes was comparable in accuracy to the single-target adapted meshes with a significantly reduced computational effort.

In this work the effect of using higher order discretizations on the one hand and adjoint-based error estimation and mesh refinement approaches on the other hand have been considered separately. Ideally, the computational mesh and the polynomial degree should be adapted simultaneously, leading to so-called \(hp\)-adaptive methods. While \(hp\)-refinement in the context of compressible flows has been successfully applied to 2d inviscid and laminar flows [8, 47], a significant research effort is required for transferring these approaches to 3d turbulent flows, in particular, with respect to the required stability of the turbulent flow solver on \(hp\)-refined meshes.
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