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Abstract
Laser-induced incandescence (LII) has emerged as a promising non-invasive technique for measuring spatially and temporally resolved soot volume fraction and size. In this investigation we try to assess its performance in more detail by characterizing primary particle sizes using time-resolved LII and soot volume fractions by 2D LII. The experiments were performed at a fixed location in premixed ethylene/air flames burning on a sintered stainless-steel plug (McKenna) burner with varying values of the equivalence ratio for primary particle sizing and on the burner axis for concentration measurements. Maximum soot concentrations follow a power law behavior with equivalence ratio. The primary particle sizes obtained from LII decay curves are in good agreement with the values measured by other techniques and show a clear rise of particle size with equivalence ratio. The data analyzed with the help of a validated LII model will be useful for the further development of soot formation models.
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Nomenclature

\( C_{cal} \)  Calibration constant

\( D \)  (Primary) particle diameter, m

\( D_m \)  Mean (primary) particle diameter, m

\( E_m \)  Refractive index function

\( E_{m*} = 0.4 \)

\( F_0 \)  J/m\(^2\)

\( q(t) \)  Temporal laser intensity profile, W m\(^{-2}\)

\( f_v \)  Soot volume fraction

\( h_{cond} \)  Heat transfer coefficient

\( h_i \)  Polynomial coefficient for the temperature dependence of the enthalpy of vaporization of soot

\( Kn \)  Knudsen number

\( M' \)  Blackbody spectral radiation, W·m\(^{-2}\)·m\(^{-1}\)

\( M_g \)  Molar mass of gas, kg mol\(^{-1}\)

\( M_v \)  Molar mass of soot vapor, kg mol\(^{-1}\)

\( m_i \)  Polynomial coefficient for the temperature dependence of the molar mass of soot vapor

\( m \)  Particle mass, kg

\( N_p \)  Number density of the soot particles, m\(^{-3}\)

\( P \)  Pressure, Pa

\( p_i \)  Polynomial coefficient for the temperature dependence of the vapor pressure of soot

\( S_{LII} \)  LII signal

\( T_p \)  Particle temperature, K

\( T_g \)  Gas temperature, K
\( t \) Time, s
\( U \) Velocity, m/s

**Greek symbols**

\( \alpha_T \) Thermal accommodation coefficient
\( \beta \) Mass accommodation coefficient
\( \gamma \) Heat capacity ratio \( \frac{c_p}{c_v} \)
\( \Delta H_v \) Enthalpy of vaporization, J mol\(^{-1}\)

\( \varepsilon \) Emissivity of soot
\( \lambda \) Wavelength, m
\( \rho \) Density, kg m\(^{-3}\)
\( \sigma_g \) Geometric width of a log-normal distribution
\( \phi \) Equivalence ratio

**Subscripts**

abs Absorption
c Critical
cond Conduction
det Detection
evap Evaporation
ex Excitation
g Gas
int Internal energy
las Laser
rad  Radiation

\( i \)  Counter index for sum

\( \nu \)  Vapor

* Superscripts

* Average value

**List of constants**

\( c = 299792458 \text{ m s}^{-1} \), Speed of light in vacuum

\( h = 6.62608 \times 10^{-34} \text{ J s}, \text{ Planck constant} \)

\( k_B = 1.380662 \times 10^{-23} \text{ J K}^{-1} \), Boltzmann constant

\( R = 8.314 \text{ J K}^{-1} \text{ mol}^{-1} \), Universal gas constant

1. **Introduction**

Soot is formed from combustion processes in locally fuel-rich zones at elevated temperature and consists mainly of carbon, and contains up to 10% hydrogen on a molar basis, and even more in young soot. Briefly, its evolution proceeds in three chemical and physical steps, as reported by Haynes and Wagner [1], Bockhorn and Schäfer [2]: the formation and growth of large aromatic hydrocarbons and their transition to particles (soot particle inception), the growth of solid particles by addition of components from the gas phase (surface growth), and the coagulation of primary particles to large aggregates (particle agglomeration). The emission of soot from combustors or flames, results from the competition between soot formation and oxidation.

Soot particles smaller than about 300 nm are known to penetrate deep into the lungs and alveoli and, due to this location and their physico-chemical properties, have a negative impact on health [3]. They are also contributing to adverse changes to the earth’s climate through their role in high-altitude cloud formation [4]. As a result of the increased awareness of soot as a pollutant, as well as tighter emission legislation worldwide, the topic of soot formation and oxidation and their interaction with transport processes continues to be the focus of research activities. That spans from extensive fundamental investigations to
applications of sophisticated optical diagnostics to realistic combustors, both providing support for designing future technical combustion devices. Thus, in order to validate new theories, experimental data describing soot characteristics must be available. As a matter of fact, since most of the relevant information must be obtained by non-invasive, spatially resolved and instantaneous measurements, these needs can be satisfied by using optical techniques.

In many studies absorption/extinction measurements in combination with laser light scattering have been used to provide information on soot characteristics, including soot volume fraction and soot morphology, i.e. primary particle diameter and aggregate size [5-7]. Having the advantage of relatively low cost and ease of application, this combination suffers from various limitations and several disadvantages, such as line-of-sight averaging in extinction measurements (which can be circumvented in certain cases using tomographic inversion techniques [8]) and sensitivity of the detected signal to molecular absorption and fluorescence [9,10].

Over the past 20 years, laser-induced incandescence (LII) has proven in numerous studies to be a useful diagnostic tool for spatially and temporally resolved measurement of soot volume fraction in a wide range of applications, such as laminar and turbulent flames, in-cylinder combustion, and engine exhaust gas characterization. Although instrumentation and interpretation are still under debate as reviewed by Schulz et al. [11] and Michelsen et al. [12], addressing particularly the effects of laser fluence, spectral and temporal gating, optical depth, primary particle size distribution and shape, as well as laser-induced photochemistry [13] and change of particle morphology, LII seems remarkably robust compared to the more conventional techniques for soot characterization including soot volume fraction by gravimetric or light extinction techniques [14], the multi-wavelength emission technique [15], soot morphology (primary particle diameter and aggregate size distribution) determination by laser scattering [16] as well as thermophoretic sampling/transmission electron microscopy particle diagnostic [6,17] or laser-induced fluorescence (LIF) which is based upon measurements of the fluorescence of C₂ molecules from vaporized soot [18,19].
Besides the determination of the soot particle concentration by measuring signal intensity, it is also feasible to infer the mean primary particle size and under certain conditions the primary particle size distribution from the time-resolved LII signals. The first application of LII as a soot particle sizing diagnostic was made by Will et al. [20] followed by Roth and Filippov [21]. In Will’s paper, calculations showed that the ratio of the LII signals measured at two different detector gates, the first positioned shortly after the laser pulse and the second delayed by several hundred nanoseconds, can unambiguously be related to the soot primary particle diameter. There are no basic theoretical constraints on the choice of the observation times, however it is suggested to avoid the first vaporization period and to allow a sufficient time span between the measurements for sufficient particle size sensitivity. A good compromise has been found by timing the measurements at 100 ns and 800 ns after the excitation laser pulse. The authors demonstrated the method by a two-dimensional measurement of soot particle diameter in a laminar ethylene air diffusion flame and obtained reasonable results. Since this work, rapid progress has been made in recent years to explore various ways to use the time resolved-LII technique as an ultra fine particle sizing tool [22-26]. Assessment of LII as a particle sizing method was done by Vander Wal et al. [22] who compared primary particle sizes evaluated from LII signals with sizes measured using transmission electron microscopy (TEM) and found good agreement at most flame positions. Good agreement between primary particle sizes obtained from LII and from combined scattering/extinction measurements in sooting premixed flames was also obtained by Axelsson et al. [23]. In recent years more experimentalists have applied the TiRe-LII method successfully to soot distributions in diverse combustion systems [24,25] and for the measurement of carbon black properties during the production process, for example Dankers et al. [26].

In the present study, we have characterized the soot formed in laminar premixed ethylene air flames. Soot concentrations were evaluated from measurements of laser-induced incandescence and extinction measurements, and primary soot particle sizes were determined from the temporal profile of the LII signal. Ethylene was selected as the fuel due to its use in many previous studies of soot formation in a
variety of combustion devices because it is a moderately sooting fuel and can be considered as a surrogate for fuels that contain higher order carbon-carbon bonds. The chosen burner is one of the standard cases agreed upon during the first international LII workshop [11] and the obtained flames fulfill numerical requirements (stable and one-dimensional laminar premixed flame) in order to validate the results of simulations for soot formation models.

2. Theory

2.1. Laser-induced incandescence intensity

The technique of LII involves heating particles up to typically around 4000 K with a high-power pulsed laser of several nanoseconds duration followed by cooling down until they reach thermal equilibrium with the combustion environment. The starting point for the mathematical model of the LII phenomena is described by mass and energy balances between a single spherical soot particle of mass $m$ and diameter $D$ heated by an intense laser pulse, and its surrounding at a temperature $T_g$ (Fig. 1). Our approach [27] is based mainly on Melton’s model [28] in which we have included some substantial modifications as for example temperature dependent thermodynamic parameters for calculating sublimation, conduction, and internal energy storage and wavelength-dependent optical parameters to describe absorption and emission as well as a thermal accommodation coefficient more appropriate for conductive cooling. Thus, the energy equation reads as:

$$\rho c \pi D^3 \frac{dT}{dt} = \alpha_{\lambda,\text{jas}} \frac{\pi D^2}{4} q(t) + \frac{\Delta H_v}{M_v} \frac{dm}{dt} - h_{\text{cond}} \pi D^2 \left( T - T_g \right) - \pi D^2 \int_0^\infty \epsilon_{\lambda} M_\text{^0}_\lambda d\lambda \tag{1}$$

in which the term at the left hand side is the change in the internal energy of the particle. The terms on the right hand side are, in order, the rate of laser energy absorption by the particle, the rate of heat loss by vaporization of the carbon, conduction from the particle to the surrounding gas, and blackbody-like radiation, respectively. Other energy fluxes, for example due to photodesorption, particle annealing and
soot oxidation as described by Michelsen [29], or thermionic emission of electrons [30] are neglected because these processes are unimportant under the conditions of low to moderately high laser fluences, a regime the present study concerns.

To account for temperature dependence of the particle density and specific heat capacity, we incorporated formulations for these parameters given by Fried and Howard [31] for graphite which are:

\[
\rho = 2303.1 - 0.073106T 
\]  

\[
c = \left( \frac{R}{a_4} \right) \left[ a_1 \left( \frac{\theta_1}{T} \right)^2 \exp\left( \frac{\theta_1}{T} \right) \right] + \left[ a_2 \left( \frac{\theta_2}{T} \right)^2 \exp\left( \frac{\theta_2}{T} \right) \right] + a_{T}T \]  

where \( a_1, a_2, a_3, a_4, \theta_1, \theta_2 \) are empirical constants given in Table 1.

The absorption efficiency of soot is given as:

\[
\alpha_{\lambda, \text{las}} = \frac{4 \pi D}{\lambda_{\text{las}}} E_m 
\]  

The value of the absorption function \( E_m \) depends on the refractive index of soot which presents some uncertainties as it differs significantly between soot from different sources (e.g. different flames) described in literature, especially when different groups, measurement locations, flames and types of diagnostics are compared, see for example overview in [32]. However, in a comprehensive extended study, Krishnan et al. found only weak dependency from fuel and wavelength. Between 400 and 1064 nm, the experimental data of \( E_m \) by Krishnan et al. [33], taken as representative among values in literature and including values for C\(_2\)H\(_4\), can be fit to a linear expression as derived in [34]:

\[
E_m = 0.232 + 1.2546 \cdot 10^{-5} \lambda 
\]  

The laser intensity profile \( q(t) \) is given by the experimental temporal laser profile \( q_{\text{exp}}(t) \) normalized and weighted by the measured laser fluence \( F_0 \),
\[ q(t) = F_0 \frac{q_{\text{exp}}(t)}{\int_0^{60\text{ns}} q_{\text{exp}}(t')dt'} \quad (6) \]

Sublimation rates are assumed to be kinetically controlled causing a mass loss at the particle surface as:

\[ \frac{dm}{dt} = \frac{d}{dt} \left( \rho \pi D^3 \right) = -\pi D^2 \rho \nu U_v \quad (7) \]

with the vapor density:

\[ \rho_v = \frac{P_v}{RT_v} \quad (8) \]

The velocity of sublimed or vaporized species diffusing away from the particle surface \( U_v \) is derived from the Maxwell speed distribution defined by the surface temperature and including a vaporization coefficient to account for vaporization kinetics and real gas effects:

\[ U_v = \beta \sqrt{\frac{RT_v}{2\pi M_v}} \quad (9) \]

The mass accommodation coefficient \( \beta \) is assumed to be 0.5 which is comparable to that of C and C\(_2\) measured by Philipps et al. [35]. The final rate equation for the particle diameter becomes:

\[ \frac{dD}{dt} = -2\beta \frac{P_v}{\rho} \sqrt{\frac{M_v}{2\pi RT_v}} \quad (10) \]

An overview of properties of evaporating carbon species in dependence on temperature is given by Leider et al. [36]. The dominant species above \( \sim2000 \text{ K} \) is C\(_3\), though all species from C\(_1\) – C\(_7\) are present in the vapor in different concentrations. In this work, the species C\(_1\) – C\(_7\) are considered. The vapor pressure, molecular weight of the soot vapor and the enthalpy of vaporization are required as a function of the particle temperature. Smallwood and coworkers [37] derived these expressions from polynomial fits to data from Leider et al. The expressions are:

\[ \Delta H_i = \sum_{i=0}^{i} h_i T^i \quad (11) \]
\[ M_v = \sum_{i=0}^{5} m_i T^i \] (12)

\[ P_v = \exp \left( \sum_{i=0}^{5} p_i T^i \right) \] (13)

The coefficients for the polynomials 11-13 are listed in table 2.

It is useful to note that in technical applications the primary particle diameters are typically in the range of 5 to 60 nm. Because the Knudsen number is \( \gg 1 \) heat conduction from particles to the surrounding gas occurs within the free-molecular regime. Since our experiments were conducted in flames at atmospheric pressure, the mean free path of gas molecules is much larger than the particle radius, thus the Knudsen number is larger than the value of \( 5\sqrt{\gamma \pi / 2} \approx 7.4 \). In this case, the heat conduction is dominated by molecule-particle collisions and the associated coefficient is described by Filippov and Rosner [38] through the most rigorous expression:

\[ h_{\text{cond}} = \alpha_T \frac{p_g}{8} \frac{8R}{\pi M_g T_g} \left( \frac{\gamma^*+1}{\gamma^*-1} \right) \] (14)

where \( p_g \) and \( T_g \) are the ambient gas pressure and the gas temperature, respectively, \( M_g \) the molar mass of the surrounding gas molecules, and \( \gamma^* \) the average value of the adiabatic constant \( \gamma \) of the surrounding gas defined as:

\[ \frac{1}{\gamma^* - 1} = \frac{1}{T - T_g} \int_{T}^{T'} \frac{dT'}{T - T_g} \] (15)

\( T' \) serves as integration variable for the temperature-dependent parameter \( \gamma \). The thermal accommodation coefficient \( \alpha_T \) is the fraction of heat transferred by a gas molecule that collides with a surface, and depends generally on the nature of gas and particle surface, as well as their temperatures. Before the collision, the colliding gas molecule’s temperature equals the bath gas temperature. In the case of complete accommodation, i.e. \( \alpha_T = 1 \), the gas molecules leave the particle’s surface with the temperature
of the particle. In the case of zero accommodation, i.e. $\alpha_r = 0$, the reflected gas molecule is still at the same temperature as before the collision and has effectively not carried away energy from the surface.

The value of the accommodation coefficient has a large impact on the heat conduction term and is subject to even greater uncertainty in the literature of LII modeling than $E_m$, varying over a wide range from a low value of 0.2 [11] to a high value of 1.0 [39]. An accurate thermal accommodation coefficient for soot/surrounding gas is essential in the determination of the primary particle size and even theoretical modeling has been employed to contribute to better definition of its value [34,40,41]. Hence, it is difficult to choose an agreed value of $\alpha_r$ and the most frequently used value 0.3 derived from Hager’s measurements [42] made on graphite at temperature of 700-1400 K is employed in this work.

By Kirchoff’s Law, valid for macroscopic spherical particles, and the extension for arbitrarily sized spherical particles as described in [43], based on the principle of detailed balance, the emission coefficient $\varepsilon_{\lambda}$ is equal to the absorption coefficient. The integral of the last term in Eq. 1 over $\lambda$ based on the $\lambda$-dependence of $E_m$ (Eq. 5) can be solved defining an $E_m^*$, thus yielding:

$$
\pi D^2 \int_0^\infty \varepsilon_{\lambda} M_\lambda^0 d\lambda = \pi D^2 \int_0^\infty \frac{4\pi D E_m}{\lambda} \frac{2\pi h c^2}{\lambda^4 \left[\exp(h c / \lambda k_B T) - 1\right]} d\lambda = \frac{199(\pi D)^3 (k_B T)^5}{h^2 (hc)^3} E_m^* \tag{16}
$$

while $E_m^*$ is defined as:

$$
E_m^* = \frac{\int_0^\infty E_m \left\{\lambda^6 \left[\exp(h c / \lambda k_B T) - 1\right]\right\}^{-1} d\lambda}{\int_0^\infty \left\{\lambda^6 \left[\exp(h c / \lambda k_B T) - 1\right]\right\}^{-1} d\lambda} \tag{17}
$$

Using a time step of 5 ps, Eqs. 1 and 10 are solved numerically using the fourth-order Runge–Kutta method [44] to derive the particle temperature and size as a function of time during and after the laser pulse. The results of this integration are used to calculate the temporal incandescence radiation collected at a given wavelength $\lambda_{\text{det}}$ (apart from a calibration constant for the optical system) with the help of Planck’s radiation function as:
\[ S_{LII}(t, \lambda_{det}) \propto \frac{E_m}{\lambda_{det}^6} \left[ \frac{D^3}{\exp(hc/\lambda_{det}k_B T) - 1} - \frac{D_0^3}{\exp(hc/\lambda_{det}k_B T^g) - 1} \right] \]  

(18)

where \( D_0 \) is the initial particle diameter before the onset of evaporation. Note that we have considered the difference between the instantaneous spectral radiation flux and its initial value (without the laser irradiance, last term in Eq. 18) as was done experimentally by adequate background correction.

2.2. Signal evaluation

The model shows that particles cool down at different rates due to the different energy loss contributions (relatively high fluence: Fig. 2.a). Thus, the signal emitted during the post-vaporization period, i.e. 30-50 ns, is a function of the size and the temperature of the particle just after the vaporization period, the surrounding gas temperature and the overall cooling rate (Fig. 2.b). Starting from this instant, the particle size can be considered constant. The LII signal after the laser pulse can, in turn be related to the particle size since larger particles cool slower than small ones due to a smaller surface area-to-volume ratio. Therefore, the decay time of the time-resolved signal is dependent on the primary particle size but the exact relation is not that obvious. Primary particle size information can then be obtained from a best-fit comparison of experimental temporal signal decay curves and those calculated.

Particularly in the limit of high laser power and maximum soot particle temperature near its vaporization point, Melton [28] has shown that the intensity of the LII signal \( S_{LII}(t, \lambda_{det}) \) for a group of soot particles can be calculated to yield:

\[ S_{LII}(T_{max}) \propto N_p D^{3+0.154/\lambda_{det}} \]  

(19)

where \( N_p \) is the soot particle number density and \( \lambda_{det} \) expressed in microns. For \( 0.4 \mu m \leq \lambda_{det} \leq 0.7 \mu m \), the LII signal is proportional to the mean soot diameter raised to the power of 3.22 to 3.38. Thus the laser-induced peak thermal radiation is nearly proportional to the local soot volume fraction, \( f_v \):

\[ f_v \approx C_c S_{LII}(T_{max}) \]  

(20)
This theoretical finding is confirmed by various measurements in premixed and diffusion flames [45-48]. The proportionality constant $C_{cal}$, which is given by the optical system, may be obtained by calibration measurements of flames with a known soot volume fraction or by a single soot concentration value acquired by an independent technique, often based upon extinction measurements [49,50] or gravimetric analysis [51]. A self-calibrating LII procedure has also been described by Snelling et al. [52] where absolute light intensity is measured and no independent calibration is required. Nevertheless, the light-extinction method was used in our approach as it often serves as a reliable calibration tool.

The error in the determined soot volume fraction is the sum of the error in the calibration constant and the error in the LII signal intensity.

\[
\frac{\Delta f_v}{f_v} = \frac{\Delta C_{cal}}{C_{cal}} + \frac{\Delta S_{LII}}{S_{LII}}
\]

(21)

Sources of uncertainties are discussed in more detail in the next section.

3. Experiment

3.1. Burner

A water-cooled porous plug burner (McKenna, Holthuis & Associates) with a fixed total gas flow of 10 SLPM and a maximal uncertainty of the flow controller calibration in the range of 1-2% was employed to stabilize an atmospheric ethylene/air flame that was radially uniform. Premixed fuel and air was issued from a 60 mm diameter porous stainless-steel disk surrounded by a 5 mm wide sintered ring of the same material through which an additional gas flow might shield the flame from horizontal air entrainment. A thick steel plate placed at a height above burner (HAB) of 21 mm stabilized the flame. The critical equivalence ratio for the visual onset of soot formation is observed at $\phi_c \approx 1.8$ which is similar to those values found by D’Alessio et al. [53] and Böhm et al. [54]. This type of flame is easily probed with laser diagnostics. In addition, they offer a direct correlation with kinetic modeling since each
height correlates to reaction time in the soot formation process. Burner and stabilization geometry have been proposed as a standard test case for the first international workshop on LII [11]. Relative to this definition, the equivalence ratio was extended to the range from $\phi = 2.0$ to $\phi = 2.5$ for soot concentration measurements and even beyond that for determination of primary particle sizes.

3.2. Soot concentration measurements by 2D LII

The LII signal was excited by a Nd:YAG laser (Spectra Physics GCR 290), with a repetition rate of 10 Hz and pulse duration of 7-9 ns (FWHM). The 1064 nm output is preferred because it does not excite undesirable laser-induced fluorescence (LIF) from species such as polycyclic aromatic hydrocarbons associated with soot formation [55]. Our LII experiments for soot concentration mapping were performed in the “plateau region” of LII at a spatially averaged laser fluence of ~ 0.4 J/cm², where the LII signal is approximately independent of the laser fluence as validated by measuring the LII response curve (signal versus laser fluence) and only depends on the soot volume fraction. Too high laser fluences are not recommended [56] because that results in increasingly significant modifications of the soot morphology and surface vaporization, while low laser fluences are not sufficient to heat all particles in the probe volume to a uniform temperature close to soot surface vaporization.

A light sheet is formed with a height of approximately 21 mm and a waist thickness of about 300 μm by a suitable pair of cylindrical negative (focal length $f = -80$ mm) and spherical positive ($f = 1000$ mm) lenses providing a long focus. For a better definition of the light sheet, a rectangular aperture was employed behind the second lens. The resulting sheet varied by ±15% vertically while the horizontal profile is assumed to be Gaussian. Laser profile cross section as well as non-negligible sublimation at the employed laser fluence are considered as they contribute to the above mentioned LII response curve and the respective plateau behavior. The induced incandescence emitted perpendicular to the incident sheet was imaged onto an intensified charge coupled device (ICCD, PCO Dicam Pro dual frame) camera. A narrow band interference filter with transmitting wavelength range of 445-470 nm was placed in front of the
camera to prevent detection of laser light scattering from soot particles and to reject most background luminosity. An illustration of the experimental layout is shown in Fig. 3.

During the first gate of 40 ns duration immediately before the laser pulse, the flame luminosity background is detected. The second gate of equal duration starting with the laser pulse is used for detection of the signal. One hundred LII images were acquired for each flame; these were corrected for flame luminosity and for inhomogeneities of the ICCD chip sensitivity.

For quantification of the LII images, a calibration factor is needed relating pixel intensity to soot concentration. In this work and similar to other references mentioned above, laser light extinction was used to calibrate the LII intensities and to obtain absolute values of the local soot volume fraction using the Beer Lambert law:

$$\ln\left(\frac{I}{I_0}\right) = \frac{6\pi E_m}{\lambda} f_v \cdot L \quad (22)$$

where $I_0$ and $I$ are the intensities of the incident and attenuated light, respectively, $L$ is the optical path length, and $E_m$ is used according to Eq. 5.

In this study, the same optical pathway was used by the 532 nm output of the laser at low power to avoid processes other than extinction in the flame. For monitoring of the incident and transmitted laser intensity portions of the green laser sheet were directed into quartz cells filled with dye solution. The fluorescence was detected in a separate experiment after the LII measurement with the same camera equipped with a filter at 700 nm to minimize the influence of stray light. In contrast to other published data, where the integral extinction over the whole flame is measured [57], our set-up using the full sheet resolution allows to choose a suitable calibration height after the measurement [58].

Correlating the relative soot volume fractions, i.e. LII intensities, with the average soot volume fraction of the integral extinction provides the following expression for the calibration constant:

$$C_{cal} = \frac{\lambda}{6\pi} \frac{\ln\left(\frac{I}{I_0}\right)}{E_m\int_0^L S_{LII}(x)dx} \quad (23)$$
The error in the calibration constant is mainly attributed to the uncertain value of the refraction index function $E_{m,\lambda}$ which varies in literature and might even vary throughout a sooting flame due to changes in soot size and properties. This and other experimental uncertainties lead to a relative error of the calibration constant for the LII signal of 13% [59]. The error in proportionality between LII intensity and soot concentration, which is due to the varying particle diameters, is assumed to be 20% from differences between extinction and LII measurements in laminar premixed flames [48]. The moderate influence of an inhomogeneous laser profile, shot to shot intensity fluctuations or laser absorption is assumed to stay below 5% for the chosen excitation optics and type of flames.

3.3. **Particle sizing by TiRe LII**

For the determination of the primary particle size, the flame was also excited with a laser wavelength of 1064 nm. To avoid the influence of uncertainties contained in the sublimation sub-model and a change of the initial primary particle size distribution when evaporating, these experiments were carried out with a low laser fluence of 0.12 J/cm². Further reduction of fluence lead to a significantly worse signal-to-noise ratio for the equipment employed. A fixed location of HAB=12 mm was chosen for the described variation of equivalence ratio. At this location, Axelsson et al. [23] and Stirn et al. [60] have found no influence of the stabilization plate on the decay curves. The local LII signal decay was recorded perpendicular to the laser sheet with a fast photomultiplier with a horizontal aperture of 0.8 x 2 mm², capturing the decay of the signal as the particles cool to ambient temperature. A narrowband filter in the blue (400 ± 10 nm) is placed in front of the detector to minimize the interference from scattered light. In order to reduce noise during each experimental run, five hundred LII decay profiles were averaged on a digital oscilloscope with a temporal resolution of 2 ns and downloaded to a computer. An average signal without laser irradiance was subtracted in order to account for the line-of-sight natural flame luminosity and electronic interferences caused by the laser power supply. Consequently, it is convenient to consider
the difference \( S \) between the instantaneous spectral radiation flux and its initial value (without the laser irradiance):

\[
S(t) = S(D, T) - S(D_0, T_g) = C \int_0^\infty \frac{\tau_{\lambda}}{\lambda^6} \left[ \frac{D^3}{\exp(hc/\lambda k_B T) - 1} - \frac{D_0^3}{\exp(hc/\lambda k_B T_g) - 1} \right] d\lambda
\]

where \( C \) is a constant parameter and \( \tau_{\lambda} \) is the measured spectral transmission function of the optics.

Equation 24 applies to monodisperse primary particle ensembles (uniform size \( D_0 \)). However, if soot particles in the measurement volume are polydisperse and have a certain size distribution, \( P(D) \), the measured radiation is the cumulative signal from particles of various sizes present in the measurement volume. Therefore, \( P(D) \) has a significant impact on the LII signal as the cooling of the laser-heated particles strongly depends on the primary particle size. Thus, the total LII signal \( J(t) \) detected at the detector surface is:

\[
J(t) = N_p V_m \int_0^\infty S(t)P(D)dD
\]

(25)

From the kinetics of particle coagulation and from measurements of the primary particle size distribution inside hydrocarbon flames, it is known that frequently the particle size distribution of soot can be approximated by a lognormal distribution with a standard deviation \( \ln \sigma \):

\[
P(D) = \frac{1}{\sqrt{2\pi D \ln \sigma}} \exp \left[ \frac{-(\ln D - \ln D_m)^2}{2(\ln \sigma)^2} \right]
\]

(26)

4. Results

4.1. Soot volume fraction measurements

Figure 4 displays both photos and averaged corrected 2D LII images as a function of the equivalence ratio. The images show that the flames, although not perfectly uniform, are quite homogeneous near the flame axis, where primary particle size measurements were conducted and soot properties are plotted in
the figures below. More important, we have observed that the flames are highly stable close to the axis and exhibit negligible fluctuations, while those caused by unavoidable left-right flickering are confined to the flame edges. As expected, the incandescence intensity increases with increasing the equivalence ratio, similarly to the visual impression of the flame luminosity.

The corresponding soot volume fraction measured along the burner axis is plotted in Fig. 5. Generally, all profiles exhibit a typical behavior, i.e., onset of soot formation at some distance downstream of the burner, followed by a steady rise due to surface and coalescence growth, and culminating in a plateau region. Here, the particle growth ceases, although the concentration of C₂H₂ as a representative growth species was determined to be quite high in the burnt gases of similar flames [61]. This has been attributed to a decrease in soot particle activity [62]. It can be explained by the decreasing concentration of hydrogen atoms, or by the decreasing particle surface caused by coagulation. Decreasing flame temperature due to radiative losses and the cooling influence of the stabilization plate might contribute to this effect [57].

The general shape of the profiles is similar to those of aromatic reaction products, (including benzene, toluene, phenylacetylene, and indene) measured previously by Melton et al. [63] in laminar premixed flames using another fuel: increase up to the peak value, followed by a plateau. However, the levels of several PAH measured in their flame decreased after the peak and then increased again or remained at a lower level. The effect of equivalence ratio on the concentrations of various intermediate chemical species is reported for example in the experimental work [63,64] and summarized by the empirical relationship \( X_i^{\text{max}} = A_i \phi^{n_i} \). In this equation, \( X_i^{\text{max}} \) is the maximum mole fraction of intermediate species \( i \) and \( A_i \) and \( n_i \) are the corresponding correlation parameters. The sensitivity of species \( i \) on equivalence ratio is represented by the parameter \( n_i \). Similar to the above referenced relationship between molecular flame species concentrations and equivalence ratio we plotted the respective information for soot concentration, assuming that maximal values are almost reached in our highest measurement location.
The dependence of the maximum soot level on the equivalence ratio is strong (Fig. 6) and rises approximately according to the relation:

\[ f_{v,max} \propto (\phi - \phi_c)^n \]  

with \( n = 2.39 \). This dependence is similar to earlier measurements employing different diagnostics to atmospheric laminar premixed \( \text{C}_2\text{H}_4\)-air flames investigated by Bönig et al. [65] with \( n \approx 2.5 \). As recent research [50] provides evidence that extinction measurements at 532 nm are susceptible to contributions from large PAH, the actual experiments shall be extended to LII calibration in the near infrared in future.

4.2. Soot primary particle size measurements

It is well known that the quality of the numerical LII model sensitively influences the mean primary particle size and the primary soot particle size distribution inferred from the experimental time-resolved LII intensities. Therefore, the accuracy of the numerical LII model, in particular the heat conduction sub-model, has significant and direct impact on the accuracy of primary particle sizes determined from LII measurements. In spite of advanced developments in the application of LII, significant uncertainty still exists in the numerical modeling of LII intensities during the soot sublimation period, primarily due to the lack of reliable physical parameters required for the incorporation into the respective sub-model such as the vapor pressure and the heat of vaporization under extreme conditions. For this reason, validation of our present model is required and consequently has been conducted with experimental work of known primary particle size [29] where time-resolved LII measurements were performed over a wide range of laser fluences in a coflow \( \text{C}_2\text{H}_4 \) diffusion flame at atmospheric pressure. In those experiments, the particles were heated with pulses of \( \sim 7 \) ns duration (10 Hz) at 532 nm provided by an injection-seeded Nd:YAG laser. An aperture was placed in the laser beam and imaged into the flame to provide a homogeneous spatial laser profile, which was characterized using a CCD camera. Since LII is extremely nonlinear with laser fluence up to being independent from it, a homogeneous beam profile is advantageous for interpreting the results. The signal was imaged onto a fast Si photodiode and collected
over the wavelength range between 570 and 1100 nm. The initial particle diameter $D_0$ and the ambient gas temperature $T_o$ were assumed to be 35 nm and 1900 K, respectively, based on previous measurements on the same burner [66].

Figure 7 shows the comparison of our model results for this validation assuming monodisperse primary particles, with the experimental data from Michelsen [29] for several fluences. The model demonstrates qualitatively good agreement with the measurements, rising quickly and decaying slowly at low fluences and rising and decaying faster at high fluences. For fluences below 0.2 J/cm$^2$ the model yields even good quantitative agreement with the experiments (upper plot, left). Discrepancies between model results and the measurements are most pronounced in the fluence range 0.2-0.4 J/cm$^2$, shortly after the laser pulse, where rates of evaporative heat loss and mass transfer predominately control the LII behavior. This is due to the insufficiency of sublimation modeling and the neglect of photodesorption and annealing, which are suspect of strongly influencing cooling and mass loss rates [29]. The influence of insufficient sublimation modeling is additionally visible during the first 10 ns of the process. These difficulties in exactly describing the sublimation at early times of the temporal LII profile are commonly remarked in literature and still an open issue of research. At fluences above 0.7 J/cm$^2$, dominated by sublimation, our model fails in predicting the LII signal decay. At intermediate fluences (0.4-0.7 J/cm$^2$) the model description of the LII behavior is acceptable. However, for the fluence range used in our experiments, the agreement is well acceptable.

To determine the mean primary particle size in our experiments in the flat premixed flames, the time-resolved LII signals were evaluated in terms of the mean primary-particle diameter by a profile fitting (from 0 to 1.4$\mu$s) calculated normalized functions to the normalized experimental curves under variation of the mean particle diameter. For a good data fit, the least-squares method was used. As input, the gas temperature $T_g$ was assumed to be 1800 K, based on previous measurements in a similar burner [67]. We used a particle size distribution with a geometric standard deviation assumed to be $\sigma_g = 1.4$, as
determined by Maricq et al. [68] in this type of flame, being nearly independent of fuel composition. Examples of the measured and best-fit calculated LII signals showing an excellent fit quality are shown in Fig. 8. Although not shown, when choosing a monodisperse distribution the decay behavior is close to mono-exponential and a particle diameter larger by a few nm results. Similarly, variations of $\sigma_g$ within a reasonable range result in changing values by some nm for primary particle size. However, we decided to choose the value provided by literature, instead of including $\sigma_g$ as a fit parameter.

Fig. 9 plots the variation of primary particle size with equivalence ratio. The soot particle diameter at a fixed location in the flame (HAB=12 mm) also increases with increasing equivalence ratio, qualitatively similar to the soot volume fraction, but at significantly smaller slope. These results are in good agreement with the values measured in the same flames by other diagnostics, for example scanning mobility particle sizer, SMPS [60,68], and transmission electron microscopy, TEM [69]. The agreement with other diagnostics shows comparability of the measured parameter, at least for these early stages of soot formation while kinetic soot models capable of specifying particle size can use the provided particle diameters as reference.

5. Conclusion

The presented measurements show application of laser-induced incandescence to a set of premixed laminar sooting ethylene/air flames under variation of equivalence ratio. Using the 2D option with an intensified CCD camera as detector variations of the soot volume fraction distribution with $\phi$ were monitored. Peak soot concentration rises with equivalence ratio relative to the sooting threshold value according to a power law with exponent of 2.39. Future experiments shall employ extinction calibration at 1064 nm to reduce potential contributions from large PAH.

The presented LII model for analysis of time-resolved LII measurements was validated using experimental LII profiles from literature. Once validated, we used the employed model to deduce mean
primary particle sizes from a fixed location in the same premixed flames. Synchronously to soot concentrations, the particle size increases from 6 to 19 nm. Increasing the equivalence ratio correlates with an increase of the concentration of reactive intermediates (for example aromatic species) while at the same time reducing the temperature and therefore favors soot formation [70]. Concerning the soot primary particle size, the obtained results are in good agreement with the values measured by others techniques. The measurements reported in this study can be used to verify detailed chemical kinetic mechanisms describing the formation of soot in combustion.
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Tables:

Table 1. Parameters for calculating specific heat and heat capacity used in Eq. 3.

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1115</td>
<td>1789</td>
<td>0.116</td>
<td>12.01</td>
<td>597</td>
<td>1739</td>
</tr>
</tbody>
</table>

Table 2. Coefficients for the polynomial expressions of the vapor pressure, molecular mass of the vapour and enthalpy of vaporization.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$p_i$</th>
<th>$m_i$</th>
<th>$h_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-111.44</td>
<td>0.017179</td>
<td>205398</td>
</tr>
<tr>
<td>1</td>
<td>0.090558</td>
<td>6.865410^{-7}</td>
<td>736.6</td>
</tr>
<tr>
<td>2</td>
<td>-2.763710^{-5}</td>
<td>2.996210^{-9}</td>
<td>-0.40713</td>
</tr>
<tr>
<td>3</td>
<td>4.175410^{-9}</td>
<td>-8.595410^{-13}</td>
<td>1.199210^{-4}</td>
</tr>
<tr>
<td>4</td>
<td>-2.487510^{-13}</td>
<td>1.048610^{-16}</td>
<td>-1.794610^{-16}</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>-1.071710^{-12}</td>
</tr>
</tbody>
</table>
Figure Captions

Figure 1. Energy balance of the LII process.

Fig.2-a. Calculated energy rates \((F_0=0.4 \text{ J/cm}^2, \lambda_{\text{las}}=1064 \text{ nm}, T_g=1800 \text{ K}, D_0=20 \text{ nm}, \lambda_{\text{det}}=450 \text{ nm})\) showing significant sublimation.

Fig.2-b. Model results for the normalized LII signal from differently sized primary particles \((F_0=0.1 \text{ J/cm}^2, \lambda_{\text{las}}=1064 \text{ nm}, T_g=1800 \text{ K}, \lambda_{\text{det}}=450 \text{ nm})\).

Figure 3. Experimental set-up of the LII and extinction measurements.

Figure 4. LII images (a) and photographs (b) of the sooting flames.

Figure 5. Soot volume fraction measured along the burner axis.

Figure 6. Final soot volume fraction as a function of equivalence ratio.

Figure 7. Comparison of model results (solid curve) with measured LII temporal profiles [29].

Figure 8. Examples of calculated and measured LII signals.

Figure 9. Soot primary particle size measured by TiRe LII as a function of \(\phi\) at 12 mm HAB in the flame.
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