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1. Introduction

The discovery of navigation seems to have occurred early in human history. Accord-
ing to a Chinese storytelling, the compass was discovered and used in wars during
foggy weather before recorded history. There have been many different naviga-
tion techniques to support ocean and air transportation. Satellite-based navigation
started in the early 1970s. Three satellite systems were explored before the GPS pro-
gram: the U.S. Navy Navigation Satellite System (also referred to as the Transit),
the U.S. Navy’s TIMATION (TIMe navigATION), and U.S. Air Force project 621B.
The Transit project used a continuous wave (CW) signal. The closest approach of
the satellite can be found by measuring the maximum rate of Doppler shift. The
TIMATION program used an atomic clock that improves the prediction of satellite
orbits and reduces the ground control update rate. The Air Force 621B project used
the pseudorandom noise (PRN) signal to modulate the carrier frequency.

The GPS program was approved in December 1973. The first satellite was launched
in 1978. In August 1993, GPS had 24 satellites in orbit and in December of the
same year the initial operation capability was established. In February 1994, the
Federal Aviation Agency (FAA) declared GPS ready for aviation use [Tsu00].

1.1. Satellite Navigation Systems

1.1.1. GPS

Nowadays there is only one fully operational worldwide global positioning system,
the NAVSTAR (NAVigation System with Time and Ranging) Global Positioning
System, generally referred to as GPS. It was formed out of the concept for the
Defense Navigation Satellite System (DNSS) program of the U.S. Department of
Defense.This concept based on the work of several agencies and was initialized in the
early 1960’s by the US military, the National Aeronautics and Space Administration
(NASA) and the Department of Transportation (DOT). The GPS provides accurate,
continuous, worldwide, three dimensional positioning and velocity information to




1.1 Satellite Navigation Systems

an unlimited amount of users. Its satellite constellation consists of 24 satellites,
arranged in six orbital planes, with four satellites per plane. The status and health
of each satellite is observed by a network of five monitor stations which are arranged
along the equator around the globe. Each of the five monitor stations contain
multiple GPS tracking receivers with redundant cesium standard clocks. In addition
there are four ground antenna upload stations that have the capability of uploading
navigation data to the satellites [BWP96].

The satellites, which are moving in space at a speed of about 4 km/s, are the refer-
ences for the users’s position determination. So the user position can be estimated
with an error no larger than 15 meter for civil use based on prediction made 24-
28 hours earlier and transmitted in the ephemeris data. Time of arrival (TOA)
ranging is utilized to determine the distance between satellite and user. The sig-
nals transmitted by each satellite are referenced to onboard highly accurate atomic
clocks which are synchronized to the GPS system time. Each transmitted satellite
signal contains the transmission time according to the GPS system time and its own
spread spectrum signature. This signature enables a precise estimation of position
by measuring the transit time from a known satellite to the user. Further it enables

all satellites to transmit at the same carrier frequency in the same frequency bands.
Thus, a Code Division Multiple Access (CDMA) scheme is employed.

1.1.2. GLONASS

Since the GPS was developed during the cold war by the U.S., there was of course
a similar system of their opponent, the UdSSR, called the GLONASS (Global naya
Navigatsionnaya Sputnikovaya Sistema). Primarily, it was designed for military pur-
pose, like the GPS. But since the dissolution of the UdSSR the GLONASS suffered
from a lack of resources due to the changed political and economic climate, hence
only a skeleton remained of the original system. But the Russian Federation under-
takes new considerable efforts to achieve a fully operational system by 2011, today
there are already 18 satellites back in orbit [Wik, GLONASS].

1.1.3. Galileo

In 1999 Europe started the development of an own Global Navigation Satellite Sys-
tem (GNSS), called Galileo. It will be a new GNSS with higher accuracy and mul-
tiple new services. Galileo will be established as a public-private partnership under
civilian control. It is financed and managed by the European Commission (EC),




1.2 Problem of Radio Interference

the Furopean Space Agency (ESA) and the European industry. Galileo will be op-
erational in 2013. It benefits from the technological advances in satellite navigation
since the mid 1970’s and will be compatible to GPS.

1.2. Problem of Radio Interference

Due to the fact that GPS was developed for the military purpose, it was especially
designed to have high resistance against jamming. For this reason the GPS makes
use of spread-spectrum techniques which allow the system to work even in presence
of radio frequency interference (RFI) with low powers properly.

However, the performance of these spread-spectrum techniques to mitigate the im-
pact of RFI on the transmitted information is limited. Especially strong CW in-
terference can easily capture the receiver’s phase-locked-loops and avoid a position
estimation. Another issue arises due to the fact, that the correlator needs a digital
signal to determine the navigation information. But in order to get that digital
signal an analog-to-digital-converter (ADC) in combination with amplifiers, which
fit the incoming signal into the ADC range, are necessary. Those amplifiers are
normally set according to ratio between the received noise floor and the maximum
quantization threshold of the ADC. The threat of RFI is that it has a greater power
than the noise floor, so it can easily saturate and even damage the receivers elec-
tronics. Because of that RFI is a major source for degradation of the GPS accuracy
and reliability.

For a description of possible RFI types see Chapter 4. The main objective of this
work is to reduce their impact on the digital tracking loops and so to improve the
signal-to-noise ratio (SNR) at the correlator output.

1.3. Objectives of the Study

Presently a GNSS receiver for safety of life applications is in development at the
DLR institute of communications and navigation in Oberpfaffenhofen. In future,
this receiver will be implemented in air traffic to support for example machine-aided
landing. Thus, a high receiver robustness and accuracy even in presence of strong
RFT is required, which makes it necessary to mitigate interference already before
the signal is passed to the correlator.




1.4 Organization of this thesis

Therefore, the objective of this diploma thesis is to develop and asses the perfor-
mance of pre-correlation interference detection and mitigation techniques for the
future implementation in the DLR GNSS receiver.

The developed algorithms will be directly implemented on an FPGA board, to which
the amplified, bandlimited, sampled and quantized antenna input signal is driven.
So there are no restrictions on the complexity of the developed algorithms, but there
are some on the quality of the quantized signal, which are determined by the AGC
and ADC. In the real world DLR GNSS receiver a 14 bit ADC and a 20 dB AGC
are available for the A /D-conversion, on the basis of the AGC/ADC output signal
digital interference detection and mitigation is performed. But note, to reduce the
complexity of further signal processing units, the FPGA board output signal will
only have a 6 bit resolution.

1.4. Organization of this thesis

Chapter 2 outlines the technical background of satellite navigation. Therefore, first
the principles of satellite based position determination are discussed. Than, as GPS
signals are used to verify the developed RFI mitigation techniques, the specifics of
the GPS, especially its signal structure are given. In this context it is important
to know about the auto-correlation properties of the C/A-code, as they retrieve the
GPS signal from the noise. Afterwards the basic GNSS receiver structure is given
and the fundamentals of acquisition and tracking are presented.

Chapter 3 examines the basics of multibit A/D-conversion and different gain con-
trolling strategies which all have the same objective to reduce saturation effects in
the ADC and to minimize quantization loss.

In Chapter 4, RFI is of major concern, therefore different types of interference and
their sources are examined. The second part of this chapter reveals the effects of
RFT on the GNSS receiver.

In order to deal with interference it needs to be detected first. Therefore Chapter
5 shows different interference detection strategies, which there are monitoring the
AGC, the ADC bins distribution, power fluctuations in the time and power spectral
density.

In Chapter 6 different pre-correlation interference mitigation techniques working in
the time and frequency domain are presented. In this context temporal blanking
and frequency excision techniques are of major concern.

4



1.4 Organization of this thesis

Last but not least, in Chapter 7 the performance of the developed pre-correlation
interference detection and mitigation techniques is assesed by using the DLR GNSS
Software Receiver.




2. Technical Background

This section gives an insight into how satellite based navigation works. Therefore
first of all it is discussed how to determine a position in a three dimensional space
on the basis of the satellite constellation in view. Then the specifics of the American
GPS NAVSTAR and its signal structure, with its power levels before and after the
correlation process, are examined. At last that the basic GNSS receiver architecture
is introduced and a short description of GPS signal acquisition and tracking is
given.

2.1. Fundamentals of Satellite Navigation

2.1.1. Basic Concept for Determining the User Position

In order to determine a certain point in space the distances from this point to some
known positions in space need to be measured. Therefore first consider the user
position determination for a one-dimensional case. In Figure 2.1, the user position
is on the x-axis. If the satellite position S; and the distance to the satellite 1 are
both known, the user position can be at two places, either to the left or right of
S1. In order to find the correct user position, the distance to another satellite with
known position must be measured. In this figure, the position of S5 and x5 uniquely
determine the user position U.

X; X1 X2
2 »l€ Pt >
¢ & & o >
S, U 5,

Figure 2.1.: One-dimensional user position determination [Tsu00].

The next Figure 2.2 shows the two-dimensional case. In order to determine the
user position, three satellites and three distances are required. The trace of a point
with constant distance to a fixed point is a circle in the two-dimensional case. Two
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satellites and two distances give two possible solutions because two circles intersect
at two points. A third circle is needed to uniquely determine the user position.

Y

Figure 2.2.: Two-dimensional user position determination [Tsu00].

For similar reasons one might decide that in a three-dimensional case four satellites
and four distances are needed. The equal-distance trace of a fixed point is a sphere
in a three-dimensional case. Two spheres intersect to make a circle. This circle
intersects another sphere to produce two points, see Figure 2.3. In order to determine
which point is the user position, one more satellite is needed. However, in fact that
the user is situated on earth’s surface, the ambiguity of only using three satellites
can be solved by taking the position closer to the surface.

In GPS the position of the satellite is known from the ephemeris data transmitted
by the satellite. So one can measure the distance from the receiver to the known
reference point which is the satellite position, therefore the user position can be
determined.

In the above discussion, the distance measured from the user to the satellite is
assumed to be very accurate and without error. However, the distance measurement
between the receiver and the satellite is done by determining the time of how long a
signal needs to travel from the satellite to the user. Therefore very accurate clocks
are necessary. But in fact the receiver is not provided with a accurate clock, the
user clock is usually offset from that of the satellite by a constant bias. In order to
find the user position and with the knowledge that the user is on the earth surface,
at least four satellites are needed in total to determine his position [Tsu00].

7
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Figure 2.3.: User located at one of two points on shaded circle [Kap96].
2.1.2. Basic Equations for Finding the User Position

In this section the basic equations to determine the user position are presented.
These are the basics only, therefore it is assumed, that the distances measured are
accurate and under this conditions three satellites are sufficient. So in order to
determine the user position one only has to measure the distances between known
satellite positions to unknown user position. The three measured distances pi, po
and p3 fulfill the following equations

pr=/(@1— 22+ (1 — p)? + (21 — 2%,
pr= /(w2 — 2)2 + (2 — yu)? + (22 — 2)2,
ps =/ (w5 — 2u)2 + (s — yu)? + (23 — 2)7 (2.1)

Because there are three unknows and three equations, the values of z,, ¥, and z,
can be determined from these equations [Tsu00].

2.1.3. Measurement of Pseudorange

In GPS operation the satellite positions are given. This information is contained
in the ephemeris data transmitted from the satellites. The distance from the user
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to the satellites must be measured simultaneously at a certain time instance. Each
satellite transmits a signal with a time reference associated with it. By measuring
the time of the signal traveling from the satellite to the user the distance between
them can be determined. So when the satellite sends its signal at a certain time ¢y,
the receiver will receive the signal at a later time t,,. The distance between the user
and the satellite is

pr = c(ty, — ts), (2.2)

where ¢ is the speed of light, pr is the true value of pseudorange from the user to
the satellite, t, is also referred as the true time of transmission, ¢, is the true time
of reception.

As already mentioned, in real world one cannot get the true time of transmission
and arrival with only three satellites. So, the actual satellite clock time ¢, and the
actual user clock time ¢/, are related to the true time as

th =ty + Ab,

where Ab is the satellite clock error and b,; is the user clock bias error. Beside the
clock error, there are other factors affecting the pseudorange measurement. The
measured pseudorange p can be written as

p=pr+AD —c(Ab—by) +c(AT + A I +v+ Av), (2.4)

where A D is the satellite position error effect on range, AT is the tropospheric delay
error, Al is the ionospheric delay error, v is the receiver measurement noise error,
Awv is the relativistic time correction.

Some of theses errors can be corrected by additional transmitted information or
the use of a two-frequency receiver. However, the clock bias, which does the main
damage to the pseudorange measurement cannot be corrected through additional
information. That is why equation 2.1 needs to modified as

p1= (21— 2)? + (g — yu)? + (21— 2)? + by
pr = /(22— 2)2 + (32 — yu)? + (22 — 2)* + by
p3 = /(23— 2)2 + (45 — yu)? + (23 — 2) + by
pi =/ (@1— 2)* + (g1 — yu)? + (24 — 20)2 + by, (2.5)

where b, is the user clock bias error expressed in distance, which is related to the
quantity b, by b, = ¢ - by. In Equation 2.5, four equations are needed to solve for
unknowns ., ¥, z, and b,. Thus, in a GPS receiver, a minimum of four satellites
is required to solve for the user position [Tsu00].
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Up to now it was assumed that the position determination is only preformed by the
transmitted satellite clocks. However, in order to make a more precise user position
determination a carrier phase measurement is implemented in the GNSS receiver. A
carrier phase measurement is a range measurement computed from the GPS carrier
signal information. The total number of the carrier cycles from the GPS satellites
to the user are measured and converted into a range measurement using the carrier
wavelength [Kap96]. The receiver cannot determine the number of integer cycles
before the signal is acquired (signal acquisition is discussed in Section 2.6). This is
referred to as the integer cycle ambiguity. This ambiguity must be resolved before
the carrier phase measurement can be used for position computation. It can be
represented by Equation 2.6 [Des04]

0(t) = —p(t) = p(t) + AD — c(Ab —by) + (AT + A I +v+ Av) + AN, (2.6)

where 0(t) is the carrier phase measurement at time t, () is the carrier phase
measurement in cycles, A is the carrier wavelength and N is the integer carrier
phase ambiguity. The carrier phase measurement with ambiguity resolved to the
correct integer provides a very accurate range measurement and is used to provide
centimeter-level position accuracies.

The user’s velocity can be computed by the Doppler measurement. The Doppler is a
measure of the instantaneous rate of the GPS carrier phase and is the instantaneous
Doppler frequency shift of the incoming carrier. The Doppler shift results due to
the relative motion between the receiver and the satellite and is obtained from

(vs —vy) - @

Jfa=fr—fr=—fr—"7", (2.7)

C

where fg is the received frequency, fr is the received transmitted signal frequency,
v, is the velocity of the satellite, v, is the velocity of the user and the dot product
(vs — v,) - a represents the radial component of the relative velocity vector (vs — vy,)
along the line-of-sight to the satellite [Kap96].

Acquisition and Tracking of the Doppler shift is discussed in Section 2.5.

2.2. Specifics of NAVSTAR GPS

The Global Positioning System consists of three segments: the space segment, the
control segment and the user segment.

This section focuses on the specifics of the GPS space segment. Its pendant, the user
segment is presented in Section 2.5. The control segment is not discussed in detail
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here, because its main purpose is only to monitor and to improve the information
distributed by the satellites, by periodically uploading the prediction of the future
satellite positions and satellite clock corrections.

The GPS space segment consists of 32 satellites arranged in six orbital planes with
four satellites per plane. The satellite orbit radius is about 26,560 km above the
earth center. The satellites have a velocity of about 3.87 km/s. Hence a satellite is
once every 23h 55min 56.6s above the same point on earth. A satellite has a lifetime
of about 7.5 years. So in order to avoid failures there are always more satellites as
needed in orbit, so that a damaged satellite can be replaced within a short time.

Presently the GPS signals are transmitted on two radio frequencies in the UHF
band, also known as the L-Band. These frequencies are referred to as L1 and L2
and are generated as an integer multiple of the f; = 10.23 M Hz satellite clock.
They are located at

fr1=154fy = 1575.42 M Hz (2.
fro = 120fy = 1227.60 M Hz. (2.9)

© oo
~—

In 2013 there will be another frequency band, the L5-Band with fr5; = 1176.45 M H z
which is for the Safety-of-Life- Applications and will present the user a high accuracy
in his position determination [Tsu00].

The technical description of the GPS signals is given in Section 2.3.

2.3. Signal Structure, Modulation and C/A Code
Format

As mentioned in the last section, the GPS satellites transmit on two different fre-
quencies of the L-band, called L1 and L2 frequencies. The transmission scheme used
is BPSK DS spread spectrum. Therefore the two carrier frequencies are modulated
by a 50 Hz navigation message and a unique Pseudorandom noise PRN spreading
code, different for each satellite.

Hence the GPS is a Code Division Multiple Access (CDMA) system, all satellites use
the same frequency band. In order to distinguish the satellites, one must make use
of particular PRN codes, supplying certain correlation properties. In GPS there are
two spreading codes used, the coarse/acquisition-code (C/A-code) and the precision
(encrypted) code (P(Y)-code). Both of these spreading codes are selected from a
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family of Gold codes [Kap96], to maintain a minimum cross correlation. The C/A
and P(Y)-codes are in phase quadrature to each other on the L1 frequency; on the
L2 frequency there is the P(Y) code only. The chip waveform for both code types
equals a rectangular pulse rect(t/T) of duration T respectively to the code rate.
The C/A-code is 1023 bits long and has a transmission rate of 1.023 MChips/s
(i.e. it repeats every 1 ms and a single C/A-code chip is about 1 pus). As it is not
encrypted it is available to civilian users. The P(Y)-code has a length of 6.1871-10"2
chips and is transmitted at a rate of 10.23 M Chips/s (i.e. it needs one week to be
transmitted in total). Further it is encrypted with the Y-code so it is reserved for
military applications. The generation of the C/A code is sketched in Figure 2.4.
The C/A code generator contains two shift registers known as G; and G5. These
shift registers have 10 cells generating sequences with a length of 1023, respectively.
The two resulting 1023 chip-long sequences are modulo-2 added to generate a 1023
chip-long C/A-code. To make different C/A-codes for the satellites, the output of
the two shift registers are combined in a very special manner. The G register al-
ways supplies its output, but the G4 registers drivers two of its states to a modulo-2
adder to generate its output. The selection of the states for the modulo-2 adder is
called the phase selection. By making different phase selections, different codes are
obtained for different satellites [Bor07].

G, Generator
/A
U
;
:]234‘567‘8‘)10| i -
s
1.023MHz Reget
Clock Phase Selector
G, f Gold Code
(N L > Ch code
/\l/\ N XG{(t)
8 Sy
G,
1|23 |als]e 78|00
]
»
Y 1023 1kHz
Decode
N

G, Generator 20 50Hz

Figure 2.4.: C/A code generator [Bor(7].

The basic format of the navigation data is a 1500 bit long frame containing five sub-
frames, each having a length of 300 bits. One subframe has a duration of 6 seconds
and contains 10 words, with have a length of 30 bits.

The subframes one to three contain the ephemeris data (satellite position and ve-
locity) and are repeated in each frame (i.e. every 30 s), while subframe four and
five contain the almanac data, which is repeated every 25 frames (i.e. one entire
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navigation message lasts 12.5 min).

Furthermore each word in each subframe contains 6 bit for parity check. The first
two words of each subframe are the telemetry (TLM) and handover words (HOW).
Figure 2.5 shows the architecture of the navigation message.

TLM |HOW | Clock corrections and SV health/accuracy

| TLM |HOW | Ephemeris parameters

\
~4—— Subframes

| TLM |HO\«V | Clock corrections and SV health/accuracy

| TLM |HOW| Ephemeris parameters

| TLM |HOW| Ephemeris parameters

Time (seconds)

| TLM |HOW| Almanac, ionospheric model, dUTC

| TLM |HOW| Almanac
4

Figure 2.5.: GPS navigation data structure [Bor(7].

Last but not least Figure 2.6 shows a block diagram of the GPS satellite transmitter
unit. The GPS satellite uses a 10.23 M H z reference clock to generate both the L1
and L2 frequencies. The GPS signal broadcasted is given in Equation 2.10 and 2.11
[Kap96].

Li(t) = /2PcjaCcya(t)N(t)cos(2m frat + ¢) + \/ECP(t)N(t)sin(Qﬂlet + ¢)
(2.10)

Lo(t) = \/2PpCp(t) N (t)cos(2m frat + &), (2.11)

where Pr/4 and Pp are the C/A and P code signal powers, respectively. Ccya(t)
and Cp(t) are the C/A and P codes, respectively; N(t) is the navigation data; fr;
is the L1 and fr5 is the L2 carrier frequency; ¢ is the initial phase; L;(¢) and Ls(t)
are the modulated L; and L, signals.

Navigation
Data Unit  jmpi L-band . Combiner i L-band
(NDU) synthesizer antenna

Figure 2.6.: GPS satellite transmitter unit [Des04].

The navigation data unit (NDU) generates the cosine and sine of the carrier fre-
quency which are modulated by a 50 Hz navigation data signal. This modulated
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signal is spread using the C/A-code and the P(Y) code. The NDU block performs
the function of signal modulation, and the synthesizer is used to manipulate the
signals according to the C/A-code and the P(Y)-code onto one signal. Both the L1
and the L2 signal are transmitted to the Earth using an L-band antenna [Des04].

Finally, to get an insight in the spread spectrum signal characteristics, Figure 2.7
shows the GPS signal power spectral density. One can see that the PRN codes deter-
mine the channel bandwidths required to transmit and receive the spread spectrum
signal [Die00].

20.46 MHz 2.046 MHz

C/A Code

P(Y)-Code
f,.--’{]ﬂ \._\*

L2 L1
1227.6 MHz 1575.42 MHz

Figure 2.7.: GPS signal power spectral density [Des04].

2.4. Power Levels, Auto-Correlation Function and
Power Spectral densities

The received GPS signal power is assumed to be around —160 dBW for the C/A-
code and —163 dBW for the P(Y)-code in the L1 frequency band and about —166 dBW
for the P(Y)-code in the L2 frequency band. But depending on the user’s evaluation
angle there are also some variations in the received minimum signal power shown in
Figure 2.8.

The received signal powers are below the noise floor of —140 dBW /M H z. Therefore,
the GNSS signals will only be detected by receivers using replicated PRN sequences
to de-spread the signal.

But before proceeding with a detailed discussion of the correlation process to ob-
tain the de-spread signal, the PRN code spectral properties in the RF domain are
examined first.
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160 ——E—/ \\ Lt C/A

166 —

Received power at 3dB linearly polarized antenna (dBw)

5* 20 40 60 80 90
User elevation angle (DEG)

Figure 2.8.: Users received minimum signal power levels as a parameter of the
evaluation [Kap96].

The P(Y) code’s spectral density function is given with Equation 2.12
,—00 < f < oo, (2.12)

where Tep is the P(Y) code chip with and P, the carrier power.

The C/A code is, as already mentioned in Section 2.3, a short 1 ms repeating code,

thus it has a line spectrum with its components c¢;j, j = —00 to +00 1 kHz apart.
The carrier power is given b< Zj;’i « ¢j = P., the C/A code chip rate is T/4 and

the envelope of the line spectrum is

sin? (7 fTcya)
(mfTc/a)?
Since correlation between incoming signal and code replica is performed, the auto-

correlation characteristics of the PRN code are fundamental to the signal demodula-
tion process. Hence, as mentioned in Section 2.3, the PRN codes used are periodic,

Sc<f) = 1OOOPCTC/A ,—00 < f < o0, (213)
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predictable, reproducible and have a minimum cross-correlation. Thus these codes
are not truly random binary codes, thats why they are called “pseudo” random noise
sequences.

The auto-correlation function (ACF) of the GPS C/A-code is

1

1023
= Coa, (t)Coya,(t dt 2.14
sy ComOCem i+ (2.14)

Reya(T)

where C¢4,(t) is the C/A-code as a function of time for satellite i, T¢:/4 is the C/A
code chip rate (977.5 nsec) and 7 is the phase of the time shift in the ACF.

The C/A-code’s auto-correlation function is a series of triangles with a period of 1023
C/A-code chips or 1 msec. Within the intervals between the maximum correlation
peaks are also some small correlation peaks . These small fluctuations result from
the deviation of line spectrum of the C/A-code which has a sin(z)/x envelope.
Figure 2.9 the correlation and spectral characteristics of the C/A-code.

The ACF of the GPS P(Y)-code is

1

R —
P(7) = 51871 102Tp

6.1871-1012
/ Cp,(H)Cp(t +7)dt, (2.15)
0

where Cp,(t) is the P(Y)-code as a function of time for satellite i, Top is the P(Y)
code chip rate (9.78 ns) and 7 is the phase of the time shift in the ACF.

The P(Y)-code auto-correlation characteristics are essentially ideal, because its pe-
riod is so long and its chipping rate so fast. Therefore, the P(Y)-code can be
considered essentially uncorrelated with itself [Kap96], see Figure 2.10.

Finally Figure 2.11 shows the correlation gain. One can see that the signal former
to the correlation is about 20 dBW below the background noise. But after the gain
due to the correlation the signal is approximately 22 dBW above it.
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Figure 2.9.: Top: ACF, middle: spectrum and bottom power ratio of the GPS
C/A-code [BWP96.

| HF‘(t) 7
1 __/\ /\_ _____
P -1 01 N p-1 'p+1 T (chips) —

P p-6.1871x10" chips

Figure 2.10.: Normalized and simplified ACF of a P(Y)-code with 7 in chips
[Kap96].
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Figure 2.11.: Power spectral densities for the GPS signal and background noise.
The top trace shows the power spectral density of the incoming GPS signal, which
is below the noise floor. The bottom trace shows the signal after correlation/de-
spreading [Eng06].
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2.5. GNSS Receiver Architecture

The structure of a GNSS receiver can be divided into two central parts depending,
on the way in which signal processing is performed. Figure 2.12 shows a block
diagram of the essential receiver parts.

The first part is called “pre-correlation techniques” due to the fact that here is made
no use of the correlation properties. Furthermore this part can be divided into 1.
antenna, 2. preamplifier and RF front end, 3. intermediate frequency (IF) down
conversion and adaptive Analog-to-Digital Conversion, and 4. digital preprocessing.
In this work the design of the adaptive ADC and the subsequent digital processing
unit are of major concern. Hence Chapter 3 gives a detailed description of how
such an adaptive ADC may be implemented and Chapter 6 includes interference
mitigation techniques former to the correlation.

In the second part of the GNSS receiver, the navigation information is obtained by
performing the correlation. Now signal processing depends on the despread signal,
which gives the name of this part: the “post-correlation techniques”. Further this
part may be divided into 5. correlation, where there is made use of code replica to
despread the signal and to obtain in 6. the navigation information so that finally
the user’s position, velocity and time can be estimated.
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Figure 2.12.: GNSS Receiver Architecture [Web08b].

1. The Antenna is right-hand circular polarized (RHCP). It may consist of one
or more elements and associated control electronics, and may be passive or active
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depending upon its performance requirements. Its function is to receive the GNSS
radiofrequency (RF) signals of all satellites in view, while rejecting multipath and,
if so designed, interference signals through beamforming.

2. The Preamplifier and RF front end consist of burnout protection, filtering
and a low-noise amplifier (LNA). Its primary objective is to set the receiver’s noise
figure and to reject out-of-band interference.

3. In the IF down conversion and adaptive ADC part the former RF signal
is downconverted to an easier to process IF, by using a super heterodyne architecture.
The requirements on the IF section with its AGC are as follows [BWP96]:

(a) Final rejection of out-of-band interference, unwanted sidebands, local oscillator
(LO) feedtrough, and harmonics. The rejection bandwidth is a trade-off against
correlation loss caused by filtering. Further the rejection of wide-band noise is
required to minimize aliasing in the sampling circuit.

(b) Increase of the amplitude of the received signal to workable levels for signal
processing.

(c¢) Adaption of the amplification gain to ensure that the incoming signal is spread
over all ADC quantization levels.

4. The Receiver’s Digital Preprocessing Unit is beside the AGC of major
concern in this work. In it pre-correlation digital data pre-processing is performed.
This includes the detection of interference and the reduction of its impact on sub-
sequent signal processing units.

Different methods of interference mitigation may be implemented here, such as adap-
tive Notched filters, frequency excision techniques or temporal blanking. All of them
improve the GNSS signal condition and increase the receiver’s robustness dealing
with interference. Possible realizations of this unit are to find in Chapter 6.

5. In the Correlation Unit of the GNSS receiver acquisition, tracking and
decoding of the signal is performed. An acquisition method must be used to detect
the presence of the signal. Once the signal is detected, the necessary Doppler and
codephase informations are passed to a tracking program. For a description of signal
acquisition and tracking see next section.
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6. Navigation: After the signal is finally acquired and tracked the user can
receive the transmitted information. With this information and knowledge about
current code phase and Doppler frequency shift one can set the receivers reference
clock and compute the user position and velocity.

2.6. Acquisition and Tracking

In order to acquire, track and decode the GPS signal, the receiver needs to replicate
the GPS signal with the different C/A codes first and then to correlate them with
the incoming signal. This correlation process yields various peaks that are compared
with a detection threshold to test for acquisition success. The replica signal must
match the incoming signal both in code and Doppler. The code phase varies due to
the range change between the satellite and the receiver. Doppler variation occurs
due to the relative motion between the satellite and the receiver [Kap96]. The role
of the acquisition is to provide a coarse estimate of the code phase 7 and the Doppler
frequency fp to the tracking loops. Therefore it is necessary to know about which
frequency range a Doppler shift can occur as the consequence of satellite and user
velocity, as it determines the frequency searching range [Des04].

From the orbit speed, the radius of earth and satellite orbit one can calculate the
maximum Doppler velocity according to
vere 38746368

m
= = ~ 929— 2.1
V= T e O (2.16)

which is equivalent to the speed of a high-speed aircraft. For the L1 frequency,
which is modulated with the C/A code, the maximum Doppler frequency shift is
computed as follows

froa 157542929

Ja= =" =315

~4.9KHz. (2.17)

So, for a stationary observer, the maximum Doppler frequency shift is around
+5K Hz. If the GPS receiver is used in a high-speed vehicle, it is reasonable to
assume that the vehicle creates a Doppler frequency shift of about 5K H z alone,
so a maximum Doppler shift of +10 K Hz is possible. These values determine the
frequency searching range in the acquisition stage [Tsu00].

The code phase search range extends from 1 to 1023 chips (for the C/A-code). The
acquisition process searches the signal for a particular value of the code phase and
Doppler frequency over a certain period of time called the predetection integration
time. The acquisition time is determined by the predetection integration period
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and the number of cells (obtained from code phase and Doppler range) to search.
The GPS receiver can compute visible satellites from approximate knowledge of the
receiver position, the GPS time and the almanac data which reduces the number of
satellites to be searched and speeds up the time-to-first-fix [Des04].

The Time Domain Correlation Technique is the conventional method for acquisition.
It is a two-dimensional search in time (code phase) and frequency. The search range
is therefore divided into cells, wherein each cell (search bin) represents a particular
code delay and Doppler frequency, see Figure 2.13.

A At (sec)

10237 !

!
+ — Generic
search bin
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............ 1 Afo (Hz)
0 -
—|Afppin | s

Figure 2.13.: Signal search area covers Doppler frequency and code phase [Eng06].

Correlation is performed in each cell for the predetection integration period. The
obtained correlation value is compared against a detection threshold by performing
a hypothesis test. If it exceeds that threshold, the satellite is declared as acquired
otherwise the search is continued into the next cell. The total number of cells to be
searched is given by the number of code delay cells times the number of Doppler bins.
Figure 2.14 shows a typical C/A-code signal power profile about the signal’s main
correlation peak.The peak location is related to a C/A-code phase and a frequency
of the signal.

After the GPS signal is declared to be acquired, the receiver changes its mode to
tracking, in order to keep lock on the code phase and Doppler shift. The preceding
acquisition process provided coarse estimates of the code phase and the Doppler
frequency. Doppler tracking is performed in a Phase-Locked-Loop (PLL) and code
tracking in a Delay-Locked-Loop (DLL). The idea behind the DLL is to correlate the
input signal with three replicas of the code seen in Figure 2.15.

The first step in Figure 2.15 is converting the C/A code to baseband, by multiply-
ing the incoming signal with a perfectly aligned local replica of the carrier wave.
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Figure 2.14.: Two-dimensional search in code phase and frequency [Bor07].
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Figure 2.15.: Basic code tracking loop block diagram [Bor07].
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Afterwards the signal is multiplied with three code replicas. The three replicas are
nominally generated with a spacing of :I:% chip. After this second multiplication,
the three outputs are integrated and dumped. The output of these integrations is
a numerical value indicating how much the specific code replica correlates with the
code in the incoming signal. The three correlation outputs Ig , Ip, and I, are then
compared to see which one provides the highest correlation.

Figure 2.16 shows an example of code tracking.

Incoming signal Incoming signal
Generated signals Generated signals
Early Early
Prompt Prompt
Late Late
Correlation Correlation

I L I ?

12 P 2 E L
0 L 0 T
-1 =12 0 1 Chips -1 =12 0 12 1 Chips

(a) (b)

Figure 2.16.: Code tracking. Three local codes are generated and correlated with
the incoming signal. (a) The late replica has the highest correlation so the code
phase must be decreased, i.e., the code sequence must be delayed. (b) The prompt
code has the highest correlation, and the early and late have similar correlation.
The loop is perfectly tuned in. [Bor07].

In Figure 2.16a the late code has the highest correlation, so the code phase must be
decreased. In Figure 2.16b the highest peak is located at the prompt replica, and
the early and late replicas have equal correlation. In this case, the code phase is
properly tracked [Bor(7].

Another parameter, jet to discuss, is the achieved carrier-to-noise ratio (C/Ny) at
the correlator output, which is directly related to the tracking. Because estimating
C/Ny is very similar to code lock detection.

In this work the achievd C'/Nj is used to evaluated the performance of the developed
interference mitigation techniques. The C'/Ny can be determined by comparing the
total signal-plus-noise power in two different bandwidths. Therefore the total power
is measured in a 1/7T noise bandwidth (wide-band power) before the correlation
and in a 1/MT noise bandwidth (narrow-band power) after the correlation, of the
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2.6 Acquisition and Tracking

following form

WBP, = (%(IE - Q?)) (2.18)

=1

and
M

M
NBP, =Y (Ii * Coya(i+ k) + > (Qi x Coyali + k))? (2.19)
i=1 =1
computed over the same M samples and “x” representing the convolution. So for
an unknown post correlation noise power the exact relationship between these mea-
surements and signal-plus-noise power is not known. However, a normalized power
can be defined as

(2.20)

which obtains statistics that provide a monotonic function of C'/Ny.

After the correlation process one can compute the lock detector measurement as
follows

_ 1 &
K3
where K is a parameter to reduce the standard deviation by a factor of VK.

Finally one is able to compute with Equation 2.22 the desired C'/Nj,

C 1 pnp —1
— =10/ — 2.22
R = om (737250 ) 222

and so asses the quality of the received signal and the performance of the developed
interference mitigation circuits [BWP96].
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3. Automatic Gain Control for a
Multibit Analog-to-Digital
Converter

Modern GNSS receivers are composed of an analog front-end and a digital part that
involves, amongst others, code and carrier tracking circuits, as shown in Section 2.5.
The conversion from the analog state to the digital domain is done by an ADC, its
function is to sample and quantize the incoming signal.

In many of the nowadays available commercial GPS receivers only 1-bit quantization
(hard limiting) takes place. But whenever it comes to safety-of-life (sol) applica-
tions a multibit ADC is necessary to reduce quantization losses and to supply further
digital processing units with a high signal resolution to improve the receiver’s ro-
bustness. For a 1-bit ADC in the presence of Gaussian noise the SNR is degraded
by 1.96 dB through the quantization, whereas in CW interference the degradation
is much greater. But even if there is no interference, a value 1.96 dB for the quan-
tization loss is only true for infinite bandwidth and infinite sampling frequency,
otherwise it is larger. For instance, in a bandpass hard limiter the loss of SN R is
well known to be 6 dB. Such high losses are not acceptable for sol-applications.
Hence multibit ADCs are used, where for instance, the quantization loss for a 2-bit
ADC, with an adaptive quantization threshold, is less than 0.6 dB in the presence
of Gaussian interference.

Due to the fact that normally the quantization thresholds are fixed in an ADC, an
AGC is necessary to adjust the incoming signal in relation to its variance and the
maximum ADC quantization thresholds. This chapter presents the fundamentals
of multibit A /D-conversion and different AGC concepts to adjust the ADC input
power in relation to its maximum quantization threshold to guarantee minimum
quantization losses.
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3.1 Multibit Analog-to-Digital Conversion

3.1. Multibit Analog-to-Digital Conversion

In order to quantize a signal with more than 1-bit resolution, different quantization
laws can be used. The most prevalent ones are uniform although nonuniform laws
have been proposed, for example to mitigate CW interference in [Amo83] as shown
Chapter 6. Quantization laws may be non-centered so that there is no zero level. A
possible quantization law is given below

(M-HA  if MA<X
Xo(X) = (m—HA  if (m-DA<X<mA mel.,M 31)
e (m+HA  if mA<X<(m+1)A mel. M’ ‘
(

where X is the incoming signal and the quantized signal is X, the number of levels
is M = 2", n being the number of bits used and A is the quantization step. All
the possible 2" states are used so it is an even state converter without zero state.
Saturation effects appear when the absolute signal amplitude is above M A. Figure
3.1 presents a uniform 2-bit non-centered law, where the output signal takes value
in the following bins: —3, —1, +1 or +3. The input sampled signal X corresponds
to the x-axis while the output quantized signal X¢, is presented on the y-axis. L is
called the maximum quantization threshold.

A Xo

Figure 3.1.: 2-bit non-centered and uniform quantization law [Bas03].

Through the quantization process an additional error is introduced to the quantized
signal, often considered as an additive noise ng:

Xo =X +ng (3.2)
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3.1 Multibit Analog-to-Digital Conversion

This noise is assumed to be white and Gaussian. It induces small SNR degradations,
which can be calculated from the quantization law, the number of bits used and the
signal’s standard deviation. Figure 3.2 shows the SNR degradation at the correlator
output assuming only white Gaussian thermal noise at the ADC input, neglecting
the pre-correlation filtering and the limited sampling frequency, for ADC having 1
to 5 bits.

Signal-to-Moise Ratio degradation at correlator output
u] T T T T T T T

Cabts; Tk 5hits

Degradation (dB)

0 0.5 1 15 2 25 3 35 4 45 5
Ratio of maximum threshold to RMS noise level k=L/o

Figure 3.2.: SNR degradation at correlator output in presence of thermal noise
only for multiple bits. Pre-correlation filtering and finite sampling frequency ef-
fects are neglected [Bas04].

The presented SNR degradation depends on the ratio kK = L/o, where L is the max-
imum quantization threshold (saturation level), and o is the input signal’s standard
deviation. Surprisingly this ratio does not depend on the GNSS signals themselves,
as they are completely covered in noise.

Further, the degradation depends also on the number of ADC bits, i.e. the number
of thresholds in a ADC. As one can see, for each curve, there is an optimal ratio k,
for which the quantization loss is minimal. These minimum degradations for differ-
ent number of bits are summarized in Table 3.1. The theoretical derivation for the
minimum quantization degradation loss is presented in [Spi77, Page 552].

1 bit 2 bit 3 bit 4 bit 5 bit >5 bit
0.9890 | 1.7310 | 2.2910 | 2.7225 3

1.96 0.5369 | 0.1589 | 0.0472 | 0.0138 | <0.0138

Optimal kg —
Minimum

degradation (dB)

Table 3.1.: Minimum SNR degradation at correlator output due to quantization
and associated optimal ratio. Pre-correlation filtering and finite sampling fre-
quency effects are neglected [Bas04].
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3.2 A/D-converters with a Dynamic Range

3.2. A/D-converters with a Dynamic Range

This Section examines how to adjust the total available gain according the total ADC
range, when the ADC has more bits than required for further digital processing in
the receiver. This is a straightforward extension when compared with the classic
design as presented in Section 3.1.

Assume that bit;,;; bits (for instance 2) are initially used in digital tracking loops
but a bity-bit ADC (for instance a 5 bit ADC) is available. Section 3.1 showed
that there is an optimal ratio k., that minimizes SNR degradation at correlator
output. Assume the maximum quantization level L is constant so there is an optimal
incoming noise standard deviation o, which depends on both L and the ratio k.
In that case, the maximum quantization threshold equates

L= (2"t 1) A, (3.3)

The quantization step is denoted A and the partition that represents the limits
between quantization intervals is

P=—-L:A:L. (3.4)

The additional bits, bitsota — bitinie in total, may be used either to increase the
resolution or to increase the dynamic range. The dynamic range is defined as twice
the maximum signal amplitude for which the ADC is no saturated. Assume bit,
additional bits are dedicated to increase the resolution then the new quantization
step is

Dpew = 2bZAtT (3.5)
The numbers of bits must, of course, comply with this relationship
Ditinit + bityes < bityoral. (3.6)
The new maximum quantization level is
Lnew = (2100~ = 1) Ay, (3.7)
and the new partition is
Prew = —Lpew : Apew : Lpew. (3.8)

So as to obtain samples on bit;,;; bits, quantized samples on bit;,,; must be grouped
according to the initial partition P. Figure 3.3, shows the ADC bins loading, in
presence of Gaussian thermal noise only, if 2 bits are used in digital tracking loops
(kopt = 0.98) but that 5 bits are available in total. Quantized values are between —31
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3.2 A/D-converters with a Dynamic Range

ADC bins loading - 2 useful bits - 5 bits in total
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Figure 3.3.: ADC bins loading for 2 useful bits but 5 bits in total with several
additional bits (0, 1 and 2) to increase resolution [Bas04].

and +31, by steps of 2, to ensure a uniform and non-centered quantization. Subplots
correspond, respectively, to the absence of additional bits, 1 and 2 additional bits
to increase the resolution.

Additional bits may also be used to increase the dynamic range of the AGC/ADC
system. Assume the nominal bin distribution is chosen to be narrow over the full
range as shown on the first subplot of previous figure. Then if a strong interference,
such as a CW, appears the AGC gain will decrease to ensure the optimal ratio
k. However the variable analog gain has a limited range such that th