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1INTRODUCTION

Pervasive computing [1] or as otherwise called Aanbi
Intelligence [2] aims to assist users in their gday tasks in a
seamless unobtrusive manner. In this frameworkretheave
been various research initiatives aiming towarasdhsign and
realization of smart spaces [3] in homes, officasiversities,
schools, hospitals, hotels, museums, and otheatgrior public
places, where various automation facilities suppuetusers. In
these cases, research has focused on developimgigees to
support building automation (such as intelligeghti controls,
window shutters, security systems, electrical apyues, door
control, etc.), as well as mechanisms to adaptb#teviour of
electronic devices (such as TV, radio and multimeulayers),
desktops and peripherals, etc. Nevertheless, thesefixed
spaces that provide pervasive features and adapietouser
needs in a static and geographically limited emrinent.

However, mobile users require the same pervasingces
wherever they are and whatever devices they calopga
Irrespective of the user’s location, such a mokikrvasive
system would be expected to provide access to eevand
services in the user’s current environment. Fixadrs spaces do
not address the needs of mobile users, as outdide t
boundaries, only limited pervasive computing feasurare
offered. For example, a Smart Home may control daeices
within it and the services it offers to its resiterbut it cannot
easily share these with the mobile network of amsjtar. To
bridge this gap, the notion of self-improving Peralo Smart
Spaces has been introduced [4].

Personal Smart Spaces (PSSs) aim to couple thktidaci
offered by next generation mobile communicationshwihe
features provided by the static smart spaces tp@stim more
ubiquitous and personalised smart space that éstabdbllow the
user wherever he/she goes. As the owner of the rR8&s to
different locations and places, his/her PSS intevéth other
mobile or fixed PSSs located in the owner's surchog
environment, aiming for a unique support for pelaservice
provisioning. In a nutshell, a Personal Smart Speae be
defined as a set of services within a dynamic spate
connectable devices, where the set of services oameed,
controlled, or administered by a single user. Itili@tes
interactions with other PSSs, it is self-improvisugd is capable
of pro-active behaviour. Thus, a PSS is user aenamd
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controlled by a single user, it is mobile (at lefdstm user
perspective), it allows for interactions with othe8Ss and is
capable of self-improvement and proactivity.

An inherent feature of PSSs is context awarends<mtext
can be defined as basically all information thatekevant to a
human-computer interaction [6]. However, even thoagntext
information holds out the prospect of enhancing es@erience
and increasing revenues; collecting it from various
heterogeneous sources, disseminating it acrosthdistd nodes,
processing and managing it efficiently are notighiorward.
Other context related features that need to beostggpare: real-
time control and management of the context soudissjbution
of context information over heterogeneous netwoiksd
devices; inference of future or currently unavdi#abigh level
context information from raw context data based vamious
learning techniques; modelling, management, storamel
processing of history of context data; supportgovacy-aware
access control facilities and secure distributedtexd event
management mechanisms; etc. This paper elaboratetheo
mechanisms that have been designed in order toessldhe
advanced requirements of PSSs regarding the esdtatdnt of a
robust distributed context management framework.

More specifically, this paper is structured as do. In
Section 2, the context-awareness requirementsnibed to be
addressed in PSSs are presented. In Section Bystrative use
case scenario is described, where the context-aesseaspects
of PSSs are highlighted. Then, in Section 4, th&tecd model
that has been designed to represent the conteatmafion
necessary to adapt the services provided by PS3sidfly
presented. Section 5 elaborates on the context geamnt
architecture that has been built to address thdsneePSSs. In
this respect, the functional components of the exint
management system are presented, while emphagises to
the mechanisms that support distributed contextagement
facilities. Finally, in Section 6, the paper corssans are drawn.

2 CONTEXT-AWARENESS REQUIREMENTS
IN PERSONAL SMART SPACES

As already stated, a Personal Smart Space isod setvices that
are owned, controlled, or administered by a singler, that are
located within a dynamic space of connectable @svend that
are capable of self-improvement and of demonstygino-active
behaviour. This leads to numerous context-awareness
requirements that need to be addressed in PSSsm#ary of
these context-related requirements is provideddfiere
« Efficient Context Modelling and Semantigs order to
represent the entire set of context data (both mhjma
such as location, and static such as preferenbes) t
need to be monitored, collected, stored and utilise
PSSs, along with the necessary metadata. Mordsletai
on this are provided in Section 4.




« Distributed Context Managemeitcluding distributed In the scenario presented in the following sectsaveral of
context  maintenance, access, update  andhe requirements above are addressed by the PekrSomart
synchronisation, as well as provision of a transpar Spaces involved.
interface to context management, support of ad-hoc

context exchange, real-time and non-real-time cdnte
handling. More details on this are provided in ®est 3 AN EXAMPLE SCENARIO

52.4and>5.3. . . In this section we will present a scenario that destrates the
Context Query Supporv/arious contex.t queries need ossibilities of Personal Smart Spaces and explaims
to t_)e s_upported k_)y PSSS’_SUCh as |dent|ty-pased ( hvolvement of context in it. We assume that aftoas carry
nawggnonal) queries, Iocatl_on-baseq, semantlgdnas . smart phones with them that constitute their P$8scaordinate
and _tlme-based. More details on this are provided ! communication with all devices in and outside tR8S. Also
Section 5.2.1. . . infrastructure provides services and context infitiam via
Context_Source Managemeriticluding sensor data fyeq smart spaces that interact with the acto&S®

aggregation,  context-source  discovery,  (de-) tom Steve, Susanna and a couple of other researbhge
registration, configuration, etc. More details bistare  5.9nged to meet for an international project meetfom is the

provided in Section 5.2.5. _ host, while the other participants fly in and staya hotel that
Context Source Managemeriticluding sensor data Tom has organized close to the meeting venue.
aggregation, context-source  discovery, (de-)

registration, configuration, etc. More details bistare
provided in Section 5.2.5.

Preference handling facilitigsn addition to the other Steve and Susanna arrive in the airport at the samee Their
context management facilities aforementioned, i.ebuddy finder application informs them, so they aamet and
preference analysis, preference evaluation, andhare the trip to the meeting. Right after landkegping track
preference condition monitoring. More details oisth of her agenda, Susanna’s PSS had identified thest dine late
aspect are provided in [7]. and proactively cancelled the reservation at tmeartal service
History of Context Modelling and Managemeint  and ordered a taxi instead. She offers to Stegbdoe the taxi.
order to support history-based context inferencé an  The taxi's PSS is responsible for adjusting thesseso that
access to past context information. In this respbet  Steve and Susanna are as comfortable as possia tieir
user behaviour & status will also be modelled andheight and size. The taxi driver is already infodrabout the
recorded. More details on this aspect are provided meeting venue, the price is agreed by the PSSshmydarrive
Section 5.2.3. on time.

Context Event Managemenincluding support for When the first guests are about to arrive, Tomafind at
distributed context event creation and propagation.  his office PC. He heads to the meeting room. Asiiters the
Context Inferengei.e. extraction of high level context climate controls are set according to his prefezends the
information from raw context data. In this respect, weather is fine and warm, the windows are openéahaatically
learning of context inference rules (CIR) needs to bgo letin the fresh May morning air.

supported, as well as preference learning algosthm  When Steve and Susanna enter the building, a shispliy
CIR individualisation, context association & pattern in the foyer welcomes them and informs them ofdhg ahead.
extraction/matching, and CIR learning from group Their PSSs had interacted with the display's PS& salected
knowledge. More details on this are provided inthe appropriate information for them. Furthermonetieir smart
Section 5.2.2 and [8]. phones they are offered the possibility to check turrent
Group context i.e. context information of group of activity in the meeting room and to check the allity of the
persons/users, including group preferences. Mordéemaining colleagues from the project.

specifically, the following need to be addressed: While Steve usually wants to glance at the menthat
efficient group context modelling and representatio canteen and the weather report for the rest ofighye if he is in

group context management & maintenance, grouglis office and therefore interacts with his own gamy's PSS,
context estimation & inference, context prioritieat this information is not applied now when he is douginess trip.
& assessment for resource sharing and Susanna and Steve are guided to the right meetiog.r
context/preference conflict resolution. More detaih ~ There they meet Tom and a new colleague, Joan. taieto
this are provided in [4]. Susanna for a while and their PSSs interact — é#dehs that
Context privacy & security In this respect, the they are talking to each other and that they hatenet before —
following need to be supported: access control ovept least their PSSs haven't! Susanna takes hertBhuare from
individual and group context; context integrity, Ner pocket and sees the proactive prompt thatrjests her
reliability, confidentiality and availability; coext- conflrmatlon_to exchange electronic business cmt_tch_)an.

based access control; privacy policy learning; etc. The meeting starts and after some words of introolidy
More details on this are provided in [4]. Tom, Steve is the first to present his work. Heksab the front
Quality of context modelling, management and of the room and given the agenda and behaviouR? 88 infers
exploitation, including soft context and uncertgiitt Fhat he. is apout to start the activity “presentlrm‘id starts
context values and context inference rules. interaction with the wall display’s PSS. He is shoa context-

« Context sensitivityi.e. ability to support adaptation of @Ware selection of suitable documents — relatetaslyuse and
the provided services to the context of their users association with the calendar entry — and hitsito@ for the

3.1 Scenario description




slides he prepared. The presentation is starteciandogged in
the automated meeting minutes that tracks the piasens
shown and the speakers. An incoming phone call fi@Yoga
friend Katie is routed to his voice mail as he sy presenting
and the call urgency was indicated by Katie todikar low.

Susanna is impressed by Steve's research resufts. S

accesses the presentation from the common automageting
minutes and wants to print it. Her PSS locatesctbgest printer,
sends the print job, and guides her there autoaibtic

When the meeting approaches its end for the dayP®BSs
interact to select a restaurant for dinner, takirig account the
location, the weather and of course the particggmeferences
regarding food and dinner time.

Having agreed on a restaurant in the city centeyeSdecides
to drop his baggage at the hotel first. Therefaralbes not join
his colleagues who go the centre immediately, kedides to
follow them later by public transport.

Steve's PSS selects the most convenient train gocity
centre for him and interacts with the transport agament
system to acquire a ticket. Finally in the trainfalls asleep, as
he is tired after the hard working day, but his tegh aware
alarm wakes him up just in time before he reachesstation
where he has to get off.

Having enjoyed a wonderful dinner with his colleaguthey
head together to their hotel in Joan’s rental dere car's
navigation system guides them automatically to rtheitel
taking into account the broadcasted traffic situati

3.2 Scenario analysis

This scenario shows a wide range of applicationsP®Ss and
context. Context is used:

(1) inthe process of service selection

(2) for service configuration

(3) during service execution

(4) to determine current preferences

(5) to proactively start services

Many different applications and basic services ased by
Steve and his colleagues in this scenario, thougly some
crucial ones can be discussed in detail:

Firstly the car adaptation system, provided bydaePSS is
of interest. It starts proactively (5) and incomges the persons’
preferences (4) and context during its executignTBe relevant
context information is height, size and weight lué passengers.
Obviously, also the precise location of the paseeig needed,
even within the car, and finally the user intentettter the car
resulting from location, movement and future calnehtries is
responsible to start the service.

The room adaptation system (3, 4, 5) (as well as¢ktaurant
finder service) furthermore includes weather anchpierature
information next to personal preferences.

In the call redirection application (2, 4, 5) mairctivity is
the relevant context information. It depends orfgyemces, time,
calendar entries, location, movements/status (ltanding,
walking, sitting and others) and the available sl vas the
currently used services.

The printing sub-scenario illustrates among othawatext
aware service selection (1), based on featurehefatailable
printing services, but also on your current indposition and
proximity (including walking restrictions like walletc.)

Finally the context aware navigation service or toatext
aware alarm (3) have to be aware of the currerd,tiime user’'s

target coming calendar entries as well as the mlpeorelevant
area. Monitoring the current activity (walking-dit®n, but also
sleeping) and precise location it calculates thet beute to the
target respectively initiates the alarm.

4 CONTEXT MODELLING

In order to efficiently represent context infornaatiin a PSS
environment, the Persist Context Model (PCM) has been
developed. The PCM includes all the classes thatemtue
context information to be retrieved, exchanged,nta@ed and
managed in general in the PSS. The scope of thpoped
context model is to represent necessary informaiionan
appropriate and uniform way for all the functiomalmponents
of the PSS framework. The basic informational cptsesed by
the context model are the data class&x:xEntity,
Ct xAttribute, and Ct xAssoci ati on. In addition to
these core classes, there is tBtex| denti fi er class that
mainly addresses internal context management emeints, as
well as theCt xQual ityAttri bute class, which further
augments the model with Quality of Context elements.

The core concept upon which the context model it isuhe
Entity. An Entity corresponds to an object of the physical or
conceptual world. For example &mtity could be a person, a
device, or a service. ThAttribute class is used in order to
describe anEntity's properties. To this end, marittribute
classes might be assigned to Entity. Concepts such as the
name, the age, and the location of a person arerided by
different attributes. Similarly, attributes desamidp a device’s
properties might be the identity, the voltage, #mel operational
status of the device. In a nutshell, ®®exAt tri but e class
identifies an entity’s status in terms of its statind dynamic
properties and therefore, it captures all contefdrmation items
that are used to characterise the situation ofothirer entity.
The CtxQualityAttribute class provides Quality of
Context meta-data to Attributes [9]. Thus, eachidte may be
accompanied by an instance of fexQual i t yAttri bute
class Examples of the Quality of Context properties pded by
this class are: probability of correctness, freqyerprecision,
price, timeliness, etc.

Relations that may exist among different entitiee ar
described by théssoci at on class. We identify two ways of
associating entities. A peer relation among estitiedescribed
by the concept of thendirected associatigrwhile a non-peer
relation among entities is described by the concépmtirected
association In the latter, only one of the associated erstitian
be the originating point and is then called paremity, while
many entities could be the target points and ae talled child
entities. On the other hand, the undirected assogisepresents
relations among peer entities, where there is noeowr parent
entity. Example types of directed associations &a@wns,
“uses, “locatedIri, while types of non-directed associations are:
“friends, “ schoolmatés “ fellow passenger’s “ colleaguey etc.

In a nutshell, the proposed context model is hoiltescribe
the situation of & person owning a devitas follows: “The
Ent it yA of type Per son carries anAssoci at i on of type
Onns that connects it witfent i t yB of typeDevi ce. For this
directed associationEnti t yA is the parent entity, while
Ent i t yBis the child entity.



The aforementione@t x1 denti fi er class contains all the 5 CONTEXT MANAGEMENT
information that is necessary to uniquely identifie context ARCHITECTURE
information items and it is assigned to all entigtribute and
association instances. The string representation tldé  The efficient management of context informationcentral in
Ctxldentifier can be used by any PSS enabled contexpervasive computing. Here, we present the Contextagement
management system in order to retrieve the idedtifiontext (CM) framework of Persist which was designed basedhe

information. The format of this identifier is adlémwvs: context model presented in Section 4 in order twecdhe
Ct xl d: PSSi d/ Devl DY ModType/ Type/ Nunber context-awareness aspects of Personal Smart Spha®
The individual parameters involved are describaedfeer: specifically, this section is structured as follo8sibsection 5.1,
Pssid: A unique identifier of the PSS where contextprovides a high-level view of the CM architecturabSequently,
information was first stored. in Subsection 5.2, the functional components cosipgi this

Devl D:  An identifier of the device where the respective architecture are described, while Subsection 58semts our
context information was initially sensed/collected @PProach for scalable distribution of context imfiation among
and stored. This is the home device ID, the role of?SS devices.
which is described in Section 5.3.

ModType: Describes the type of the context model objeet,is 5.1 High-level architecture

one of the following: Entity, Attribute, or As illustrated in Figure 1, the CM framework acts as

Association. intermediate layer between PS%/8arty context-aware services
Type: A semantic tag that characterizes the contexdaho Y . "y e )
object. and the sources of context information. This figalso provides

a high-level view of the CM architecture introducifupctional

Nurrber : A unique number within a single PSS. components, as well as, their interdependencies.

As already described, a PSS may include variougegvon
each of which a context management system redigd@ssystem

such as this, the wealth and heterogeneity of sbntata [ PS5/3rd party Context—aware Service ]]
strongly discourages the adoption of a centralmedompletely A
distributed context data management scheme. Forghson and | contest query interface

as it will be further described in Section 5.3, kee introduced
a “Hybrid distributed-centralised context management”
approach for managing and storing context dataortter to
achieve this, we use specific flags indicating wketthanges on
a context model object should be forwarded to ottmntext
management systems of a PSS or not.

To address the PSS requirements regarding corgmrgics,
a semantic taxonomy has been introduced that iasluthe
various context types as tags and dictates howetlasious
context tags can be combined. A segment of thisnamy is
depicted in Figure 1.

Context Broker

Context
Reasoning

Context DB
MManagement

- <Association type="HASSERVICEPREFERENCE
<Entity type="SERVICEPREFERENCES" />
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on>
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<Entity type="OFFICE">

arentEntity type="PERSON" /> ’ 1
<Attribute type="NAME" /> £ e Context Source [}

<attribute type="LOCATION" /> < Je="AREFRIENDS"> 3 . B
</Entity> ‘ 'PERSON" /> Figure 2. High-level Context Management architecture
~ <Entity type="MANAGER"> ] 4
<attribute type="NAME" />
<Attribute ty "LOCATION" />

S4aia el ot ' An outline of the identified components follows, ilera more
o S detailed description is prowde_d in Subsection 5.2: _
<stiribute type="NAME" /> « Context Broker Provides context consumers with a
<Attribute ty “LOCATION" /> . . . . .
<attriuite type—"PRICE" /> query interface for retrieving, adding, removingda
S lnecineviges updating context data.
R RS » Context ReasoningUses probabilistic methods in
Figure 1. A segment of the context semantics taxonomy for order to de”(;/et hlgh(;llevel cotnttixg.lrtlformatlon bse
Entities, Attributes and Associations raw sensor data anajor context nistory. -~~~
* Context History Managementollects, maintains and
Finally, it should be mentioned that all contextdabobjects processes historic context data.

are marked with a timestamp indicating their mesent update
time.



» Context DB Managementranslates context queries

Apart from context query handling, the Context Broker

into standard SQL queries which are then executed ienables inter-communication among the CM subsystisSS

the underlying databases.

« Context Source ManagemeManages context sources

and collects their information.

devices.
To further elaborate the functionality of the ContBxoker,
we describe the processing of an ID-based contastyq First,

Apart from the components above, the CM architecturdhe Context Broker examines the PSS identifier whish

comprises aDatabase Management Systefi@BMS) which
enables access to the actual context repositdgesheContext
Database and the Context History DatabaseThe former
database is used for current context informatidmjenthe latter
stores past data. Both database schemata confatme wontext
model described in Section 4.

Any off-the-shelf relational database meets thaiireqnents
of this model, however, our framework considersfedént
DBMS solutions depending on device capabilities. this
context, a fully-featured DBMS, such as MySQL, che
deployed on a resource-rich PSS device, while s-festured
DBMS, like Apache Derby or SQLite for example, is rmo
suitable for resource-constrained devices, thugpating
current mobile smart-phone technology.

5.2 Functional components

The functionality of the components comprising tG&
architecture is described in the subsections thkg.

5.2.1 Context Broker

The Context Broker manages access to context infaymat
More specifically, it supports queries for retriegj updating,
adding or removing context data. Context retrievaérigs in
particular, can be performed bottsynchronously and

encapsulated in the CID associated with the quemyuiestion.
Based on this identifier, it can determine whether televant
context data item is associated with a remote erldoal PSS.
For the former case, the original query is forwdrde the
Context Broker of an available device of the ideedfiPSS,
while, for the latter case, the local context réqoog is checked.
In case of an empty result from the local databtse Context
Broker attempts to forward the context query to thaster
device of its PSS and, if that is not availablette homeone
(see Subsection 5.3 for a definition of these tgrAs a “last
resort”, if the requested context information ist rwvailable,
either locally, or remotely, the Context Broker canake the
Context Reasoning component in order to infer tHisrmation.

5.2.2 Context Reasoning

Some pieces of context information are directlyiva from
sensor readings. Location, for instance, can berehited from
a number of sensors, such as GPS receivers or R¥d@ers.
However, other pieces of context information, liKaser
activity” or “busy status” for example, cannot besessed in a
straightforward way. This so called high-level it

information can be derived from the Context Reasoning

component which provides a probabilistiontext inference
engine The functionality of this engine is twofold:
1. To extract context estimation rules, i.e. infee rules,

asynchronously For the latter case, context consumers aréased on context history.

required to subscribe for context update notifaadi through the
PSS Event Management component [4].
Context queries can be classified as follows:

2. To infer high-level context based on the rektinference
rules and raw sensor data.
Given the high temporal constraints of context-angarvices

« ID-based As already described in Section 4, Entities,and the computational complexity which is inherémtmost
Attributes and Associations, which constitute theprobabilistic methods, time efficiency is a keyttacin context
building blocks of context information, are uniguel inference. The Context Reasoning component addrasses
identified by their Context Identifier (CID). Context issue through the use bayesletd11], which allow for prompt
consumers can specify CIDs in their context qudries delivery of otherwise unavailable context data, vesll as,
order to identify the data items they are interdte refinement of existing, yet inaccurate information.

Location-basedThis is actually a special use case for5.2.3 Context History Management

id-based queries and allows for discovering new i _ _
context information based on location hierarchies The Context History Management component is respisi

modelled by Entities and their Associations. Forfor the collection and processing Bistory of Context(HoC)
example, given the CID of a place Entity, the [12]. Maintaining this data is of great importanize the CM
“isLocatedIn” Association can be followed to diseov framework of Persist as it supports:

the Entities located in that particular place. 1. Inference ofturrentcontext information, which is no
Semantic-based When the CID is not known longer available, based on HoC.

beforehand, context consumers can specify semantic 2. Prediction offuture context information based on
criteria, i.e. tags, in their queries. The Contexbkar periodic context data patterns extracted from HoC.
uses these tags for best-match retrieval from a It should be pointed out that this component does n
taxonomy of semantic tags with which context data@utomatically monitor all types of context infornoet for
items may be associated [10]. inclusion in the history database. Instead, the B8fer has to

Temporal-basedThis type of query provides context €xplicitly register context types for HoC maintenanc
consumers with access to past, as well as, fubere, Registration ensures that whenever these contexstygoe
predicted, values of context data. The actual msing ~ UPdated in the (current) context database, the @bhistory
of such data is managed by the Context HistoryManagement component is notified and appropriatgigates

Management component which is described inthe context history database after processing awdng the
Subsection 5.2.3. relative data items, evaluating the likelihood ledit occurrence.

Based on these updates, time-dependent attenuationbe



applied to all past context values in order to aottrcontext
prediction rules.

5.2.4 Context DB Management

As already stated,
databases for storing context information, onecfarent values
and the other for historic data. Hence the need dar
intermediate layer between the context query iaterfprovided
by the Context Broker, and the underlying DBMS thatiaity
controls the storage, management, and retrievdht in these
databases. The functionality of this layer is impdated by the
Context DB Management component which is able tostata
context queries submitted by PS%/darty context-aware
services into standard SQL queries that can beuts@dn the
framework’s DBMS.

Another responsibility of the Context DB Management
component is to provide the Context Source Managtr an
interface to manage the QoC meta-data associatbdcaittext
information, i.e. to assign and update the relafe€ attributes.

5.2.5 Context Source Management

The Context Source Manager component
communication with diverse context sources. Morec#itally,
it is responsible for discovering, (de-)registerirapnfiguring
and collecting context information from availabtaisces. In the
presence of multiple sources for the same pieceanitext
information, this component is able to select tipprapriate

source based on the QoC requirements of contexteawar

services. Re-configuration of registered contextsesimay also
be invoked based on such requirements. For exaniple,
context-aware service requires more frequent updatdocation
information, the Context Source Manager can dyndiyice-
adjust the sample rate of the location sensohdukl be noted
that the overhead in resource consumption of battsénsor and
the PSS device is taken into account for this pece

5.3 Distributed context management

This subsection deals with context management sctos
device nodes of personal smart spaces.More spabificit
describes a scalable scheme for distributing cortata among
multiple devices forming a single PSS. The follogvin
distribution approaches have been considered:

1. Centralised context managemeniThe context

database is hosted by one device per PSS. Al

context queries must be forwarded to that particula;
device for processing. i

2. Fully distributed context managememiach device
in a PSS hosts a copy of the context database",
Context information is replicated in all devicesysh
context queries can be handled by any of them.

3. Hybrid distributed-centralised context management

Each device in a PSS hosts a context database; ye
context information is not replicated in all of the
There is, however, one device whose databas
contains every piece of context information and is
able to handle all context queries. Regarding the
other devices in the PSS, context queries canno
always he handled locally and must thus be
forwarded to the appropriate device for further
processing.

i

the CM framework comprises twaTherefore,

manages

\

The first two approaches would be sufficient foefi PSSs,
however, scalability, in terms of processing, sgeraremote
communication and, power consumption, would besane for
PSSs where both fixed and mobile node devices rara\vied.
we consider the hybrid distributed-caiged
approach as more appropriate for Persist.

In the hybrid approach, all devices within a PS8tiibute to
collecting context information and are assignedediit roles
based on their capabilities. The following rolesvénabeen
distinguished:

« Master device A single device within a PSS, usually
one with server capabilities, i.e. high procesgoger
and storage capacity, is elected as the mastecaldvi
aggregates context information from all deviceshef
PSS and is responsible for maintaining HoC data in
order to support inference of current and future
context. Being the core of the CM framework, this
device is intended to be always on.

Slave deviceApart from the master device, every PSS
may have one or more slave devices which contribute
to the collection of contextual data. Slave devices
periodically send collected data to the master dhe.
the master device becomes unavailable, a slave one
may be elected in replacement.

Home device A device is considered home for a
particular piece of context information if the &attis
relevant to this device only.

For example, Attributes which are derived from eomt
sources attached to a PSS device, have that partidevice as
their home one.

Nevertheless, it should be highlighted that statimtext
information, as defined in 4, is fully distributeéd the hybrid
approach too.

e j_d| entity |type by
P 1| user name i : HE
i 3| user reference! & 1| user nans ; 53\‘
; B : ,S 2| user logation 18
: 5| Laptop| lecation & 2| user preference g .
O — | handheld| lecation ;E: B
1 :M

ig

fh

Slave device

Office Laptop Slave device;
' Handkebi
PSS owner
Y
1
v ‘
Y .
T = N T —— . g
. EE - 4
R -oid | entity | type E 4
“ L
1| user name ¥
2 | user location |
3 | user preference iy
4 | desktop | location 'E
e Master device 3 | Laptep J_ocatJ._on ,§
“\Home Deskiop & [ handheld | location -§
R
v <1

t Figure 3. Example context data dlstrlbutlon within a PSS

Replicating this type of context information in d#tvices of a

PSS ensures that it will be available even whemtaster device

s currently unreachable. Furthermore, any of fbesanentioned



device roles may additionally be flagged as activendicate
that this is the device the PSS owner is curreimtgracting
with. As the active device is more likely to intetravith other
personal smart spaces, dynamic context informatian be
cached on that particular device in order to imprathe
responsiveness of the CM framework.

Figure 2, illustrates a rather simple example aitert data
distribution across the device nodes of a PSS utisehybrid
distributed/centralised context management approach

In this example, the user’s desktop computer has le¢ected
as the master device. As the user is currently dveary both his
home and the office, his handheld computer is clamed the
active device.

Thus, apart from his static context information efus
preferences) and the device-specific data (handbeddion), the
CM of this device additionally stores dynamic comtex
information (user location). The master device, &osv,
aggregates context information from all device rsodéhin this
PSS.

6 CONCLUSIONS

The scenarios discussed show how useful persodaisevices
can be in a Personal Smart Space (PSS). The deliver
personalised services relies on the implementaifoa context
management subsystem so that services can utilisext data
to interact with the user at the appropriate tinmg an the
appropriate way, personalised to the user's remeinés. The
context management subsystem must gather and #hige
context data and must also maintain a context tyigtoorder to
provide data to other components that provide Iegrrand
reasoning functionality.

A key research focus of the Persist project isdliraination
of islands of pervasiveness where a user has nesscto
personalised context information while disconnecfemm a
fixed smart space so it is necessary to store gbirteormation
on each device in a user's PSS. Current device atiomiis
prevent the replication of all context informati@tross all
devices and it was with this limitation in mind tha hybrid
approach was chosen in which each device storesexdon
information that is relevant to that device as wadl static
context information, while a master device storemtext
information from all devices in addition to contexstory. The
complete set of context information is available tbe master
device to support algorithms that perform learrand reasoning
for the PSS and a limited set of context is avélain slave
devices to allow services to access context infionaeven
when the device is separated from the rest of tB8.RVhen
context information is not directly available orettevice or in
other devices in the PSS, it can be inferred.

The combination of distributed context informatiavith
personalised context aware services allows theseg@n of a
truly useful personal smart space that accompamipsrson as
they move between smart locations.
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