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Abstract—The maximum obtainable resolution of a strip-map synthetic aperture radar (SAR) system can be retained by simply avoiding weighting, or tapering, data samples in the along-track compression process. However, this will lead to hazardous artifacts caused by strong sidelobes of the corresponding adjacent scatterers whose interference might severely weaken the desired targets or even introduce false targets. On the other hand, some residual artifacts, even after tapering process, may still deteriorate the quality (contrast) of the SAR image. These issues can be remedied by applying the so-called CLEAN technique, which can mitigate these ill-effects in strip-map SAR imagery while maintaining the maximum resolution. This, indeed, is carried out as a post processing step, i.e., after the azimuth compression is accomplished, in the SAR system. The objective of this paper is to extend the CLEAN technique to strip-map SAR system to produce high-quality images with the most important one is the deterioration of resolution which might be intolerable if the super resolution is desired. On the other hand, even though side-lobe levels (in particular the first one) are suppressed, the remaining artifacts can still have enough SNR, opposed to the weak scatterers, to affect the quality of the SAR image. Such circumstances mainly occur in long aperture, both synthetic and real one.

The CLEAN technique, first introduced for non-coherent radiation fields in radio astronomy [6], has been extended to long phased array imaging systems, which use coherent radiation fields, to tackle artifacts without any loss in resolution [1]. This latter technique, proposed for non-SAR imaging systems, is based on the assumption that the target consists of a set of isolated and point-like scatterers. Extended targets, i.e., contiguous ones such as dihedral scatterers, are not considered in the algorithm.

In this paper, we extend the coherent CLEAN to strip-map SAR imagery. The algorithm is developed in two dimensions and it covers largely distributed and contiguous scatterers in both range and along-track dimensions in addition to point-like scatterers. In other words, the CLEAN technique based on two-dimensional (2-D) feature extraction of distributed scatterers (as opposed to point scatterers), is going to be described. This is in fact the extended version of the two-dimensional CLEAN technique employed for feature extraction of point-like scatterers in inverse SAR (ISAR) autofocus approach reported in [4]. The mathematical procedures of non-linear least square (NLS) algorithm, presented for extracting features of both trihedral and dihedral reflectors, in one and two dimensions, are found to be of great use in the signal modeling step of the proposed algorithm [2]. However, those excessive iterations, associated with the NLS algorithm, are avoided.

The details of the proposed technique are explained in the following section. In the third section, an experimental example is demonstrated to guarantee the performance of this algorithm in eliminating artifacts without degrading the resolution. Finally, a few concluding remarks are made in the fourth section.
2. THE CLEAN ALGORITHM

The block diagram of the CLEAN algorithm for strip-map SAR is depicted in Fig.1. The process begins with the focused image, i.e. after the compression is performed in azimuth. Since the ultimate along-track resolution is desired, the aperture samples are not tapered (or weighted by window functions such as Hamming window prevalent in SAR processing) throughout the azimuth compression. The quality as well as dynamic range of the resultant image, therefore deteriorates around target areas due to artifacts arisen from side lobes. Similar to the CLEAN process in [1], the 2-D features of the brightest spot (or zone) on the focused image, need to be extracted. This is accomplished by the modified and extended version of NLS algorithm [2] (for solely one scatterer at a time), described in details later on. Here, it is assumed that the brightest spot is a real target and not an artifact, otherwise the process will fail (this, indeed, is the basic assumption in the CLEAN algorithm [1]). The complex samples of the extracted scatterer are stored in a different variable. The impulse response (the amplitude pattern) of the whole SAR system including SAR geometry and two-way half-power beamwidth (HPBW) of the antenna is to be determined to estimate the pattern of sidelobes imposed by the radar system as well as by the SAR processor. The 3-dB mainlobe can be considered to be of Gaussian form with a certain angular resolution dictated by the antenna’s parameters. In other words, the impulse response of the SAR system is an image produced by an ideal point source (i.e. stationary, coherent, and strong point reflector with unit amplitude) [3]. Afterwards, the amplitude pattern must be shifted to the correct along-track position, already estimated by 2-D NLS and then multiplied by the complex samples of the strongest target expanded in range but regarded as a point-like scatterer in azimuth. In general, the system impulse response must be convolved with the target reflectivity function, instead of performing shift and multiplication (encircled by dashed lines in Fig.1), in order to obtain the final along-track pattern (including both mainlobe and sidelobes) of the corresponding target in the image domain [3]. However, for the sake of simplicity, the target is treated as a coherent point-like scatterer in azimuth, irrespective of its range extension, which implicitly means that the resolution as well as the overall impulse response is
manipulated and, therefore, determined by the SAR system. Now, the 2-D complex samples of the estimated pattern associated with the brightest spot (or small zone), must be subtracted from the complex image. In contrast to [1], herein, the subtraction, or CLEANing, is performed in image domain rather than in the aperture domain (or equivalently in the field domain). After subtraction, the new image is devoid of the strongest scatterer and its sidelobes. By following the previously stated steps, the next brightest point is similarly searched for and processed. The iterative CLEAN can continue down to the noise floor. However, it is highly likely that the CLEAN process fails to function properly, e.g. it might introduce false targets to the new image, due to low signal to noise ratio (SNR) of weak sources whose respective impulse responses are affected severely by the available noise in the radar system. In this paper, the iterative process is simply terminated when the residual energy, i.e. the energy of the image left after several subtractions, violates a preset energy threshold (a certain percentage of total energy in the primary image) and/or the number of iterations fulfils a desired number of scatterers. Alternatively, one may set the thresholds, relative and absolute ones, developed in [1] based on both SNR and the variance of the phase error introduced by the imaging system, propagation anomalies, multipath, etc.

In addition to the SNR, the coherency of the target during the SAR illumination, or integration interval, can limit the performance of the CLEAN algorithm. It is also worth to note that the phase error in SAR must be estimated and properly included in determination of the impulse response of the whole system (see [3]) before it is proceeded with the convolution and subtraction. Since the phase error (multiplicative noise) controls the properties associated with mainlobe and sidelobes (their positions, their widths, and their relative amplitude levels) [7], its variance, if high, can make the CLEAN technique appear totally ineffective unless it is either mitigated or estimated and involved in the CLEAN process. The corresponding step related to phase error, however, is not included in Fig.1, because it is assumed to be negligible.

In the following, 2-D NLS algorithm is formulated in general form, similar to [2]. However, this algorithm is intended to be used for feature extraction of a single scatterer at each iteration of CLEAN.

The measured samples \( y(m,n) \) in along-track and range dimension (denoted by variables \( m \) and \( n \), respectively) can be expressed as

\[
y(m,n) = s(m,n) + v(m,n) \quad m = 0, 1, \ldots, M-1 \quad , \quad n = 0, 1, \ldots, N-1
\]

where \( v(m,n) \) are the 2-D complex samples of noise and \( s(m,n) \) are the model-based samples given as

\[
s(m,n) = \sum_{k=1}^{K} \alpha_k g_k(m) h_k(n) \quad (2)
\]

In the above equation, \( g \) and \( h \) for the \( k \)th scatterer are

\[
g_k(m) = \exp(j2\pi PRI \cdot f_{a_k} m) \times \exp(-\frac{\pi^2}{4 \ln 2} [PRI \cdot \Delta_{a_k} \cdot (m - d_{a_k})]^2) \quad (3)
\]

\[
h_k(n) = \exp(j2\pi RSI \cdot f_{r_k} n) \times \exp(-\frac{\pi^2}{4 \ln 2} [RSI \cdot \Delta_{r_k} \cdot (n - d_{r_k})]^2) \quad (4)
\]

where \( PRI \) and \( RSI \) stand for the pulse repetition interval (sampling interval in cross range) and the range sampling interval, respectively, and \( k \) is defined as the number of scatterers. Moreover, \( \alpha_k \), \( \{ f_{a_k}, f_{r_k} \} \), \( \{ \Delta_{a_k}, \Delta_{r_k} \} \), and \( \{ d_{a_k}, d_{r_k} \} \) are the complex amplitude, 2-D frequency center , 2-D spectrum width, and 2-D delay of the \( k \)th scatterer respectively. Subscripts “a” and “r” are representing azimuth and range, respectively.

We use bold letters \( y \) and \( G_k \) to represent \( M \times N \) matrices. The Non-Linear Least-Squares (NLLS) estimate of the target features are obtained by minimizing the following cost function

\[
C_1(\{ \alpha_k, f_{a_k}, f_{r_k}, \Delta_{a_k}, \Delta_{r_k}, d_{a_k}, d_{r_k} \})_{k=1}^{K} = \| y - \sum_{k=1}^{K} G_k \alpha_k \|_F^2
\]

in which “\( \| \cdot \|_F \)” denotes Frobenius norm and

\[
G_k = g_k \times h_k^T
\]

\[
g_k = [g_k(0) \quad g_k(1) \quad \cdots \quad g_k(M-1)]^T
\]

\[
h_k = [h_k(0) \quad h_k(1) \quad \cdots \quad h_k(N-1)]^T
\]

The cost function \( C_1 \) is a non-linear function of all parameters except \( \alpha_k \). Thus, rather than trying to solve for all parameters simultaneously, an iterative approach is used, where the parameters of one scatterer are considered at a time. Assume the parameters of all scatterers but the \( k \)th are known (or previously estimated). Minimizing \( C_1 \) with respect to \( \alpha_k \) then yields its estimate \( \hat{\alpha}_k \) which is
\[ \hat{a}_k = \frac{g_k^H y_k \overline{h_k}}{\|g_k\| \|h_k\|} \]  \tag{9} 

where

\[ y_k = y - \sum_{i=1, i \neq k}^{K} \alpha_i G_i \]  \tag{10}

“\(H\)” denotes the Hermitian matrix operation and the overbar represents complex conjugate. Besides, “\(\|\|\)” denotes Euclidean norm.

By inserting (9) into (5) and performing some simplification, a new cost function \(C_2\) is to be maximized over the rest of unknown parameters of \(k\)th scatterer in order to realize the minimization of \(C_1\) over the same parameters, i.e.

\[ C_2(f_{a_k}, f_{r_k}, \Delta_{a_k}, \Delta_{r_k}, d_{a_k}, d_{r_k}) = \frac{\|g_k^H y_k \overline{h_k}\|^2}{\|g_k\| \|h_k\|} \]  \tag{11}

Since at each iteration of CLEAN process only one dominant scatterer is searched for, \(K\) is equal to one and \(y_k\) is replaced by \(y\). To maximize (11) in general, a six-dimensional search over the parameter space is required. To accomplish this, we follow the alternating procedure [2] in which one parameter estimate is updated while the rest are considered fixed. Note that the 2-D frequency center \(\{f_{a}, f_{r}\}\), can be readily estimated by finding the peak location of the 2-D fast Fourier transform (FFT) of the 2-D function \(P\), when the other parameters remain constant.

\[ P = (g_0, [1]) \otimes y \otimes ([1], h_0) \]  \tag{12}

\(g_0\) and \(h_0\) are the vectors \(g\) and \(h\) calculated at center frequencies \(f_a\) and \(f_r\) set to zero, respectively. In (12), “[1]” is defined as a column-wise unit vector with length \(L\) and “\(\otimes\)” denotes element-by-element matrix multiplication. Here zero padding prior to the 2-D FFT is necessary for higher accuracy.

To accelerate the estimation process, which is quite tedious and time-consuming, the spectral widths \(\{\Delta_a, \Delta_r\}\) are roughly determined via 3-dB bandwidth of the above-mentioned function \(P\) over the 2-D frequency spectrum as it is done by the fast Fourier transform based (FFTB) algorithm outlined in [2]. Eventually, the delays \(d_a\) and \(d_r\) are estimated by golden section search algorithm (using the corresponding MATLAB function) and a simple time-domain search (not interpolated, therefore its accuracy is limited by sampling interval), respectively, to maximize \(C_2\).

Throughout the search process, a few iterations might turn out to be necessary to gain a better estimation of the parameters.

3. AN EXPERIMENTAL EXAMPLE

The experimental data, exploited in this section, have been collected by SELEX-SI Gematronic Inc. using a ground-based rotating Doppler weather radar with a small antenna [8]. The corresponding antenna has a wide horizontal beamwidth and it has been installed on a fairly large platform and therefore, it has been capable of producing a quite long synthetic aperture with an integration time around 700 ms.

One of the objectives of this setup is to take advantage of the circular path of the sensor, which can be thought of as a strip-map CSAR, to produce high resolution and clear images of the far-distance ground clutter affecting desired targets

As plotted in Fig.2, the azimuth impulse response of the CSAR system (without applying any weighting function, depicted by the dashed line) has quite high SLLs. Although they are suppressed by applying a Hamming window to the samples prior to coherent integration, the tapered impulse response (plotted by the solid line in Fig.2) still suffers from remaining side-lobes, not to mention the fact that the resolution has deteriorated.

Figure 2 – The impulse response of the SAR system with and without tapering

Based on a collaborative project between SELEX-SI and DLR
Fig. 3 (a) and (b) illustrate SAR images, containing strong clutter on the ground, obtained by using FFT and windowed FFT, respectively. It is easy to notice that the quality of the SAR image, even after windowing, is still poor due to strong artifacts.

The improved images using the CLEAN technique outlined in Fig.1 with $\beta$ (a portion of the total signal energy available in the primary image) equal to 0.2 and 0.15, are shown in Fig. 3 (c) and (d), respectively. It is apparent that the contrast as well as dynamic range around the target areas is increased considerably. In other words, the several adjacent targets can now be better identified and distinguished from one another. In addition, the resolution remains intact, as anticipated. For clarification, a few along-track samples of both SAR and CLEANed SAR, at some specific range bins, are depicted in Fig.4. In one of the plots, the constructive interference of sidelobes associated with a couple of strong adjacent scatterers, has created false targets and also it has caused a break-up in one of the targets. These strong artifacts, as an example, are encircled with a dashed line in Fig.4.

Since the current paper basically aims at the extension of the CLEAN algorithm and its new implementation, here, also for the sake of simplicity, a constant threshold is defined based on the residual energy left out of the CLEAN process rather than moving-level thresholds investigated in [1]. Indeed, the deeper the CLEAN process proceeds, the more targets are detected with lower SNR and a higher probability of false target detection as well. In an attempt to find out the thresholds in [1], the dominant phase error will be the aperture-dependent phase error, the platform motion perturbation and the error introduced by propagation effects. The variance of this phase error and the SNR of the detected target affect the threshold level at each iteration of the CLEAN algorithm.
4. CONCLUSIONS

In this paper, the new and simple extension of the CLEAN technique to strip-map SAR has been studied. The algorithm has been proposed in two dimensions. A modified 2-D parameter estimation has been developed via NLS algorithm to determine the important parameters involved in the CLEAN process. The impulse response of the SAR system specifies the azimuth pattern consisting of main lobe and side lobes, as long as the SNR is high enough and the system is devoid of serious phase errors.

An experimental example has been demonstrated to verify that the image quality and dynamic range has been improved by this extended CLEAN algorithm, while the maximum resolution has been preserved. Besides, the new application to strip-map CSAR has been investigated.
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