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#### Abstract

A numerical method is described for analysis of the response of internal structures in the vessel of a pressurized water reactor to a sudden depressurization ("blowdown"). The three-dimensional geometry and fluid-structure interactions are taken into account. Potential flow is assumed for a compressible fluid with constant speed of sound which is appropriate for subcooled water. Any linear-elastic dynamic model in terms of a finite number of degrees of freedom can be employed for the internal structure, in particular the core barrel; here the model "CYLDY2" is implemented. An implicit and stable timedifferencing scheme is used. Spatially, finite differences or spectral approximations are introduced. The resultant set of linear equations is solved efficiently by means of fast elliptic solvers and the capacitance, or influence, matrix technique. The resultant code, FLUX2, is applied to predict the dynamics in case of the planned HDR experiment. A sensitivity analysis shows that truncation errors can be kept sufficiently small. By comparison of results with and without fluid-structure interactions it is found that the coupling has an essential effect on the resultant maximum stress.
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## 1. Introduction

A sudden break of one of the pipes through which the coolant is fed into the vessel of a pressurized water reactor (PWR) would cause a rapid depressurization and blowdown of the initially subcooled water inside the vessel. The transient pressure field imposes large forces on the vessel's internal structures. In particular the core barrel (see Fig. 1) must resist these loadings so that normal shutdown and emergency cooling of the core (not shown in Fig. 1) remain possible. It will be shown that for realistic evaluation of the core barrel deformations one has to account for the fluidstructure interactions. In this paper a numerical method is described that simultaneously computes the fluid and core barrel motion. The method has been implemented in a PL/1 computer code named FLUX2.

Because of the three-dimensional geometry and the coupled motion, such a simulation is expected to require a very large amount of computing time unless


Fig. 1. Schematic picture of the depressurization and deformation sequence [5].
suitable simplifications and efficient numerical methods are employed. It will be shown that sufficient accuracy is obtained for time steps which are much larger (10 to 20 times) than those required for stability in an explicit scheme. An implicit and stable time integration scheme will be described which requires only about twice the computing time of an explicit scheme. Therefore, the implicit scheme is more efficient than an explicit one. Also, an implicit scheme allows to treat incompressible fluid flows as well as compressible ones.

In an implicit scheme, the main computing time is spent in solving the resultant set of equations at each time step. If the fluid model is chosen properly, the set of equations for the flow variables has the form of Helmholtz' equation

$$
\begin{equation*}
\operatorname{div} \operatorname{grad} p-\lambda^{2} p=q \tag{1}
\end{equation*}
$$

On a rectangle with boundary conditions of constant type along each side, this is a separable elliptic partial differential equation. On a regular rectangular mesh and with second-order finite differences, the resultant set of linear equations is of a form which can be treated directly and very efficiently by means of a "fast elliptic solver" [1]. For specific problems fast elliptic solvers have been shown to perform typically 50 times faster than standard iterative methods [1]. On irregularly shaped regions fast elliptic solvers can be employed by means of an "influence matrix technique" (commonly termed "capacitance matrix technique") [1, 2]. In the present context the influence matrix technique (IMT) is used not only to account for geometrical irregularities but also for the coupling to the structural equations.

In order to achieve the type of partial differential equations amenable to the direct solution scheme, the fluid motion is modeled as compressible potential flow with constant velocity of sound. The assumption of potential flow reduces mainly the storage requirements because the scalar potential variable replaces three velocity components as integration variables. The nonlinearity represented by the kinetic
energy of the fluid, which is of great physical importance [3, p. 15], is not neglected. Because of this nonlinearity, at each time step a separate Poisson equation (Eq. (1) with $\lambda^{2}=0$ ) is to be solved. For this purpose the method used for the implicit pressure equation can be used as well. Otherwise the fluid is treated as an acoustical medium. Such a model is appropriate for the subcooled flow regime in the initial part of the blowdown (typically up to 100 msec ) in which the largest structural deformations appear. The flow boundaries are rigid walls except for the core barrel, which is approximated as a thin linear-elastic cylindrical shell. The dynamics of this shell are described at present by the CYLDY2 model [4], which is based on Flügge's shell equations using analytical form functions and a variational principle. Coupling is accounted for with respect to the pressure loads on the structure and the normal shell velocities defining the flow boundary conditions at the (undeformed) interface.

Until recently the state of the art [5] approach for analysis of the structural deformations was such that the pressure field was calculated for rigid structures and the reaction of the structures was determined subsequently. This "decoupled" analysis procedure does not take into account the reduction of pressure differences due to alterations of flow volumes. Also it does not account for the enhanced effective mass of the coupled fluid-structure system so that the reaction to load peaks is overestimated. Finally the decoupled analysis implies that energy is transferred from the fluid to the structure but not vice versa. As a consequence, in cases where the frequency of the imposed oscillating fluid load is close to one of the several eigenfrequencies of the structure and the loading is applied for sufficiently many cycles, the amplitudes of the structural oscillations can grow virtually without limits unless a damping process (which is hard to define properly) is included. Therefore, the decoupled analysis is liable to overestimate the structural response. In physics, however, there are no oscillating external forces imposed on the coupled system other than the sudden break, which essentially causes a step-load for which the dynamical response is finite. So, the resonance problem is peculiar to the decoupled analysis and not at all relevant to the real physical behavior.

At present, several groups are developing coupling analysis tools for this problem and preliminary results have been published [6-14]. In some cases only the virtual fluid mass is taken into account [10,12]. Others resolve the fluid motion in the downcomer (see Fig. 1) only, for which " $2 \frac{1}{2}$-dimensional" models are in use [8, 9]. A three-dimensional model which accounts for two-phase flow properties has been developed at Los Alamos [13]. These methods are all based on iterative solution schemes. Taking the iterative method implemented in the " $2 \frac{1}{2}$-dimensional" code STRUYA [9] for reference, the present three-dimensional method has been found to be about 50 times faster [14].

The present investigation forms part of a more extended experimental and theoretical program in which the former HDR reactor is used as a test facility [5]. Figure 2 shows the test configuration in comparison to a commercial PWR of the 1200-MW size. The HDR-blowdown experiments are planned to be run in 1980/1981. The results will be used to verify the present and several of the above-mentioned codes and to compare their accuracy and efficiency. Here, the data of the HDR facility are used
for preliminary predictions and parameter studies. In the experiment the reactor core is not modeled; its mass is approximately represented by the mass ring at the lower end of the core barrel; see Fig. 1. Also shown in Fig. 2 is the geometrical model of the HDR used in FLUX2, which is expected to be an appropriate approximation.

This paper concentrates on the numerical method for solution of the model equations used in FLUX2. The validity of the model assumptions is justified partly


Fig. 2. Comparison between a typical pressurized water reactor, the HDR test-facility, and its geometrical representation in the code.
by order of magnitude estimates (see the Appendix) or by comparison to other codes [14]. The coupling model has been tested by comparing numerical results with anylytical solutions for one-dimensional linear cases [15] and with approximative formulas for the induced virtual fluid mass [3]. Also, the validity of the code FLUX2 has been assessed by comparison to experimental results as provided by the RS16-DWR5 experiment of Battelle [16]. In the experiment a blowdown of a vessel of $11-\mathrm{m}$ height and $0.8-\mathrm{m}$ diameter under PWR conditions is investigated. The general agreement between computed and measured results for pressure, strain, and mass flux values is good [17].

Sections 2 to 4 briefly describe the discrete equations used to model the coupled fluid-structure system. For details of derivation the reader is referred to Ref. [3]. The result is a large set of linear equations which is to be solved at every time step. In Section 5 the fast elliptic solvers are described by which this set can be solved directly and efficiently. Here, the influence matrix technique is essential and is applied on two levels, first to reduce the three-dimensional problem to a sequence of twodimensional ones and second to solve the set of equations for each two-dimensional plane with internal boundaries on a sequence of rectangular domains. In Section 6 results of a parametric study are reported which show sufficient convergence with respect to discretization errors, the high efficiency of the scheme, and the great importance of fluid-structure interactions in the case of the HDR.

## 2. The Basic Equations

### 2.1. Fluid

We assume:
potential flow (symbols are defined under Nomenclature)

$$
\begin{equation*}
\mathbf{u}=\operatorname{grad} \Phi \tag{2}
\end{equation*}
$$

a bulk friction force per unit volume as given by - $\kappa \mathbf{u}$, where $\kappa$ is an empirical coefficient. (By means of this model friction in the blowdown-pipe, which has been found to be important by comparison to an experiment [17], can be roughly accounted for. Such a friction force is irrotational and thus consistent with the assumption of potential flow as long as $\kappa$ is constant.)
an equation of state of the form

$$
\begin{equation*}
\left(p-p_{0}\right)=a^{2}\left(\rho-\rho_{0}\right) \tag{3}
\end{equation*}
$$

with constant speed of sound $a$.
small Mach numbers so that $\left(u_{\max } / a\right)^{2} \ll 1$.
With these assumptions Euler's momentum equation and the continuity equation result [3, Sect. A1] in a wave equation for the pressure $p$

$$
\begin{equation*}
\frac{1}{a^{2}}(\ddot{p}+\kappa \ddot{p})-\operatorname{div} \operatorname{grad} p=\operatorname{div} \operatorname{grad} E ; \quad E=\frac{1}{2} \rho_{0} \mathbf{u}^{2} \tag{4}
\end{equation*}
$$

The rate of change $\Phi$ of the potential is also determined by Euler's equation, the divergence of which can be expressed as

$$
\begin{equation*}
\operatorname{div} \operatorname{grad} \psi=\frac{-1}{\rho_{0} a^{2}}(\ddot{p}+\kappa \dot{p}) \tag{5}
\end{equation*}
$$

with an auxiliary potential

$$
\begin{equation*}
\psi \equiv \dot{\Phi}+\kappa \Phi \tag{6}
\end{equation*}
$$

### 2.2. Structure

The deformation $\mathbf{w}(\mathbf{x}, t)$ of the linear-elastic structure can be assumed to be expressible by

$$
\begin{equation*}
\mathbf{w}(\mathbf{x}, t)=\mathbf{v}(c(t), \mathbf{x}) \tag{7}
\end{equation*}
$$

in terms of a finite and holonomic [18, p. 40] set of modes $c=\left\{c_{i}\right\}$ ("generalized coordinates" [18, p. 39]). From Lagrange's equation of motion one gets the dynamical equations [18, pp. 45, 157]

$$
\begin{equation*}
\mathbf{M} \ddot{c}+\mathbf{D} \dot{c}+\mathbf{S} c=\neq \tag{8}
\end{equation*}
$$

where $\mathbf{M}, \mathbf{D}$, and $\mathbf{S}$ are the mass, damping, and stiffness matrices, respectively, and $\neq=\left\{q_{i}\right\}$ the modal forces due to the pressure acting in the direction $\mathbf{n}$ normal to the structure integrated over the surface $O$ :

$$
\begin{equation*}
q_{i}(t)=-\iint \mathbf{n} p(\mathbf{x}, t) \cdot \frac{\partial \mathbf{w}(\mathbf{x}, t)}{\partial c_{i}} d O . \tag{9}
\end{equation*}
$$

The details of $\mathbf{v}, \mathbf{M}$, and $\mathbf{S}$ are taken from the CYLDY2 model developed by Ludwig and Krieg [4]. In this model the core barrel is treated as a thin linear-elastic cylindrical shell, clamped at the upper end and attached to a rigid mass ring at the lower end. According to the symmetry with respect to the angle $\varphi=0$ the three components of the displacement $\mathbf{w}$ at the axial position $z$ and angle $\varphi$ are expressed as

$$
\mathbf{w}(z, \varphi, t)=\sum_{n=0}^{N} \sum_{m=1}^{M}\left\{\begin{array}{c}
F_{m}^{\prime(n)}(z) \cos (n \varphi) c_{3 m-2}^{(n)}(t)  \tag{10}\\
F_{m}^{(n)}(z) \sin (n \varphi) c_{3 m-1}^{(n)}(t) \\
F_{m}^{(n)}(z) \cos (n \varphi) c_{3 m}^{(n)}(t)
\end{array}\right\}
$$

The notation $c_{m}^{(n)}$ is an alternative to $c_{i}$ and accounts for the natural ordering with respect to azimuthal $(n=0,1, \ldots, N)$ and axial ( $m=1,2, \ldots, M$ ) modes. The axial form functions $F_{m}^{(n)}(z)\left(F^{\prime}=d F / d z\right)$ are taken as the eigensolutions of a vibrating beam. Because of the axial symmetry of the structure, $\mathbf{M}$ and $\mathbf{S}$ consist of block matrices $\mathbf{M}_{n, k}$ and $\mathbf{S}_{n, k}$ which are nonzero on the diagonal ( $n=k$ ) only. This property is of high importance with respect to the efficiency of CYLDY2 and FLUX2.

In FLUX2 a principal axis transformation

$$
\begin{equation*}
c=\mathbf{X} \theta \tag{11}
\end{equation*}
$$

is used, where the eigenvector matrix $\mathbf{X}$ and eigenvalue matrix $\boldsymbol{\Lambda}$ are defined by

$$
\begin{equation*}
-\mathbf{M X} \boldsymbol{\Lambda}+\mathbf{S X}=\mathbf{0} \tag{12}
\end{equation*}
$$

This eigenvalue problem is split into $(N+1)$ smaller problems for each azimuthal mode because of the block-diagonal form of $\mathbf{M}$ and $\mathbf{S}$.

The principal axis transformation results in a set of structural equations with diagonalized matrices (unit matrix instead of $\mathbf{M}$, eigenvalue matrix $\boldsymbol{\Lambda}$ instead of $\mathbf{S}$ ):

$$
\begin{align*}
& \ddot{b}+\boldsymbol{\Theta} \dot{\mathscr{O}}+\boldsymbol{\Lambda}=:  \tag{13}\\
& \imath \equiv \boldsymbol{\Lambda}\left(\mathbf{X}^{T} \mathbf{S} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \boldsymbol{q} \tag{14}
\end{align*}
$$

The damping matrix is defined according to common practice [18] so that $\Theta$ is a diagonal matrix:

$$
\begin{align*}
\boldsymbol{\Theta} & =\operatorname{diag}\left(d^{(2)}\right), & \boldsymbol{\Lambda} & =\operatorname{diag}\left(\lambda^{(i)}\right), \\
d^{(i)} & =2 s_{\text {damp }}^{(i)} \omega^{(i)}, & \omega^{(i)} & ==\left(\lambda^{(i)}\right)^{1 / 2} . \tag{15}
\end{align*}
$$

The parameter $s_{\text {damp }}^{(i)}$ is the equivalent viscous modal damping ratio for the $i$ th mode [19] and must be specified empirically. Structural damping is included in order to make parameter studies and adaption to experiments possible. In the integration scheme structural modes with eigenfrequencies $\omega^{(i)}$ above an input value $\omega_{\max }$ ( $\approx 2 \pi / \Delta t$ ) are neglected.

### 2.3. Boundary and Coupling Conditions

At walls the normal velocities and accelerations are set equal. This implies

$$
\begin{equation*}
\mathbf{n} \cdot(\dot{\mathbf{u}}+\kappa \mathbf{u}) \equiv \mathbf{n} \cdot \operatorname{grad} \psi=\mathbf{n} \cdot(\ddot{\mathbf{w}}+\kappa \dot{\mathbf{w}}) \tag{16}
\end{equation*}
$$

and because of Euler's equation

$$
\begin{equation*}
\mathbf{n} \cdot \operatorname{grad}(p+E)=-\rho_{0} \mathbf{n} \cdot(\ddot{\mathbf{w}}+\kappa \dot{\mathbf{w}}) \tag{17}
\end{equation*}
$$

For the kinetic energy per unit volume we use

$$
\begin{equation*}
\mathbf{n} \cdot \operatorname{grad} E=0 \tag{18}
\end{equation*}
$$

at all boundaries (which is exact at rigid walls). Such a boundary condition is required because for the structural loads we must know $p$ alone whereas in the fluid $(p+E)$ is the relevant unknown. The correct condition $\mathbf{n} \cdot \operatorname{grad} E=\rho_{0} \mathbf{n} \cdot[(\operatorname{grad} \Phi \cdot \nabla) \operatorname{grad} \Phi]$ would require one-sided difference approximations. The errors introduced by the approximation (18) are small as long as the normal wall velocities are small in comparison to the tangential ones in the fluid.

At openings one can either prescribe the pressure $p=p_{F}(t)$ or the normal velocity. Here, the former is specified in the form

$$
\begin{align*}
p_{F}(t) & =p_{0}+\left(p_{1}-p_{0}\right) f\left(t / \Delta t_{\text {break }}\right), \quad 0 \leqslant t<\Delta t_{\text {break }}  \tag{19}\\
& =p_{1}, \quad t>\Delta t_{\text {break }}
\end{align*}
$$

where $\Delta t_{\text {break }}$ is a measure of the break opening time and $f(\tau)$ an appropriately chosen function, e.g., a $\operatorname{ramp}\left(f(\tau)=f_{R}(\tau)=\tau\right)$ or a trigonometrical function $(f(\tau)=$ $\left.f_{T}(\tau)=\sin ^{2}(\tau \pi / 2)\right)$. As the present model cannot account for two-phase flow effects explicitly, the value $p_{1}$ is set equal to the local saturation pressure. This is known to be appropriate according to two-phase fluid models [14].

When the pressure field has been determined according to this boundary condition the velocity potential must satisfy the condition

$$
\mathbf{n} \cdot \operatorname{grad} \psi--\left(1 / \rho_{v}\right) \mathbf{n} \cdot \operatorname{grad} p
$$

It is easy to verify that the following integral relations are satisfied as required for consistency.

$$
\begin{align*}
\iiint_{V} \frac{1}{a^{2}}(\ddot{p}+\kappa \ddot{p}) d V & =\iiint_{V} \operatorname{div} \operatorname{grad}(p+E) d V=-\iiint_{V} \rho_{0} \operatorname{div} \operatorname{grad} \psi d V \\
& =-\iint_{\mathbf{n}} \cdot \operatorname{grad}(p+E) d S=\iint_{0} \rho_{0} \mathbf{n} \cdot \operatorname{grad} \psi d S \tag{20}
\end{align*}
$$

### 2.4. Initial Values

It is assumed that the fluid and structure are at rest initially, so that at time $t=0$ we start with

$$
(p, \dot{p}, \Phi, \mathbf{w}, \dot{\mathbf{w}})=\left(p_{0}, 0,0,0,0\right)
$$

although other initial values which satisfy the interface and consistency conditions are possible as well.

## 3. Time Discretization

One can view the given set of equations for the structural modes $\ell$ and the pressure $p$ as one dynamical equation for the unknowns $s \equiv(f, p(\mathbf{x}))^{T}$

$$
\begin{equation*}
\mathbf{M}^{\prime} \ddot{\jmath}+\mathbf{D}^{\prime} \dot{j}+\mathbf{S}_{j}^{\prime}=\vartheta^{\prime}\left(\Phi(t), p_{F}(t)\right) \tag{21}
\end{equation*}
$$

with suitable operators $\mathbf{M}^{\prime}, \mathbf{D}^{\prime}$, and $\mathbf{S}^{\prime}$. The right-hand side (r.h.s.) $y$ is a nonlinear function of the potential $\Phi$ (due to the kinetic energy) and a linear function of the prescribed boundary value $p_{F}(t)$.

For numerical integration of such equations the well-known Newmark method [20] can be used, which is constructed as follows. The time ordinate is divided into equidistant time steps $t^{n} \equiv n \Delta t$ for which $i^{n}$ approximates.$\left(t^{n}\right)$. Then we substitute

$$
\begin{align*}
& \because:=\left(1 / \Delta t^{2}\right)\left(\cdot^{n+1}-2 \cdot \cdot^{n}+\cdot^{n-1}\right)  \tag{22a}\\
& \vdots:=(1 / 2 \Delta t)\left(\cdot^{n+1}-\cdot^{n-1}\right)  \tag{22b}\\
& :=\beta \cdot \sigma^{n+1}+(1-2 \beta) \cdot^{n}+\beta \cdot s^{n-1} . \tag{22c}
\end{align*}
$$

For $\beta>0$, this results in an implicit scheme with respect to $\overleftarrow{\sigma}^{n+1}$. On the r.h.s. the nonlinear part is treated explicitly:

$$
\begin{equation*}
z^{\prime}\left(\Phi(t), p_{F}(t)\right):=\eta^{\prime}\left(\Phi\left(t^{n}\right), \beta p_{F}\left(t^{n+1}\right)+(1-2 \beta) p_{F}\left(t^{n}\right)+\beta p_{F}\left(t^{n-1}\right)\right) \tag{23}
\end{equation*}
$$

The Newmark scheme is second-order accurate, free of damping, and (for the linear case with neglected kinetic energy) unconditionally stable if $\frac{1}{4} \leqslant \beta \leqslant 3$
[20; 3, Sect. A2]. We use $\beta=\frac{1}{4}$ in the integrations. No instabilities due to the explicitly treated kinetic energy have been encountered.

Once the new pressure value $p^{n+1}$ is known, one can integrate Eq. (5) and compute the new potential $\Phi^{n+1} \equiv \Phi\left(t^{n+1}\right)$ from Eq. (6) in discrete form:

$$
\begin{equation*}
\left(\Phi^{n+1}-\Phi^{n}\right) / \Delta t+\kappa \Phi^{n \div 1}=\psi^{n} \equiv \psi\left(t^{n}\right) . \tag{24}
\end{equation*}
$$

This scheme is again unconditionally stable in the linear case but only first-order accurate. Its reduced accuracy is tolerable because it influences the solution vector a by means of the kinetic energy only.

In order to proceed from one time step to the next, one has to solve the implicit equations for $\varsigma^{n+1}$ and thence for $\psi$. In both cases this involves a Helmholtz equation for the fluid variables; see Eq. (1). The Helmholtz parameter $\lambda^{2}$ is

$$
\begin{equation*}
\lambda^{2}=(1+\kappa \Delta t / 2) /\left(\beta a^{2} \Delta t^{2}\right) \tag{25}
\end{equation*}
$$

in case of the pressure, and zero in case of the potential so that in the second case essentially a Poisson equation [1] has to be solved. As a result of time discretization the solution of the hyperbolic wave equation (4) for the pressure in space and time is obtained from a sequence of elliptic equations in space and thus becomes tractable by fast elliptic solvers.

## 4. Space Discretization

Spatial discretization has to be introduced with respect to the Helmholtz equations for the pressure and the potential (we concentrate on the former from now on) and for the coupling to the structure. Because of the complex geometry, the details (as given in [3]) are very lengthy to write up and not given here.

### 4.1. Partitioning into Vessel and Pipe Domains

Whereas the vessel domain has to be treated as strictly three-dimensional (3D), a one-dimensional (1D) approximation suffices for the broken pipe. This has been suggested by comparing 1D and 2D potential flow solutions for incompressible fluid flow in the nozzle [21] as well as results of 1D and 2D computations for this domain with the two-phase flow analysis code DRIX-2D [14]. Accordingly, the fluid domain is subdivided as sketched in Fig. 3. The vessel solution is termed $p(\mathbf{x})=p(r, z, \varphi)$, the pipe solution is $p(\mathbf{x})=p_{S}(r)$. In order to have Neumann boundary conditions at the vessel boundary everywhere, the interface condition will be formulated in terms of the normal gradient $g_{D}=\mathbf{n} \cdot \operatorname{grad} p$ at the interface and the surface mean pressure $p_{D}$ at the nozzle.


Fig. 3. Partitioning into vessel and pipe domain.

### 4.2. Separation into a Set of Two-Dimensional Problems

If the interface value $g_{D}$ were known, the remaining 3 D "vessel problem" could be separated by means of a cosine transformation into a set of separated 2D Helmholtz equations. This is possible for the following reasons: linearity of the equations, axisymmetry of the geometry, angular independence of the type of boundary conditions (Neumann boundary condition at the vessel wall and at the nozzle), and the planar symmetry of the boundary values with respect to the angle $\varphi=0$. The discrete cosine transform of Eq. (1) is

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \hat{p}_{n}}{\partial r}\right)+\frac{\partial^{2} \hat{p}_{n}}{\partial z^{2}}-\left(\frac{\lambda_{n}^{2}}{r^{2}}-\lambda^{2}\right) \hat{p}_{n}=\hat{q}_{n} \tag{26}
\end{equation*}
$$

where $\lambda_{n}{ }^{2}=n^{2}$ if the azimuthal derivatives are approximated according to the Fourier approximation and $\lambda_{n}{ }^{2}=2(N / \pi)^{2}[1-\cos (n \pi / N)]$ if second-order finite differences are used (usually we use the former). The carets denote cosine series coefficients ( $\hat{p}_{n}=\hat{p}_{n}(z, r)$ ).

### 4.3. Spatial Discretization of the $2 D$ and $1 D$ Problems

The $r-z$ planes of the vessel are covered by a grid as plotted in Fig. 4. The grid is regular (unlike the grids which would be used in finite-element approximations) in order to allow for application of fast elliptic solvers. The grid lines by construction coincide with boundary lines. The symmetry line forms the middle of the first column of cells. The cell mean pressure value $p_{i j k}$ is assigned to the cell midpoint as on a staggered grid (see Fig. 5).

By means of Gauss' integral theorem one obtains a relation between the mesh mean values and the average normal gradients at the cell boundaries. In the inner fluid domain, the gradients are approximated by second-order finite differences in terms of the values $p_{i j k}$ in the adjacent cells. At boundaries, however, the normal gradients are either known (e.g., zero at rigid walls) or expressible in terms of normal structural accelerations; see Section 4.5.

The 1D Helmholtz equation for the pipe domain is even simpler and is approximated in an analogous manner.

$\times P_{i j k}$
$\otimes$ irregular cell, 2D
$\triangle P_{s, i}$

* irregular cell, 3D

Fig. 4. The mesh grid.


FIG. 5. The variables as allocated on a staggered grid cell.

### 4.4. Interface Condition at the Nozzle

At the nozzle one or several mesh cells (ijk) with $i=M_{V}$ (see Fig. 4) of the vessel are in contact with the pipe cross section. Let us define a coefficient $\alpha_{j k}$ expressing the ratio of this contact area to the outer surface area $R_{V} \Delta \varphi \Delta z_{j}$ of the vessel cells. As illustrated in Fig. 6, the cross section of the "pipe" may be arbitrarily shaped, so that, e.g., a slit in the vessel can be treated as well as a circular pipe. With this definition, the normal gradient $g_{D}$ in the cell (ijk) attaching the interface is expressed by finite differences as follows:

$$
\begin{equation*}
g_{D, j k}=\alpha_{j k}\left(p_{s, i+1}-p_{i j k}\right) / \Delta r_{i+1 / 2}+\left(1-\alpha_{j k}\right) g_{V, j k} ; \quad i=M_{V} \tag{27}
\end{equation*}
$$

The variable $p_{s, i-1}$ is the first discrete value in the pipe. The gradient $g_{V, j k}$ can be used to account for a flexible vessel wall but is set to zero here.


FIG. 6. Example of possible unconventional pipe cross section; the quantities $\alpha_{j k}$ equal the fraction of individual mesh cell areas in contact with the pipe cross section.

The boundary value $p_{D}$ used for the pipe is consistently expressed by a weighted mean of the discrete values in the vessel-mesh-cells adjacent to the nozzle:

$$
\begin{equation*}
p_{D}=\left(\sum \alpha_{j k} p_{i j k}\right) /\left(\sum \alpha_{j k}\right) ; \quad i=M_{V} \tag{28}
\end{equation*}
$$

If a 2 D or 3 D grid should be used for the pipe, the interface conditions could be generalized in a straightforward manner.

### 4.5. The Spatially Discretized Structural Deformations

The core barrel is in contact with the fluid for $N_{F}$ fluid cells in each azimuthal plane (see Fig. 7). We denote these cells by indices ( $j k$ ), $j=1,2, \ldots, N_{F} ; k=0,1, \ldots, N$. In the program we make use of the fact that the core barrel is treated as a thin shell and the mass ring is rigid so that the normal deformations are equal on both sides of the structure.


Fig. 7. Numbering of the contact surface cells between core barrel and fluid region.

For the coupling, one has to relate the normal structural deformation $w_{n} \equiv \mathbf{n} \cdot \mathbf{w}$ (or acceleration) to the normal gradients $\mathbf{g}_{W} \equiv \mathbf{n} \cdot \operatorname{grad} p$ at the walls. For each mesh cell ( $j k$ ) we set

$$
\begin{equation*}
w_{n, j k}=\mathbf{n} \cdot \mathbf{v}\left(\kappa,\left(z_{j}, \varphi_{k}\right)\right) \equiv V_{j k, n} c_{n}, \tag{29}
\end{equation*}
$$

i.e., we use the structural deformation in the middle of the cell. Perhaps one should use the mean value of $\mathbf{n} \cdot \mathbf{v}$ in the cell area in order to be consistent with the gradients, which are defined as such mean values. However, this would inhibit easy exchange of different structural models with different form functions $\mathbf{v}(r, \mathbf{x})$. In obvious matrix notation one can formulate Eq. (29) as

$$
\begin{equation*}
\boldsymbol{w}_{n} \mathbf{V}_{c}=\tilde{\mathbf{V}} /, \quad \tilde{\mathbf{V}}=\mathbf{V} \mathbf{X} \tag{30}
\end{equation*}
$$

### 4.6. The Structural Loads Due to the Discrete Pressure Field

Equation (9), defining the structural loads $q_{m}$, can be approximated by

$$
\begin{equation*}
q_{m}=-\sum_{j=1}^{N_{F}} \sum_{k=0}^{N} p_{w, j k} V_{j k, m} O_{j k}, \tag{31}
\end{equation*}
$$

where use has been made of Eq. (29) and $O_{j k}$ is the contact surface of the mesh cell ( $j k$ ) and $p_{u, j k}$ is a discrete representation of the wall pressure. This wall pressure is computed from the pressure $p_{i j k}$ in the middle of the wall adjacent cell and a correction by means of the normal gradient $g_{w, j k}$ at the wall and the normal distance $\Delta x_{j k}$ to the mesh midpoint:

$$
\begin{equation*}
p_{w, j k}=p_{i j k}-g_{w, i k} \Delta x_{j k} \tag{32}
\end{equation*}
$$

The result

$$
\begin{equation*}
q_{m}=-\sum_{j=1}^{N_{F}} \sum_{k=0}^{N}\left(p_{i j k}-g_{v, j k} \Delta x_{j k}\right) V_{j k, m} O_{j k} \tag{33}
\end{equation*}
$$

can be expressed in matrix notation by

$$
\begin{equation*}
\boldsymbol{y}=-\left(\mathbf{R} / /-\mathbf{R}_{g_{w}}^{\prime}\right) \tag{34}
\end{equation*}
$$

and the transformed loads ; according to Eq. (14) are, e.g.,

$$
\begin{align*}
; & =\left(\tilde{\mathbf{R}} / \ell-\tilde{\mathbf{R}}^{\prime} \boldsymbol{g}_{w}\right),  \tag{35}\\
\tilde{\mathbf{R}} & =\boldsymbol{\Lambda}\left(\mathbf{X}^{\boldsymbol{T}} \mathbf{S} \mathbf{X}\right)^{-1} \mathbf{X}^{\boldsymbol{T}} \mathbf{R}
\end{align*}
$$

### 4.7. Symbolic Representation of the Equation System

Without going into the details it can be seen that the resultant equations are of the form

| I | 0 | 0 | $\mathrm{G}_{D}$ | $\mathbf{G}_{S}$ | $\\|^{\mathscr{F}_{D}}$ | $\left(\frac{i_{D}}{i_{0}}\right)^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | K | $-\mathbf{R}^{\prime}$ | R | 0 | 16 |  |
| 0 | $\mu \tilde{\mathbf{V}}$ | I | 0 | 0 | $g_{n}$ |  |
| N | 0 | W | L | 0 | $1 /$ | $p$ |
| 0 | 0 | 0 | D | $\mathbf{L}_{S}$ | fis | is |

The first line of this matrix equation expresses the interface condition, Eq. (27), between the normal gradient $g_{D}$ and the pressure values $\not / a$ and $\mu_{S}$ in the vessel and the pipe. $\mathbf{I}$ is a unit matrix. $\mathbf{G}_{D}$ and $\mathbf{G}_{S}$ contain only as many nonzero lines as there are vessel-grid-cells in contact with the pipe.

The second line is a consequence of the time-discretized structural equation (13). $\mathbf{K}$ stems from the mass, damping, and stiffness matrices according to the implicit scheme, $\tilde{\mathbf{R}}^{\prime}$ and $\tilde{\mathbf{R}}$ account for the loadings in terms of the gradients at the wall, $g_{r}$, and the pressure $/ \alpha$ in the vessel.

The third line represents the structure-fluid boundary condition, Eq. (17), after introducing time discretization and after spatial discretization as defined in Eq. (30); $\mu=\rho_{0} a^{2} \lambda^{2}$.

The fourth line contains the matrix $\mathbf{L}$ which is the discrete 3D Helmholtz operator acting on the discrete pressure values; $\mathbf{W}$ accounts for the gradients at the core barrel wall and $\mathbf{N}$ for the gradients at the pipe nozzle.

Finally, the fifth line represents the 1D Helmholtz operator; it is a tridiagonal matrix. The relation to the vessel values according to Eq. (28) is achieved by the matrix $\mathbf{D}$ which is nonzero in its first line only.

The different r.h.s. vectors account for the solution values at prior time steps, for the explicitly treated kinetic energy and for the boundary value $p_{F}(t)$.

For the potential $\psi$ a similar set of equations is to be solved, the coefficient matrix of which is obtained by deletion of the second and third lines and columns of the matrix in Eq. (36).

## 5. Solution Method

### 5.1. The Problem and Background

In order to perform the time-integration we have to solve Eq. (36) at each time step for the new pressure and deformation values and, subsequently, a similar system for the new potential values. These systems may well comprise several thousand unknowns. Classical direct solution methods, like Gaussian elimination, would require an excessive amount of computer time and storage. Iterative schemes suffer from the fact that the matrix is not guaranteed to be diagonally dominant, in particular if the shell is light. Also the common point iteration methods, which are appropriate for diffusionlike problems, are not suited for the present problem, where "information" is transported over long distances and from one side of the wall to the other by structural motions.

Subsequently, a direct solution method is described which makes use of the given structure of the coefficient matrix and employs the following tools:
(a) fast cosine transform algorithms to evaluate discrete cosine series according to Section 4.2 [22],
(b) a fast elliptic solver ("POISTP") for rectangular parts of the fluid region,
(c) the capacitance or influence matrix technique (IMT).

Some details concerning (b) and (c) are given below.

### 5.2. Tool 1: Fast Elliptic Solver POISTP

The PL/1-procedure POISTP is an extended version of the subroutines described in [23, 24]. It is amenable to the solution of the set of linear equations which arises from discretization of equations of the form

$$
\begin{equation*}
\frac{1}{a(r)} \frac{\partial}{\partial r}\left(b(r) \frac{\partial p}{\partial r}\right)-\lambda^{2}(r) p+\frac{\hat{c}^{2} p}{\partial z^{2}}=q(r, z) \tag{37}
\end{equation*}
$$

on 2D rectangles using $M$ grid points in the $r$ - and $N$ in the $z$-direction and either Dirichlet or Neumann boundary conditions. In case of Neumann conditions, the grid must be of staggered type. In the $z$-direction, equidistant grid spacings are required. The method is based on cyclic reduction. In contrast to its original Buneman version [25] in which $(N+1)$ must be equal to a power of 2 there is no such restriction on $N$ and $M$. The required number of operations is of the order $N M \log N$. In case of Helmholtz problems with large Helmholtz parameters $\lambda^{2}$ the coefficient matrix is strongly diagonally dominant. In such cases one can trade accuracy against efficiency.

At the cost of errors, which can be kept at the order of round-off errors, a truncated cyclic reduction scheme as proposed by Buzbee [26] is being used which allows reduction of the computation time typically to $30 \%$ [1]. The algorithmic details are given in [3, Sect. A3].

### 5.3. Tool 2: The Influence Matrix Technique

Fast elliptic solvers like POISTP are applicable to separable problems only. On irregularly shaped regions or for boundary conditions of varying type along the sides of the rectangle, the equations are no longer separable. However, for most of the grid cells, in particular the internal ones, the finite-difference equations are still of the same form as in the regular case. So most of the, say, $n \approx M \times N$, equations are of the same form as in the regular fast solvable case except for some $m \ll n$ equations which are due to grid cells adjacent to irregular boundaries.

For such problems the IMT allows one to solve the system with an order $O\left(\theta(n)+m^{2}\right)$ of operations, where $\theta(n)$ is the operation count of the fast solver. This well-documented technique [1,2,27] will be summarized briefly subsequently in order to define the notation.

Let a linear system $\mathbf{A} u=v$ be given, where $\mathbf{A}$ is an $n \times n$ matrix; let $\mathbf{A}$ be such that this problem-which we may call " $A$-problem"-cannot be solved efficiently using an existing fast elliptic solver but $\mathbf{A}$ is "similar" to a (nonsingular) matrix $\mathbf{B}$ for which a fast method may exist. The equation $\mathbf{B} x=y$ defines a " $B$-problem." "Similar" means that $\mathbf{A}$ and $\mathbf{B}$ are equal (eventually after some reordering) except for a few $m \ll n$ rows which we take as the first $m$ rows:

$\left(\mathbf{A}_{1}, \mathbf{B}_{1}\right.$ are $m \times n$ matrices, $\mathbf{A}_{2}$ is a $(n-m) \times n$ matrix). Similarly we split the r.h.s. vector

$$
v=\left\{\begin{array}{ll}
v_{1}  \tag{39}\\
- \\
v_{2}
\end{array}\right\} \quad \begin{aligned}
& m \\
& (n-m)
\end{aligned} .
$$

Then, the IMT requires precomputation of the influence matrix $\mathbf{C}$ (an $m \times m$ matrix)

$$
\mathbf{C}=\mathbf{A}_{1} \mathbf{B}^{-\mathbf{1}} \mathbf{W}, \quad \mathbf{W}=\begin{array}{|l}
\mathbf{I}  \tag{40}\\
\hline \mathbf{0}
\end{array} \quad \begin{aligned}
& m \\
& (n-m)
\end{aligned}
$$

( $\mathbf{I}=m \times m$ unit matrix). In general $\mathbf{C}^{-1}$ can be determined by solving $m B$-problems and performing its upper and lower triangular matrix ( $L-U-$ ) decomposition [27], which requires $O\left(m \theta(n)+m^{3}\right)$ operations.

The actual $A$-problem is solved by
(1) first solving a $B$-problem

$$
\begin{equation*}
\mathbf{B} \bar{\prime}=\imath \tag{41}
\end{equation*}
$$

(2) computing the residual vector $w$ resulting from the first $m$ rows of the $A$ problem

$$
\begin{equation*}
\omega^{\prime}=\mathbf{A}_{1} \bar{\prime}-\jmath_{1}, \tag{42}
\end{equation*}
$$

(3) perturbing the corresponding first $m$ components of $v$ according to $\mathbf{C}$ such that the solution of

$$
\begin{equation*}
\mathbf{B}_{u}=v-\mathbf{W C}^{-1} u \tag{43}
\end{equation*}
$$

gives the desired solution $u$ of the $A$-problem.
For proof see [2, 27]. Certain refinements [3] are used which will be mentioned briefly. The method can be defined also for cases where the $B$-problem covers more unknowns than the $A$-problem as is the case if the $B$-problem corresponds to a rectangular domain in which the irregular domain of the $A$-problem is embedded. If the matrices $\mathbf{A}$ and $\mathbf{B}$ are diagonally dominant then so is $\mathbf{C}$ and this fact can be used in a "truncated IMT" to reduce the required storage [28]. It is possible to apply this method to singular but consistent $A$-problems and $B$-problems as well [3, Sect. 4.3.3].

### 5.4. Application 1: Solution of the 2D Problems

The first application of these tools concerns the 2D problem which appears after cosine transformation of the 3D vessel problem as described in Section 4.2. The resultant set of equations can be written as

$$
\left[\left.\begin{array}{ccc}
\mathbf{K} & -\mathbf{R}^{\prime} & \mathbf{R}  \tag{44}\\
\mu \mathbf{V} & \mathbf{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{W} & \mathbf{L}
\end{array} \right\rvert\,\left\{\begin{array}{c}
e^{2} \\
y_{w} \\
\mu_{1}
\end{array}\right\}=\left\{\begin{array}{c}
i_{b} \\
\iota_{q} \\
i_{p}
\end{array}\right\}\right.
$$

where the entries result from cosine transform of the corresponding entries in Eq. (36) and are all dependent on the cosine mode under consideration.

This system cannot be solved with existing fast methods because of the irregular
structure of the coefficient matrix. If we call Eq. (44) the " $2 \mathrm{D} A$-problem" then we can apply the IMT by defining a " $2 \mathrm{D} B$-problem"

$$
\left|\begin{array}{ccc}
\mathbf{K} & \mathbf{0} & \mathbf{0}  \tag{45}\\
\mu \mathbf{V} & \mathbf{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{W} & \mathbf{L}^{\prime}
\end{array}\right|\left\{\begin{array}{c}
\bar{b} \\
\overline{\boldsymbol{g}}_{w} \\
\bar{l}
\end{array}\right\}=\left\{\begin{array}{c}
{\overline{x_{0}}}^{\bar{x}_{g}} \\
\bar{x}_{p}
\end{array}\right\}
$$

in which we have replaced $\mathbf{R}^{\prime}$ and $\mathbf{R}$ by zeros and $\mathbf{L}$, which corresponds to the discrete Helmholtz operator on the irregular 2D vessel domain, by a matrix $\mathbf{L}^{\prime}$ amenable to POISTP.

The matrix $\mathbf{L}^{\prime}$ is constructed such that it differs from $\mathbf{L}$ in as few rows as possible. If it differs in, say $m_{p}$, rows and if there are $m_{S}$ components in $\ell$ for this cosine mode then $m=m_{p}+m_{s}$ defines the size of the influence matrix $\mathbf{C}$ (each cosine mode has its own influence matrix). Often (for example, in the applications described in [1,24,27]) one defines $\mathbf{L}^{\prime}$ so that it corresponds to the 2D rectangle without internal boundaries. From Fig. 4 we see, however, that $m_{p}$ would be at least $2 \cdot N_{M}$ in this case and $N_{M}$ should be taken relatively large for good spatial resolution. In the present case, it is more efficient to subdivide the 2D domain into a set of rectangles as shown in Fig. 8 and to solve the system successively on the rectangles 1 to 4 . This requires change of the original equations only with respect to the grid cells at the boundaries


FIG. 8. Partitioning of the fluid domain into subrectangles with types of boundary conditions indicated.
of these rectangles as denoted in Fig. 4. In each subrectangle the remaining system corresponds to a Helmholtz problem with Neumann or Dirichlet boundary conditions as defined in Fig. 8. These systems can be solved with POISTP if $\Delta z_{j}=$ const in the regions 2 and 3 , respectively. The flexibility offered by POISTP with respect to boundary condition types and size of the grid is very important for this application. Another advantage of this subdivision into a sequence of rectangles is the fact that on each rectangle different values for the speed of sound can be used.

With these changes the $2 \mathrm{D} B$-problem is easy to solve by successive blockwise elimination because $\mathbf{K}$ and $\mathbf{I}$ are diagonal matrices.

### 5.5. Application 2: Solution of the 3D Problem

After having constructed a "fast solver" for the 2D problems as described above, which by means of fast cosine transforms solves the 3D vessel problem efficiently, the total " $3 \mathrm{D} A$-problem" given by Eq. (36) can be solved by again applying the lMT. This problem is a fast solvable one if the matrices $\mathbf{G}_{D}$ and $\mathbf{G}_{S}$ in Eq. (36) are replaced by zeros. This in fact requires the change of only a few rows of Eq. (36) because $\mathbf{G}_{D}$ and $\mathbf{G}_{S}$ (as stated above) contains only as many nonzero rows as there are vessel-meshcells in contact with the pipe (typically $\lesssim 10$ ). After this change, the solution of the first line of Eq. (36) is trivial. The second to fourth lines are solved thereafter by means of the procedure described above and the last line is treated finally by applying Gaussian elimination to the tridiagonal matrix $\mathbf{L}_{S}$. After the second solution of this "3D $B$-problem" (which involves four solutions of each 2D B-problem) according to the IMT we have the result we were looking for.

This solution method gives the exact solution of Eq. (36) except for round-off errors. The round-off errors are largest for zero Helmholtz parameter and a double-precision coding has been used to ensure small errors. For large Helmholtz parameters, which are typical for the coupled pressure-deformation problem, the round-off errors are very small and allow for application of the truncated cyclic reduction scheme and the truncated IMT mentioned above.

### 5.6. Flow of Control in the Program

The above methods are implemented in the PL/1 code FLUX2 which is structured as indicated below:
(a) Preparation.
process input,
define mesh grid,
get structural data $\mathbf{v}, \mathbf{M}, \mathbf{S}$, and $\mathbf{D}$ from a subroutine describing the structure and perform the principal axis transformation, compute the influence matrices
(1) for the pressure and deformation for each 2D problem, for the 3D problem,
same for the potential.
(b) Integration.
read or set initial values,
determine velocities and kinetic energy from the initial potential,
loop until end of time
$t:=t+\Delta t$,
set up r.h.s. for pressure and deformation,
solve 3D problem for new pressure and deformation values,
set up r.h.s. for the potential,
solve 3D problem for new potential values,
determine new velocities and kinetic energy,
save last results.
(c) Evaluate and plot the results.

Parts (a) to (c) are contained in single programs. Part (b) can be run in parts by a restart technique. For plotting the results, the subsystem GIPSY [29] of the CAD system REGENT [30] is being used.

## 6. Numerical Results

### 6.1. Case Specification

We present numerical results for case of the planned HDR blowdown experiment. The geometrical and physical parameters are given in Table I under reference to Fig. 9. Five different sets of discretization parameters, "grids," are used (N1 to N5); see Table II. The required computer times of the code FLUX2 for these cases are listed in Table III.

### 6.2. Qualitative Description of the Results

A good impression of the depressurization process as computed with FLUX2 with and without feedback of the structural motions on the fluid can be gained from Figs. 10 and 11. Both figures show a sequence of isobar plots in the $r-z$-plane similar to the schematic picture given in Fig. 1. In fact, the case without feedback corresponds well to the expected picture. One difference which attracts attention is the early strong depressurization at the lower end of the downcomer opposite the nozzle. This is a consequence of superposed depressurization waves spreading around the downcomer together with those reflected at the upper flange. In the case with feedback one recognizes the early depressurization (typically up to 0.2 MPa ) in the inner region due to waves which have been transmitted through the core barrel. The resultant oscillations of the core barrel and all kinds of reflections cause the rather irregular picture.

By comparison of the depressurization waves traveling down the downcomer in both Figs. 10 and 11 one observes the reduced effective spreading speed in the case with feedback. A simplified analysis following Korteweg [31] gives

$$
\begin{equation*}
a^{\prime}=\left(\frac{R_{M}^{2} \rho_{0}}{H_{R} H_{M} E}+\frac{1}{a^{2}}\right)^{-1 / 2} \tag{46}
\end{equation*}
$$

TABLE I
Input Parameters for Case of the HDR

Geometrical parameters [ m ] (see Fig. 9)

| $R_{M}$ | 1.3185 | $H_{M}$ | 0.023 | $B_{R 2}$ | 0.14 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $L_{M}$ | 7.57 | $L_{S}$ | 1.1 | $R_{R A}$ | 1.307 |
| $R_{S}$ | 0.1 | $R_{R \prime}$ | 0.81 | $L_{U}$ | 1.0 |
| $L_{F}$ | 0.72 | $R_{R_{1}}$ | 1.105 | $L_{L}$ | 1.8 |
| $H_{R}$ | 0.15 | $B_{R_{1}}$ | 0.75 | $R_{V}$ | 1.48 |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
| bypess |  |  |  |  |  |

Material data of the core barrel

| $\rho_{M}$ | density | $7800 \mathrm{~kg} / \mathrm{m}^{3}$ |
| :--- | :--- | :--- |
| $E$ | Young's modulus | $1.710^{11} \mathrm{~N} \mathrm{~m}^{2}$ |
| $\nu$ | Poisson's ratio | 0.3 |
| $M_{R}$ | mass of the ring | $12,000 \mathrm{~kg}$ |
| $I_{Z Z}$ | rotational inertia of ring [4] | $6,100 \mathrm{~kg} \mathrm{~m}$ |
| $s_{\mathrm{damp}}$ | damping coefficient | 0 or 0.01 |

Fluid and boundary parameters (see Nomenclature)
$p_{0} \quad 11 \mathrm{MPa}$
$p_{1} \quad 5.335 \mathrm{MPa}$
a $\quad 1088 \mathrm{~m} / \mathrm{sec}$
$\Delta t_{\text {break }} 0$ or 1 msec
$\kappa=f_{\text {damp }}\left[2\left(p_{0}-p_{1}\right) / \rho_{0}\right]^{1 / 2} /\left(4 R_{S}\right) \quad$ with $\quad f_{\text {damp }}=0$ or 0.05
$\eta$ dynamic viscosity $\quad 10.1 \times 10^{-5} \mathrm{~kg}$ (msec)
$V$ fluid volume inside pressure vessel $70 \mathrm{~m}^{3}$


Fig. 9. Geometrical parameters used in FLUX2. (The partitioning of the mass ring into two parts is used only in the structural model with respect to the rotational inertia; in the fluid model $R_{R_{1}}=R_{R A}=R_{M}$.) For HDR data see Table I.

TABLE II
Grid Parameters (see Fig. 4) ${ }^{a}$

|  | $N 1$ | $N 2$ | $N 3$ | $N 4$ | $N 5$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $M_{M}$ | 2 | 4 | 5 | 5 | 5 |
| $M_{V}$ | 3 | 5 | 6 | 8 | 8 |
| $M_{R}$ | 1 | 1 | 2 | 2 | 2 |
| $M_{S}$ | 10 | 10 | 10 | 20 | 20 |
| $N_{M}$ | 7 | 17 | 33 | 48 | 65 |
| $N_{L}$ | 10 | 20 | 38 | 57 | 74 |
| $N_{U}$ | 1 | -1 | -3 | -5 | -8 |
| $M$ | 3 | 10 | 16 | 24 | 32 |
| $N$ | 4 | 8 | 16 | 24 | 32 |
| $\Delta_{t}(\mathrm{msec})$ | 0.5 | 0.2 | 0.1 | 0.1 | 0.1 |
| $\omega_{\max }(\mathrm{Hz})$ | 6,000 | 15,000 | 30,000 | 40,000 | 50,000 |
| $n_{F}$ | 170 | 1,022 | 4,326 | 12,663 | 21,995 |
| $n_{S}$ | 15 | 88 | 271 | 596 | 1,049 |

${ }^{a}$ Variables not illustrated in Fig. 4: $M=$ number of axial structural form-functions, $N+1=$ number of cosine modes, $\Delta t=$ time step, $\omega_{\text {max }}=$ maximum structural frequency, $n_{F}=$ number of fluid cells, $n_{S}=$ number of structural modes.

TABLE III
Maximum Problem Times ( $t_{\text {max }}$ ), Computing Times $\left(t_{c}\right)$, and Time Steps ( $n_{\text {max }}$ ) (on IBM 370/168)

|  | unit | $N 1$ | $N 2$ | $N 3$ | $N 4$ | $N 5$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| $t_{\max }$ | $\operatorname{msec}$ | 100 | 100 | 60 | 60 | 5.8 |
| $n_{\max }$ | 1 | 200 | 500 | 600 | 600 | 58 |
| $t_{c}$ | $\min$ | 2.8 | 37.5 | 260 | 1120 | 290 |

as the effective speed of sound, with $a^{\prime} / a=0.52$ in this case. This value cannot completely confirm the computed results (with $a^{\prime} / a \approx 0.6$ ) simply because it accounts for the symmetric hoop deformation only.

The deformation of the core barrel under the conditions without and with feedback is shown in Figs. 12 and 13. One recognizes the very local shell deformation near the nozzle. This deformation gradually spreads downwards following the depressurization. Without feedback, the core barrel deformations are much less smooth and larger frequencies and amplitudes appear. From a sequence of such pictures a cinematographic film has been prepared. At later times this film shows unrealistically large oscillations of the core barrel as a result of the neglected feedback which causes a "one-way" energy transfer from the fluid to the structure.


Fig. 10. Depressurization-wave expansion in the HDR without structural feedback, i.e., for rigid core barrel (grid $N 2$ ). Isobars are plotted with $\Delta p=0.1 \mathrm{MPa}$. In the shaded region the depressurization exceeds 0.1 MPa .


Fig. 11. Same as Fig. 10 but with structural feedback, i.e., for flexible core barrel (grid N3).

### 6.3. Influence of Spatial Discretization Errors

The geometry possesses a wide range of characteristic scales (e.g., $L_{M} / R_{S}=76$; see Fig. 9) so that one expects that a very fine resolution is required. Because of the combined membrane and bending behavior, Dienes et al. [8] have estimated that the smallest resolved length scale should be $l$ with

$$
L_{M} / l=\frac{L_{M}}{R_{M}}\left\{\frac{R_{M}^{2}\left(1-\nu^{2}\right)}{H_{M}^{2}}\right\}^{1 / 4}=42 .
$$



Fig. 12. HDR core barrel deformation without feedback (grid N3). Deformations are enlarged 300 times.


Fig. 13. Same as Fig. 12 for case with feedback.

Since these ratios call for resolutions which make simulations extremely expensive, it is very important to study the effect of discretization errors. In Figs. 14 to 16 results are depicted as a function of time as obtained with grids N1 to N4. (These computations are for zero break time and no damping.) Shown are the radial deflection of the core barrel at the lower end $w_{R}$, and at the nozzle $w_{S}$, the pressure difference at the core barrel wall close to the nozzle, and the maximum equivalent one-dimensional stress (obtained by searching for the maximum over $(N+1) \times\left(N_{M}+2\right)$ points distributed equidistantly on the inner, medium, and outer plane of the core barrel where the stress tensor is computed using the CYLDY2 model). From these results we conclude that grid $N 3$ is sufficiently accurate for practical purpose. The highly fluctuating pressure difference depicted in Fig. 15 is partly a consequence of its dependence on high-frequency structural accelerations (see Eq. (17)). Mainly, however,


Fig. 14. Discretization effect on radial core barrel deformation near the nozzle ( $w_{s}$ ) and at the lower edge of the mass ring $\left(w_{R}\right)$ as a function of time $t$.


Fig. 15. Pressure difference at the core barrel wall between outer and inner side versus time for a coarse ( $N 1$, zero break time) and a fine ( $N 4$ ) grid and for different break times.


Fig. 16. Maximum stress in the shell versus time for different discretizations.
the pressure difference fluctuations result from the stepwise pressure change at the break position. As can be seen, the results for a finite break time ( $\Delta t_{\text {break }}=1 \mathrm{msec}$ ), are much smoother. The spurious oscillations for zero break time are typical for a second-order time integration scheme. In a fully implicit (first-order) scheme these oscillations do not appear but a first-order scheme does damp out physically correct fluctuations also [3].

Grid $N 2$ is certainly too coarse with respect to the structure. In grid $N 2$ the maximum stresses appear rather early near the nozzle, whereas in grid $N 3$ the stresses are larger and appear at the upper flange. From Fig. 17 one can understand that the deformation near the upper flange cannot be described adequately in the coarser grid.

With respect to the accelerations, an even finer resolution is necessary: In Fig. 18 the maximum radial acceleration at a shell position near the nozzle is plotted as a function of the number of resolved structural modes. For the case with zero break time no convergence is reached because the acceleration is produced by a very spotty pressure load. It is known that for point loads the acceleration grows approximately linearlily with the number of resolved structural modes. If, however, a finite break time $\left(\Delta t_{\text {break }}=1 \mathrm{msec}\right.$, load function $f_{T}$ used in Eq. (19)) and some damping (see Table I) are specified, then the lower convergent curve is obtained. In real reactor situations $\Delta t_{\text {break }}$ is certainly larger than 1 msec . Also, the radius of the nozzle is usually larger. Therefore, for most applications, grid $N 2$ gives sufficient accuracy. In particular this is the case for studies that are used for design optimization or for evaluation of the effect of specific parameters. The required computing time, typically half an hour on an IBM 370/168, can be claimed to be very short for such a complex problem with three-dimensional resolution.

### 6.4. Influence of Temporal Discretization Errors and Efficiency of the Implicit Scheme

In grids $N 1$ to $N 5$ the time step varies but slightly. The effect of time step size is investigated by repeating the computations for grid $N 2$ (selected for convenience)


Fig. 17. Radial core barrel deformation plotted perspectively in the unwrapped plane for two different discretizations ( $N 2$ above and $N 4$ below) at time $t=10 \mathrm{msec}$.


Fig. 18. Maximum radial acceleration as computed with different discretizations and break times versus number of structural modes.
with time step sizes of 2 and 10 msec , which are 10 and 50 times larger, respectively, than what has been used in the standard case. As can be seen from Fig. 19 the effect of the enlarged time step results in tolerably small truncation errors at least for $\Delta t \leqslant 2 \mathrm{msec}$. The differences are even smaller if a finite break time is used.

The critical time steps $\Delta t_{a}$ for the linearized problem and $\Delta t_{u}$ for the convective part which cannot be exceeded in an explicit scheme due to stability restrictions are

$$
\begin{aligned}
& \Delta t_{a}<\operatorname{Min}\left(\Delta x_{\min } / a, 2 / \omega_{\max }\right)=0.1 \mathrm{msec} \\
& \Delta t_{u}<\Delta x_{\min } / u_{\max }=0.9 \mathrm{msec}
\end{aligned}
$$

( $\Delta x_{\min }=$ smallest grid spacing which is 0.11 m in case of grid $N 2 ; u_{\max }=$ maximum fluid velocity which is about $\left.\left[2\left(p_{0}-p_{1}\right) / \rho_{0}\right]^{1 / 2}=120.4 \mathrm{~m} / \mathrm{sec}\right)$. Thus, we find sufficient accuracy for a time step which is at least 20 times larger than the stability limit of a purely explicit scheme.


Fig. 19. Maximum stress in the shell versus time for grid $N 2$ but with different time step sizes $\Delta t$.
By bypassing the subroutines which solve the set of linear equations resulting from the implicit formulation for the new pressure and potential values at each time step, it has been found that the remaining computing time, which corresponds to the effort required by an explicit method, is smaller by a factor of 2.2. (This value is valid for $\Delta t=10 \mathrm{msec}$; for smaller time steps this ratio is even slightly smaller because the resultant matrices are more strongly diagonally dominant, which allows for earlier truncation of the cyclic reduction as explained in Section 5.2.) Thus it can be concluded that for the case considered, the implicit scheme is about 10 times more efficient than an explicit one.

### 6.5. Quantitative Effect of the Fluid-Structure Interaction

For case of the HDR, results with and without feedback of the structural motion on the fluid motion are shown in Figs. 20 to 22. The computations are for grid $N 2$ or $N 1$; they are of preliminary nature as a finite break time and damping are neglected in these computations. As explained in the introduction, the "decoupled" case leads


Fig. 20. Pressure $p$ versus time $t$ without and with structural feedback at different locations in the downcomer and the inner region (grid N2).


Fig. 21. Radial core barrel deformation $w$ versus time $t$ without and with feedback at different positions (grid $N 2$ ).


Fig. 22. Maximum stress in the core barrel versus time without and with coupling and for incompressible fluid (grid $N 2$ ). Values above 160 MPa are not plotted; the decoupled solution shows a maximum stress of 350 MPa in this time period.
to virtually unbounded stresses due to unphysical resonance because the frequence of pressure waves which travel up and down in the downcomer ( 72 Hz ) and azimuthally around the core barrel $(131 \mathrm{~Hz})$ or forth and back in the blowdown pipe $(494 \mathrm{~Hz})$ coincide with eigenfrequencies of the core barrel in vacuo. Comparing cases with and without coupling one finds for the former:
the pressure near the nozzle drops more slowly because of the supplementing effect of the inner region;
the pressure in the inner region is affected very early and drops by up to 0.2 MPa ;
the maximum deformations are about $50 \%$ smaller;
the oscillation frequencies are considerably smaller;
the stresses are significantly smaller, in early times by about a factor 2.5 . At later times the stresses for the "decoupled" case are totally meaningless.

It should be noted that the essence of these statements has been found also by using the older code version FLUX1, which is based on the assumption of incompressible fluid [12], and other codes [11]. However, some quantitative differences exist.

## 7. Discussion

A numerical method has been presented for analysis of a three-dimensional fluidstructure interaction problem. The method involves no iteration at all though based on an implicit and (in the linear case) unconditionally stable time differencing scheme. This has been accomplished by use of fast elliptic solvers and other efficient direct solution schemes under control of the influence matrix technique. The method can be efficiently applied for parameter studies and preevaluation of experimental or accidental PWR blowdowns.

The physical model is based on the following assumptions: (a) subcooled fluid, (b) potential flow, (c) constant speed of sound, (d) friction forces which are strictly proportional to the local velocity ("bulk friction") only, (e) small density changes, (f) small structural deflections, (g) linear-elastic structural material behavior. These assumptions have been justified by order of magnitude estimates (see Appendix) and by comparison to the RS16B experiments in [3, 17]. Further assessment of their validity is expected from the planned HDR experiment.

From the experiences gained up to now (see also [3]), we conclude that the largest uncertainties stem from the crude friction modsl and the pipe break model. The assumption of constant speed of sound seems to be well acceptable for the subcooled regime. In fact, even with an incompressible* fluid ( $a=\infty$ ) the resultant deformations differ only by about $10 \%$ [12]. This can be understood, e.g., by the fact that the effective speed of sound as given in Eq. (46) is mainly determined by the compressibility of the structure and not so much by that of the fluid. If $a$ is increased from $1088 \mathrm{~m} / \mathrm{sec}$ to infinity, $a^{\prime}$ changes only $17 \%$ in the case of the HDR. In fact, as can be seen from Fig. 22, in the incompressible case the maximum stresses are larger by only about $30 \%$.

The code FLUX2 is a typical example of a special purpose code. Only by making use of many of the specific properties of the problem was it possible to achieve the efficiency. Despite the rapid enhancement in computer power during the past decade such an approach appears to be preferable in many cases for the solution of large multidimensional time-dependent problems over the use of general purpose codes which often absorb an excessive amount of computer time.

The method is based on linear-elastic structural models, a linear equation of state for the fluid, and the assumption of small wall deflections. All these assumptions together allow for linearization of the coupled fluid pressure and structural deformation equations which in turn enables one to construct an unconditionally stable solution scheme. This property is attractive even in cases where one does not want to apply direct solvers. The assumptions cited might be well acceptable in many other fluid-structure interaction problems.

## ApPENDIX: Discussion of Model Assumptions

Order of magnitude estimates are given here to justify the main physical model assumptions listed in Section 7.

If $\Delta p=p_{0}-p_{1}$ is the difference between initial pressure and saturation pressure, then the mean pressure drops to the saturation pressure according to the outflow velocity, which is of order $u_{\max }=(2 \Delta p / \rho)^{1 / 2}$, the break area $\pi R_{s}{ }^{2}$, the vessel volume $V$, and the fluid compressibility measured in terms of the speed of sound $a$ and fluid density $\rho_{0}$ in a time of the order

$$
\begin{equation*}
\tau_{\max }=V \Delta p /\left(\pi R_{s}^{2} a^{2} \rho_{0} u_{\max }\right) \tag{Al}
\end{equation*}
$$

* With $p=p_{0}$ prescribed at the upper vessel lid as indicated in Fig. 3.

For the case of the $\mathrm{HDR}, \tau_{\max }=113 \mathrm{msec}$. This time is larger than the characteristic oscillation time of the structure. For the beam mode, the oscillation period can be estimated [3] as

$$
\begin{equation*}
\tau_{s}=\pi L_{M}^{2}\left[\rho_{0} /\left(5 E H_{M} H_{R}\right)\right]^{1 / 2} \tag{A2}
\end{equation*}
$$

which is 93 msec for the HDR. The maximum stress appears in this period (see Fig. 16). Thus a model assuming subcooled fluid is appropriate for this time.

With respect to the assumption of potential flow, it is helpful to estimate the time $\tau_{t}$ during which vorticity is built up. As the Reynolds number $u_{\max } R_{s} \rho_{0} / \eta=9.3 \times 10^{7}$, which is relevant for the blowdown pipe with radius $R_{s}$, indicates turbulent flow, the time estimate has to include an effective turbulent viscosity $\eta_{i}$ :

$$
\tau_{t}=\rho_{0} R_{s}^{2} / \eta_{t}
$$

Taking Prandtl's mixing-length model [32], $\eta_{t}=\rho_{0} I^{2}|\partial u / \partial r| \approx \rho_{0}\left(0.1 R_{s}\right)^{2} u_{\max } / R_{s}$, one obtains

$$
\begin{equation*}
\tau_{t}=100 R_{s} / u_{\max } \tag{A3}
\end{equation*}
$$

$=83 \mathrm{msec}$ for the HDR. Thus friction becomes important in the blowdown-pipe relatively early. For this reason a crude friction model is included which is roughly suited for a one-dimensional pipe model. In the downcomer, the velocities are much smaller so that a potential flow model is sufficient in this respect. Departure from potential flow is caused also by density variations which are of the order

$$
\begin{equation*}
\Delta \rho / \rho_{0}=\Delta p /\left(a^{2} \rho_{0}\right)=\frac{1}{2}\left(u_{\max } / a\right)^{2} \tag{A4}
\end{equation*}
$$

$=0.006$ for the HDR. But this value is small for the subcooled period.
The structural deflections (see Fig. 14) have been found to be of the order of $1 \%$ of the downcomer width $H_{R}$, which justifies the linearized coupling model. Even more, the deflections are small in comparison to the shell radius $R_{M}$, and the maximum computed stresses are below the yield-strength ( $\approx 150 \mathrm{MPa}$ ) so that a linear-elastic structural model is appropriate for the core barrel.

The speed of sound for subcooled water, for $5 \mathrm{MPa} \leqslant p \leqslant 11 \mathrm{MPa}$, and for temperatures above $200^{\circ} \mathrm{C}$ varies between 806 and $1360 \mathrm{~m} / \mathrm{sec}$. The effect of these variations are small as discussed in Section 7.

The main conclusions do not change if the parameter values are taken from a typical PWR instead of from the HDR.

## Nomenclature

1. General Notation

| $a$ | any scalar |
| :--- | :--- |
| $a_{i}, a_{i j}, a_{i j k}$ | components of a vector |
| $\mathbf{a}$ | a three-dimensional vector |


| $\not \quad$ | $=\left\{a_{i}\right\}$, a multidimensional vector |
| :--- | :--- |
| $A_{i, j}$ | components of a matrix |
| $\mathbf{A}$ | $=\left[A_{i, j}\right]$, a matrix |
| $\dot{a}$ | time derivative |
| $\operatorname{diag}\left(a^{(i)}\right)$ | diagonal matrix with elements $a^{(i)}$ |

## 2. Indices

$i=$ Radial, $j=$ axial, $k=0,1, \ldots, N$ azimuthal, $m=1,2, \ldots, M$ axial structural form-function, $n$ (lower) $=0,1, \ldots, N$ cosine mode (azimuthally), $n$ (upper) $=0$, $1, \ldots, n_{\max }$ time index. $0=$ initial, $1=$ boundary value, $\max =$ maximum value, $D$ to the nozzle, $S$ to the blowdown-pipe, $h^{\prime}$ to the core barrel wall.

## 3. Frequently Used Variables

| $a$ | speed of sound |
| :--- | :--- |
| $C$ | principal structural coordinates |
| $c$ | generalized structural coordinates (modes) |
| $E$ | $=\frac{1}{2} \rho_{0} \mathbf{u}^{2}$, kinetic energy per unit fluid volume |
| $\mathbf{I}$ | unit matrix |
| $M$ | number of axial form functions |
| $\mathbf{n}$ | inner normal of the fluid boundary |
| $N$ | maximum azimuthal or modal index |
| $p$ | pressure |
| $r$ | radial coordinate |
| $t$ | time |
| $\mathbf{u}$ | velocity vector |
| $\mathbf{v}$ | form-function ansatz |
| $\mathbf{w}$ | structural deflection vector |
| $\mathbf{x}$ | space position |
| $\mathbf{X}$ | eigenvector matrix |
| $z$ | axial coordinate (downward) |
| $\beta=\frac{1}{4}$ | Newmark parameter |
| $\Delta t_{\text {break }}$ | break time |
| $\kappa$ | fluid bulk damping coefficient |
| $\lambda^{(i)}$ | eigenvalue of the structural equations |
| $\lambda^{2}$ | Helmholtz parameter |
| $\boldsymbol{\Lambda}$ | diagonal eigenvalue matrix |
| $\rho$ | density |
| $\sigma$ | stress |
| $\varphi$ | azimuthal coordinate |
| $\Phi$ | velocity potential |
| $\psi$ | $=\dot{\Phi}+\kappa \Phi$, auxiliary potential |
| $\omega$ | angular eigenfrequency |
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