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Abstract

A coupled atmosphere-ocean general circulation model was used to investigate potential changes of cyclonic activity due to a transient rise of atmospheric greenhouse gas concentrations. Despite the coarse resolution (T21) of the atmospheric submodel, a consistent response shows up for boreal winter. Changes in the distributions of bandpass filtered geopotential height variance and changes of the three-dimensional mean temperature structure, in particular Eady growth rates at the upper troposphere and the lower troposphere, both indicate baroclinic activity changes in certain well-defined regions. The most prominent feature is an increase of storminess over the eastern North Atlantic and western Europe. Here, the intensification of the storm track is associated with an enhanced frequency of cyclones. The frequency of extreme events in windspeed as well as precipitation are also found to increase in these regions.

Zusammenfassung

Zyklonenaktivität in einem wärmeren Klima


1 Introduction

Due to the anthropogenic emissions of several greenhouse gases and resulting feedbacks within the climate system, a significant temperature rise in the troposphere can be expected during the course of the next 50 to 100 years (Houghton et al., 1996). Among the many aspects related to this so called global warming, its potential effect on the frequency and intensity of (tropical and extratropical) storms is actively debated by scientists as well as by the non-scientific public. Far too often, however, the complex problem has been oversimplified for the sake of quick answers. For example, the German "Enquete Kommission zum Schutz der Erdatmosphäre des 11. Deutschen Bundestages" states in their third report (Deutscher Bundestag, 1991) that "the increase in the global evaporation rate can considerably enhance regional weather systems and ... raise the frequency of extreme meteorological
events”. Statements like this have gradually created the impression that an increase in the number and the strength of extreme weather events can be expected almost everywhere.

It is true that a quantitative and consistent assessment of changes in storminess is of fundamental importance for considering climate change impacts. However, such an assessment is not easily carried out. The storm activity at some given location is determined by a complex interaction system involving several competing cause and effect relationships. In this paper we will consider the topic of storminess change in a broader sense in order to produce a consistent picture of the global changes and regional cyclonic activity in the mid-latitudes.

Global warming studies are generally based on the results of general circulation models (GCMs). It is necessary that we use GCM data for the approach as proposed in our paper. Only GCM data provide consistent three-dimensional data sets of relevant variables with time series long enough to allow reasonable statistical assessments, even if a noisy feature such as the local storm activity is considered. Long time series of observational data are available for surface parameters only, which limits the possibility of creating a comprehensive picture of the global climate change arising from greenhouse warming. On the other hand, even the most recent GCMs are associated with systematic errors, which have to be studied and understood, if a solid conclusion from the model results is to be achieved.

A review of the available GCM studies dealing with changes of storm activity in a warmer climate has been given recently by Hall et al. (1994). They named three features of the time mean atmospheric response to greenhouse warming that should be taken into account in order to understand the associated storminess response: In the lowest atmospheric levels the temperature rise is stronger at higher latitudes than at lower latitudes. This means a weakening of the zonal mean temperature gradient and, hence, the zonal mean baroclinicity. In the upper troposphere the largest warming occurs in the tropics, leading to an increase in baroclinicity at higher altitudes. Both effects are expected to counteract each other, and it is difficult to predict, which one will have the dominating influence on the mean storminess. Theoretical studies predicting a dominating influence of the low level temperature gradient (Held and O’Brien, 1992; Pavan, 1996) have not yet found convincing support from complex GCMs (e.g. Hall et al., 1996).

Another potential aspect is the fact that the warmer atmosphere will contain more water vapour. It has usually been taken for granted that moist effects will cause an intensification of mid-latitude storminess, due to the possibility of releasing latent heat from a larger reservoir within individual storms (Flohn et al., 1992). However, there is also some argument (e.g. Held, 1993) that the global energy balance in a warmer climate can be achieved by less frequent or less intense storms, as for warmer conditions the same amount of air mass will transport more latent energy poleward.

To clarify the problem outlined above, several GCM simulations have been analysed so far, which give an impression what kind of response is to be expected. Most of the available investigations consider northern hemisphere winter conditions, where the maximum transient eddy activity is organized along two bandlike horizontal patterns, usually called the North Pacific and the North Atlantic storm track, respectively. Stephenson and Held (1993) investigated output from a 2.5 × CO₂ scenario simulation run in the so-called ‘time slice mode’. The lower boundary conditions were taken from a coupled transient ocean-atmosphere simulation (Manabe et al., 1991). They found a marked weakening of the transient eddies in the North Atlantic region, but not much of a change over the North Pacific. Siegmund (1990) and Hall et al. (1994) used data from two versions of an atmosphere/slab ocean GCM (Wilson and Mitchell, 1987; Mitchell et al., 1990) to compare storm track differences between a 2 × CO₂ and a control simulation. Again, transient eddy statistics were used for the analysis. Both studies agree in predicting a northward shift of the North Atlantic as well as the North Pacific storm track. Most striking in Hall et al.’s results is an eastward shift of storm activity in the Atlantic with a distinct intensification of eddy activity over northwestern Europe. This feature is totally absent in Siegmund (1990). A northward shift of the North Atlantic storm track is also noticed by König et al. (1993), who applied a method of individual cyclone counting on data from a transient coupled global warming simulation (Cubasch et al., 1992). König et al. note, moreover, some eastward shift of cyclone frequency along the Pacific storm track. Using a similar technique, Lambert (1995) finds little change with respect to the cyclone frequency distribution in the Canadian Climate Centre GCM with a slab ocean model below. Very recently, Carnell et al. (1996) investigated sea level pressure field variances and cyclone counts in a transient coupled atmosphere-ocean model (Murphy and Mitchell, 1995) at
the time of CO₂ doubling. They observe a downstream and, for the Atlantic, also a northward shift of the variances, while surface low counts give a northward shift for both storm tracks.

Even if in many of the previous studies certain common features can be noticed (in particular for the North Atlantic storm track), in general the results concerning regional changes of cyclonic activity have remained ambiguous. This is not surprising, as all the models used differ with respect to their physical parameterization schemes and their spatial resolution. Hence, the simulated control state (for present-day climate conditions) is different, which may have an influence on the climate response. In addition, some differences in the various results may be due to the specific diagnostics applied (see, e.g., Carnell et al., 1996). So far, the sensitivity of the results has only been checked with respect to the horizontal resolution dependence (Senior, 1995). It has to be realized that, with the exception of Carnell et al., all previous investigations have relied mainly on only one method to diagnose cyclonic activity. When only one method is used, however, the possibility of checking the consistency of the global warming response simulated by a model is not fully exploited.

In the present paper we will combine several diagnostic tools to work out a more comprehensive picture of the various aspects of anthropogenic changes in cyclonic activity, including the problem of estimating changes in the frequency of extreme events. The methods have been chosen in a way such that the three-dimensional large scale variables as well as local variables are analyzed in order to check their consistency. The data are taken directly from a transient greenhouse warming simulation with a fully global coupled atmosphere-ocean GCM, where the resolution of the atmospheric model is rather low (T21). As in most of the papers mentioned above we focus on changes in northern hemisphere winter for comparison purposes.

The model configuration basic to our analysis is explained in Section 2. This section also contains a description of the simulated change of time averaged variables as far as these are relevant for the change in storminess. Section 3 deals with the consistency of changes in transient eddy statistics with parameters that describe the baroclinicity of the large scale time mean flow. In Section 4 local statistics of cyclones and extreme events are presented and these results are discussed in relation to the results of Section 3. Section 5 gives our conclusions including a critical discussion and an outlook.

2 Global Warming Simulated by ECHAM2/OPYC

We investigate simulations performed with the global coupled atmosphere-ocean GCM ECHAM2/OPYC, which has been described in some detail by Lunkeit et al. (1996a). Here we restrict ourselves to a brief overview. The atmospheric part of the model is the spectral general circulation model ECHAM2 at T21 horizontal resolution. It contains a state of the art physical parameterization package (including the full hydrological cycle) and has been shown to give a reasonable climatology of the northern hemisphere winter storm tracks (Roeckner et al., 1992). The correlation between the regional storm track structure and the variability of the large scale flow on monthly time scales is also well represented (Ponater et al. 1994). The ocean component of the coupled model is the general circulation model OPYC described by Oberhuber (1993a, 1993b).

Two simulations were carried out: A 210 year Control integration for present-day conditions and a 100 year transient Scenario A greenhouse warming experiment (Lunkeit et al., 1996b). The simulated mean climate of Control is in good agreement with observations (Lunkeit et al., 1996a). For the Scenario A simulation, the greenhouse gas concentration increases according to the respective IPCC Scenario A, i.e. by about 1.3 % per year (Houghton et al., 1992). Relative to the Control run, the annual global mean temperature rises by about 2.8 K within the 100 years.

Considering the topic of the present paper, only a brief selection of the changes of the northern hemisphere winter (December to February; DJF) mean climate is discussed. Climate change is defined as the difference between the last ten years of the Scenario A simulation and the corresponding decade of the Control run. To estimate the statistical significance of the signal, the null hypothesis of identical means is checked by an univariate two sided t-test.

The large scale pattern and the magnitude of the temperature change as simulated by ECHAM2/OPYC is in close agreement with the results of similar experiments by other groups (e.g. Cubasch et al., 1992; Manabe et al., 1991; Murphy and Mitchell, 1995). Figure 1 shows the geographical distribution of the changes of the near surface (2 m) temperature for DJF. At almost every gridpoint, the changes are statistically significant (95 %). The dominant features are a strong warming over the Arctic and the distinct land-sea contrast of the
Figure 1 Geographical distribution of the change in near surface temperature. The change is defined as the difference between the time averaged last ten northern hemisphere winters of the Scenario A simulation and the corresponding years of the Control run. Units: K.

Figure 2 Vertical cross section of the zonally averaged temperature for the Control run (upper panel) and the difference between Scenario A and Control (lower panel). Shaded areas denote statistical significance on the 95% level. Units: °C.
signals with enhanced warming over land. While the increases of temperature over central continental areas range up to 6 K, the anomalies are generally less than 3 K over the oceans. Consistent with other global warming simulations using coupled climate models, a minimum warming (0.5 K) is located southeast of Greenland.

The zonal mean temperature response of the atmosphere in the Scenario A experiment is shown in Figure 2. As for the near surface temperature, all changes are statistically significant at least on a 95% level. The entire troposphere shows a warming with maximum values in the upper equatorial troposphere and at lower levels near the poles. The stratosphere, however, cools with largest values again occurring in the tropics. The related change of the zonal mean meridional temperature gradient is shown in Figure 3. The tropospheric gradient is enhanced in the northern hemisphere mid latitudes outside the boundary layer. The enhancement is most pronounced in the uppermost layers of the troposphere. The three-dimensional temperature response also implies changes of the mean dry static stability in the northern hemispheric mid-latitudes. This is demonstrated in Figure 4, which shows the zonal mean Brunt Vaisala frequency. The stability of the troposphere is reduced north of 40° North with maxima at the tropopause and, north of 60° North, close to the surface.

The zonal mean zonal wind (Figure 5) exhibits significant changes in the upper atmosphere reflecting the strengthening of the subtropical jetstream. Structure and amplitude of the zonal mean wind

---

**Figure 3** Vertical cross-section of the zonally averaged meridional temperature gradient for the Control run (upper panel) and the difference between Scenario A and Control (lower panel). Shaded areas denote statistical significance on the 95% level. Units: K/1000 km. Isolines for the differences: ± 5, ± 2, ± 1.5, ± 1, ± 0.5, 0. [K/1000 km].
signal are similar as in Hall et al. (1994), but the jet increase is much stronger than that reported by Stephenson and Held (1993). In the lower troposphere only small and statistically insignificant changes can be noticed, connected with a strengthening and a northward shift of the northern hemispheric westerlies.

3 Storm Tracks and Baroclinicity

Regarding the changes of the zonal mean temperature and the related meridional and vertical temperature gradients, as discussed in the previous section, one could expect an overall increase of midlatitude transient eddy activity in the warmer climate. However, as both the distributions of northern hemispheric eddy activity and the warming signal are zonally asymmetric, three-dimensional structures have to be considered. A variable which comprises the influence of horizontal as well as vertical temperature gradients on eddy activity is the maximum Eady growth rate $\sigma_{BL}$. This measure of baroclinic instability can be defined as

$$\sigma_{BL} = 0.31 \frac{f}{N} \frac{\partial|\nu|}{\partial z} = -0.31 \frac{1}{T} \left( \frac{1}{g} \frac{\partial \theta}{\partial z} \right)^{\frac{1}{2}} |\nabla T|, \quad (1)$$

g according to Lindzen and Farrel (1980). In Eq. (1), $f$ denotes the Coriolis parameter, $N$ the Brunt Vaisala frequency, $g$ the gravitational acceleration, $T$ the temperature, $\theta$ the potential temperature and $\nu$ the horizontal velocity vector.
Hoskins and Valdes (1990) have shown the climatological relation between $\text{\sigma}_{HI}$ and the storm tracks based on observational data. This concept has also been applied to GCM simulations of anthropogenic changes (Hall et al., 1994) and with respect to conceptual simulations of storm track dynamics (Chang and Orlanski, 1993).

In the present study, the storm tracks were identified by the bandpass-filtered (Blackmon, 1976) variance of the geopotential height fields. Usually, this quantity has been analysed at a representative middle tropospheric level (500 hPa). However, in order to account for the specific vertical structure of the greenhouse signal, we consider an upper tropospheric (300 hPa), a middle tropospheric (500 hPa), and a near surface (1000 hPa) level. Likewise, the baroclinicity parameter ($\text{\sigma}_{HI}$) was computed separately for the upper troposphere (between 300 hPa and 400 hPa) and the lower troposphere (between 700 hPa and 850 hPa). Hence, we are able to assess the competitive effects from upper and lower level baroclinicity, though finer details within the vertical structure may be missed.

The climatological mean eddy activity simulated in the Control integration (Figure 6, left panel) is in reasonable agreement with observations. The storm tracks are correctly located, but the maximum values are underestimated, especially for the Atlantic storm track at upper levels. The maximum Eady growth rates of the model (Figure 6, right panel) show that the observed relation between regions of high growth rates and storm tracks (cf. Hoskins and Valdes, 1990) is also reproduced. Regions of large growth rates, where baroclinic waves potentially

Figure 5 Vertical cross section of the zonally averaged zonal wind for the Control run (upper panel) and the difference between Scenario A and Control (lower panel). Shaded areas denote statistical significance on the 95% level. Units: m/s. Isolines for the differences: ± 5, ± 2, ± 1, ± 0.5 [m/s].
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Figure 6 Left panel: geographical distribution of the band pass filtered variance of the geopotential height field for 300 hPa (upper), 500 hPa (middle) and 1000 hPa (lower) simulated in the Control run. Units: gpm.
Right panel: geographical distribution of the maximum Eady growth rate for 350 hPa (upper) and 775 hPa (lower) simulated in the Control run. Units: 1/d.
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Figure 7 Left panel: geographical distribution of the change in band pass filtered variance of the geopotential height field for 300 hPa (upper), 500 hPa (middle) and 1000 hPa (lower). Units: gpm.
Right panel: geographical distribution of the change in maximum Eady growth rate for 350 hPa (upper) and 775 hPa (lower). Units: 1/d. Shaded areas denote statistical significance on the 95 % level.
experience strong intensification, are located upstream of the storm track maxima, which indicate high wave activity.

Figure 7, left panel, shows the differences in eddy activity between the Scenario A and the Control integrations. The most prominent signal with respect to the upper tropospheric (300 hPa) storm track is the intensification of eddy activity in an area extending from the eastern North Atlantic to Europe, and further over central Asia towards the Pacific coastline. This region of intensification thus stretches downstream from the maximum of the Atlantic storm track up to the area, where the Pacific storm track has its origin. The enhancement is statistically significant (95%) over eastern Europe and parts of the Mediterranean, as well as over large parts of central and eastern Asia. Over the central North Pacific a slight, but statistically insignificant, attenuation and northward shift of the storm track at 300 hPa can be noticed.

The 500 hPa and 1000 hPa storm track signals reveal similar gross features as described for the upper troposphere. There are, however, remarkable differences between the three levels over Europe and the southern part of North America. The increase of activity over Europe at 300 hPa and 500 hPa is absent at 1000 hPa. Magnitude and extension of the signal at 500 hPa are generally less than at 300 hPa. At 1000 hPa, regions of significant intensification are shifted downstream relative to those aloft. Moreover, the attenuation and northward shift of the Pacific storm track are much more pronounced in the 1000 hPa level in comparison with the middle and upper levels.

In the case of the upper troposphere, regions which exhibit an intensification of the storm track are associated with a consistent increase of the baroclinic growth rate $\sigma_{B_1}$. On the other hand, the increase in upper tropospheric $\sigma_{B_1}$ is not always associated with a corresponding signal in the storm track. Particularly, there are no clear and significant changes of the upper tropospheric storm track over the North Pacific, although values of $\sigma_{B_1}$ do increase. A pronounced and significant decrease of $\sigma_{B_1}$ is evident in the lower troposphere (775 hPa) for large parts of that region. This decrease is consistent with a local 1000 hPa storm track attenuation. In most other parts of the extratropics, only weak and insignificant decreases in lower-level $\sigma_{B_1}$ are notable, which have no correspondence to the stormtrack signals in the middle and lower troposphere. Our results show that stormtrack intensity changes cannot be regarded as a simple consequence of Eady growth rate changes at the respective level. The majority of the local anomalies can, however, be understood by taking into account that the typical development of baroclinic disturbances is not confined to particular levels but extends over the whole tropospheric column. In those regions where low-level baroclinicity remains basically unchanged, i.e. over most parts of the Atlantic and the Eurasian continent, low-level eddy activity changes are likely to be controlled by the remote effect of upper level baroclinicity changes. The upper tropospheric influence on eddy activity is, however, not evident if decreases of lower level baroclinicity are of substantial magnitude. These findings are not inconsistent with results obtained by Held and O'Brien (1992) and Pavan (1996) using $\beta$-channel models.

In conclusion, most of the storm track signal can be explained consistently by the Eady concept. The fact that not every detail completely fits into this concept is not a severe limitation. It rather hints at the necessity to consider additional processes such as local latent heat release.

4 Cyclone Frequency and Extreme Events

We will now discuss if there are indications of possible changes in the frequency and strength of weather extremes for the warmer climate. This question is closely connected with the response in cyclone activity. Cyclones do not only determine the mean distribution of precipitation and evaporation (i.e. the strength of the hydrological cycle) in mid-latitudes, but they are also the decisive synoptic feature connected with extreme events such as storms and floods.

So far we have made no clear distinction between cyclone activity and transient eddy activity, as diagnosed from bandpass-filtered geopotential height variance. It is well known, however, that the locations of maximum transient variability and the locations of maximum cyclone frequency do not necessarily coincide (e.g. König et al., 1993). As the changes of transient eddy activity are non-uniformly distributed over the northern hemisphere extratropics (Sections 2 and 3), we have to identify regions with intensified cyclonic activity before dealing with local changes of extreme events.

The changes of cyclonic frequency in the North Atlantic and North Pacific simulated by ECHAM2/OPYC are shown in Figure 8. The number of individual cyclones was calculated at each gridpoint
for the last ten winters of the Control and the Scenario A simulations using the objective method of König et al. (1993). In Figure 8 we present the relative cyclone frequencies (percentage of days at which a cyclone was located at the gridpoint under consideration) for the Control integration and the difference between Scenario A and Control. In the North Pacific, the main feature is a northward shift of cyclone frequency quite similar to the response of geopotential height variability (Figure 7; left panel). In the North Atlantic positive anomalies of cyclonic frequency can be noticed at the north-eastern edge of the North Atlantic cyclone track. These results are consistent with the analysis discussed in the previous section. No systematic spatial shift of the cyclone response with respect to the 1000 hPa transient variability response is present. It must be stressed at this point that most of the changes shown in Figure 8 are far from being statistically significant and should only be viewed as a supplementation to other results.

The problem of whether the most extreme events (i.e., those connected with catastrophe-like impacts) occur more frequently in a warmer climate cannot be discussed within the framework of a single 100 year transient Scenario experiment. Since only very few of these events are expected for a certain area (e.g., Europe) in a time scale of 100 years (1 or 2 say), differences between numbers of extraordinary events in 10 winter periods of the Scenario simulation and the Control run are meaningless as they could also be due to a sampling error. However, in order to shed some light on possible changes of the frequency of extreme events, the characteristics of European precipitation and near surface (10 m) windspeed simulated in the Scenario and the Control experiment have been studied. Europe was selected because the results reported above indicate that the Atlantic/European region is the most probable candidate for extreme value changes.

To assess changes of the frequency of extreme rainfall events, the space averaged (over all European land grid-points) daily rainfall is distributed into classes according to the associated precipitation rate. The classes are given by the intervals 0–1, 1–2, 2–3, ... mm/day. The relative number of days on which the rainfall lies within a certain class is calculated for the Control as well as for the Scenario A simulation. The histograms (Figure 9) indicate a distinct change in the distribution. While days with
1–2 mm/day rainfall occur most frequently in both simulations, their relative role is reduced in the Scenario A run. Instead, classes with more than 2 mm/day become more important. The time and space averaged European DJF precipitation only shows a slight increase from 2.1 mm/day to 2.4 mm/day.

A similar investigation was performed for the near surface (10 m) windspeed (Figure 10). Here we calculate the relative number of days, on which the space-averaged (again for all European land-points) windspeed is within a certain range (classes 0–1, 1–2, 2–3, ... m/s). In contrast to the precipitation, a slight decrease was found for the time and space average European windspeed from 5.0 m/s (Control) to 4.8 m/s (Scenario A). This is related to changes within the 4–5 m/s class. However, as for the precipitation, strong events occur more frequently...
in the Scenario A simulation than in the Control run. The increasing occurrence of high windspeeds and intense winter rains is consistent with the findings of Cubasch et al. (1995) and Gregory and Mitchell (1995), and also with the increased percentage of intense cyclones noted by Lambert (1995) and Carnell et al. (1996) for a warmer climate.

In summary, the extreme value changes are largely systematic in the European region and it seems justified to extrapolate the changes of the model distributions of precipitation and windspeed to those of the real world. An interpretation in this sense suggests that the probability of severe storms (even if these cannot be investigated with the present data) in the respective area will increase in a warmer climate. An estimation of quantitatively realistic extreme value changes, however, requires the application of atmospheric models with much higher resolution or the application of a specific regionalisation technique.

5 Conclusions

In order to determine potential changes of cyclonic activity in a warmer climate we have analysed data from a global coupled general circulation model applying a combination of several diagnostic tools. The diagnostic parameters were chosen to represent different scales relevant to cyclonic activity: the zonal mean structure of the global warming, the three-dimensional patterns of mid-latitude variability (storm tracks) and the related baroclinicity (measured in terms of the Eady growth rate) as well as local changes in cyclone frequency and the probability of extreme events. This procedure allows us to study, whether changes of the geographical distribution of cyclonic activity are consistently embedded in the full three-dimensional response of atmospheric fields.

One main result of the analysis is the highly non-uniform distribution of the changes in storm activity. An overall increase on the hemispheric scale, which one would expect by considering zonal averages only, does not occur, though more regions show indications towards an increase of storminess than towards a respective decrease. The Pacific storm track as one of the two major regions dominating northern hemisphere winter cyclonic activity does not seem to be very sensitive with respect to global warming, a fact that may be related to counteracting changes in upper and lower tropospheric baroclinicity. A northwestward shift is suggested but hardly a change of the mean intensity. In the Atlantic region, however, enhanced activity is clearly indicated, particularly at the eastern tail of the storm track. As the enhancement is accompanied by a northward shift of the storm track axis, more and (possibly) stronger cyclones are to be expected for western and northwestern Europe. These changes are also consistently linked to the probability of extreme events in Europe, where in the warmer climate stronger events of storminess and rainfall contribute more to the time average.

With few exceptions, the combined diagnostics results produce a consistent picture. Local changes, like the frequency of cyclones or extreme events, are reasonably related to changes of the three-dimensional large scale baroclinic structure. Therefore it is possible to put some reliability in localized features, even if they are not themselves statistically significant. Besides this internal consistency, our results (with respect to the North Atlantic storm track changes) also agree with those reported by other studies using a higher resolution (T42) atmospheric GCM and a mixed layer ocean (Hall et al., 1994) or a full dynamical ocean (Carnell et al., 1996). This coincidence of results from quite different model configurations may point to some degree of robustness and reliability.

Nevertheless some open questions remain: Firstly, we have considered moist effects only implicitly, i.e. as an inherent part of the simulations. The role of latent heat release in individual systems has not been quantified relative to the influence of changes in the three-dimensional temperature structure. Before assessing this question, we would have to validate the role of latent heat release for the life cycle of cyclones in our GCM and identify regions where local moist effects are of dominant importance. This requires the use of a number of additional diagnostic tools (like the three-dimensional distribution of diabatic heating) and is beyond the scope of this paper.

Secondly, we have not been able to explain the different response of the Pacific and the Atlantic storm tracks as a result of a global warming. It may be simply a consequence of the particular pattern of sea surface temperature and sea ice response. Another possibility is the potential difference in the dynamical mechanism controlling cyclonic activity in both areas. Deeper understanding in this respect would certainly help to improve our confidence in the GCM results.
Thirdly, in translating our results to the real world one has to keep in mind that the global warming pattern used here is associated with (equivalent) CO₂ increase. Additional forcings (e.g. from SO₄ aerosols) will certainly alter the basic temperature signal as well as the related cyclonic activity signal. Finally, the coupled atmosphere-ocean GCM has some specific weaknesses, which are common to this generation of coupled models. A fully satisfactory interaction of the cyclonic and the planetary wave scale cannot be expected from a model of T21 horizontal resolution. The treatment of sea ice needs further improvement, too. Hence, even if our main results are largely coherent with those of other studies, it remains to be confirmed that the similarity of results arises from the same cause and effect relationships in the different models. For this purpose the combined application of various diagnostics, as proposed in this paper, may provide a particularly useful guideline for further analysis of the forthcoming generation of revised fully coupled atmosphere-ocean models at higher resolution.
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