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Abstract

Laser-hybrid welded butt joints are increasingly used in structural applications due to their high productivity. However, the
complex interaction between the laser beam and arc process often leads to weld imperfections. These weld imperfections
can significantly influence the development of stress concentrations on the weld surface, which can affect the mechanical
properties and fatigue performance of the joints. Therefore, accurately identifying and assessing these imperfections is crucial
for ensuring weld quality and structural safety. In this study, a method is proposed to assess the weld quality and numerically
determine stress concentrations in laser-hybrid welded butt joints with severe imperfections using 3D scans. For this purpose,
a total of 76 specimens were scanned using a high-resolution 3D laser scanner to capture the weld geometry. The scan results
were then used to assess the weld quality according to the ISO 12932 standard and to generate numerical models by using
the reverse engineering method for 3D finite element (FE) analysis. Additionally, fatigue tests were performed to observe
the failure location for each specimen and compare it with the predicted failure location from the FE analysis. While the
FE predictions could effectively highlight the critical high-stress regions, they did not consistently match the actual crack
initiation sites due to the complexity and variability of weld imperfections. However, considering the micro-support effect
through the theory of critical distances improved the accuracy of failure location and fatigue life predictions by accounting
for the influence of local stress gradients.

Keywords 3D scanning - Laser hybrid welding - Reverse engineering - Weld imperfections - FE analysis - Stress
concentration - Butt joints - Fatigue - Micro-support effect

1 Introduction welded structures. The fatigue strength of welded joints

is frequently evaluated using nominal stress or structural

Laser-hybrid welding is increasingly used to produce high-
quality joints in industries such as manufacturing, automo-
tive, shipbuilding, and maritime due to its high productivity
and deep penetration capabilities. In structural applica-
tions, these welded joints often endure cyclic loading con-
ditions. Therefore, conducting fatigue strength analyses on
these joints is crucial to ensure the integrity and safety of
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stress approaches. While these methods are well established,
they tend to be conservative because they do not adequately
account for the actual weld geometry and local imperfections
[1]. The presence of various imperfections in the welding
zone is a common phenomenon and can significantly impact
the fatigue strength of the structures [2—4]. These imper-
fections tend to amplify local stress concentrations along
the weld seam [5, 6]. In laser-hybrid welding, the complex
interaction between the laser beam and the arc process often
leads to imperfections such as undercuts, worm-holes, and
excessive root penetration, each of which can significantly
increase local stress concentrations and negatively impact
fatigue performance [7, 8].

To improve the fatigue life of welded joints, it is impor-
tant to identify the critical locations with high local stress
concentrations since fatigue failure can initiate from these
locations [9-11]. Many promising techniques have been
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established in recent times for accurately modeling the com-
plex weld geometry in order to perform numerical analy-
sis. One of these approaches involves using 3D scanning
to capture detailed information about the weld profile [12,
13]. This technique allows for a more realistic and accu-
rate representation of the weld geometry. The use of 3D
weld geometry obtained through various scanning meth-
ods can assist in evaluating the fatigue strength of welded
joints [14]; however, developing a 3D model for numerical
analysis can be difficult due to the complexity of the weld.
The use of the reverse engineering method can be useful
in transforming the scan results of the complex weld into
a solid 3D model for FE analysis. This approach provides
the opportunity to develop numerical models with a high
degree of accuracy.

Additionally, 3D scanning techniques prove to be useful
in gaining a better understanding of the impact of com-
plex three-dimensional weld imperfections on fatigue
strength, which cannot be captured by traditional methods
[15, 16]. It can also be used to assess the weld quality
based on standardized guidelines. ISO 12932:2013 [17] is
a commonly used standard for evaluating the weld quality
of laser hybrid welded joints, offering guidelines for the
permissible limits of different types of weld imperfections
based on the geometric characteristics of welds. Although
in shipbuilding, the rules of the classification societies are
decisive, regarding welding imperfections, these are mainly
based on ISO 5817:2023 [18]. However, not all quality
assessment criteria and groups have a similar impact on
the fatigue properties of the welds, as highlighted by Hob-
bacher et al. [19]. This is also addressed in Appendix B of
ISO 5817:2023 [18].

Previous research has established frameworks for both
scanning and simulating weld geometry [13, 20]. Nied-
erwanger et al. [21] conducted a study on various mod-
eling concepts to assess the fatigue strength of welds.
Their research utilized a laser scanning process to create
2D models of the weld geometry. Hou [22, 23] found that
3D scanning techniques are a useful tool for analyzing the
complex geometry near welded joints. Liinalampi et al.
[24] used 3D laser microscopy technology to create a pre-
cise representation of the welds and then investigated the
fatigue strength of thin plates based on 2D finite element
simulation. Chaudhuri et al. [25] applied X-ray micro-com-
puted tomography to capture weld profiles and, combined
with ACPD measurements, investigated the fatigue crack
initiation (FCI) life of arc-welded joints. Stasiuk et al. [14,
26] conducted research on butt joints and cruciform joints
to determine stress concentrations at various areas of the
weld toe. They used a scanning process to capture the
actual geometry of the joints with higher accuracy. Kolios
et al. [27] calculated the stress concentration factor in off-
shore welded structures based on 3D scan data. The results
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of their research indicate that this approach can be useful to
identify critical areas where fatigue cracks are most likely
to initiate. Spith et al. [28] used a 3D FE method to con-
duct fatigue assessment of welded joints based on the real
geometry and proposed a local stress limit of 300 MPa for
cruciform joints.

The use of scanning methods is gaining popularity for
analyzing welded joints. This technique has been success-
fully applied previously for surface characterization of
additively manufactured components [29, 30] and complex
corroded surfaces [31, 32]. However, despite these advance-
ments, the use of 3D scans for fatigue assessment of laser-
hybrid welded joints with imperfections has not been thor-
oughly investigated. This is a notable research gap because
laser-hybrid welded joints with several imperfections can be
difficult to assess using traditional fatigue assessment meth-
ods. Using 3D scans on these joints can help numerically
determine local stress concentrations directly and could lead
to better fatigue life predictions.

In this study, a methodology is presented that combines
3D scan-based numerical analysis and fatigue assessment
to evaluate stress concentrations in laser-hybrid welded butt
joints with severe imperfections and to examine their influ-
ence on fatigue failure locations. The fatigue assessment
incorporates the micro-support effect through the theory of
critical distances (TCD) to improve the accuracy of both
fatigue life estimation and failure location predictions based
on the FE analysis.

This study is structured as follows: Sect. 2 presents the
methodology and experimental setup. The numerical mod-
eling process is provided in Sect. 3. Section 4 presents the
results and discussion, followed by conclusions in Sect. 6.

2 Methods and experimental setup
2.1 Specimens and fatigue test setup

The specimens were butt welded and made of A36 steel
with dimensions of 40 mm in width and 500 mm in length.
The welding was carried out by the MEYER WERFT
research and development laboratory. A 16-kW disk laser
and a metal arc welding process were used. To improve the
welding process, these specimens were welded with vary-
ing parameters, resulting in the inclusion of severe weld
imperfections. A total of 76 specimens were prepared and
tested in three test series, with plate thicknesses of 7 mm
(Sp. No. 1-31), 10 mm (Sp. No. 32-53), and 15 mm (Sp.
No. 54-76). Fatigue tests were performed to identify the
failure locations for each of the specimens to compare them
with the predicted failure locations from the FE analysis. A
Schenck horizontal resonance testing machine with a load
capacity of up to 200 kN and a load frequency range of
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30-33 Hz was employed for this purpose. Following the
experiments, the crack surfaces were visually examined,
and the actual failure locations were documented for each of
the specimens. The results of the fatigue tests are discussed
in Sect. 4.2.

2.2 3D scanning process

The 3D scanning process was carried out with an ATOS
GOM Core 5 M scanner with a resolution of 0.12 mm, where
resolution refers to the smallest measurable distance between
two distinct points on the laser line. The scanner supports
measurement volumes ranging from 40 to 800 mm. GOM
Inspect software was used for processing the scan results.
The scanner is setup in a way that it can cover the whole
welded area of the specimen properly (see Fig. 1a). The 3D
scanning process comprises two main steps which are the
pre-processing and the post-processing.

The pre-processing starts with preparing the specimen
by cleaning the surface and adding reference points to both
sides of the specimen for aligning the scans during the post-
processing stage. This allows to combine the scan results of
both surfaces into a single, cohesive model. No additional
powder-based coating was used on the specimens to ensure
that even small imperfections remained visible. A rotating
platform is used to capture the weld surface from different
angles (Fig. 1b and c). A total of six scans are performed
for each side of the specimen in order to capture the details
of the weld surface.

The post-processing of the scan results is carried out
by smoothing the areas where small magnets are placed as
reference points and merging surface scans using the best-
fit command in the GOM Inspect software. The reference
points are used to best fit the transformation between the
scans and align them in 3D space. The geometry alignment
is performed before the final 3D model is exported as STL
files. The purpose of the 3D scanning is twofold in this work:
to detect and measure the weld imperfections and to create
numerical models of the welds for FE analysis.

Fig. 1 3D scanning process: a
scanner setup, b and c reference
points used in the specimens

2.3 Weld quality assessment from 3D scans

Weld imperfections can significantly compromise the
strength and reliability of welded joints. The complexity of
weld geometry presents a considerable challenge in achiev-
ing quality control during welding processes. Various types
of imperfections must be assessed when evaluating the qual-
ity of a welded joint. Standards in welding, such as ISO
6520-1:2007 [33], offer detailed descriptions of primary
welding imperfections and are commonly utilized for their
identification. ISO 12932:2013 [17] establishes acceptance
criteria for these imperfections, classifying them into three
quality groups (B, C, and D) based on their size and type.
In this study, samples were assessed using visual inspec-
tion and 3D scan results. Four types of imperfections, as
defined by the ISO 6520-1 standard, were identified from
this assessment. These imperfections are described in Fig. 2.

The relative acceptance limits for the identified weld
imperfections, as specified in ISO 12932, are provided in
Table 1. During quality assessment, certain imperfections
exceeded the tolerance limits defined for the lowest quality
group (D) according to the standards. Consequently, these
samples were reclassified into quality group “Lower than D.”
The process of sample classification into different quality
groups and the identification of imperfections are presented
in Sect. 4.1.

3 Numerical modeling

In this section, the overall procedure followed to develop
the 3D numerical model and carry out the FE analysis is
presented. Figure 3 shows a flowchart outlining the steps for
the numerical modeling based on the 3D scan.

3.1 Reverse engineering method
The reverse engineering method is used to transform point

cloud data obtained from scan results into a solid model
suitable for the FE analysis. The commonly exported STL

(b) (c)
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Fig.2 Weld imperfections iden-
tified according to ISO 6520-1
[33] with their corresponding
group number

5012: Intermittent undercut

504: Excessive root penetration

2016: Worm-hole

602: Spatter

Table 1 Relative limit values of the weld imperfections according to ISO 12932 [17]

Type of imperfection Quality group

B C

D

Intermittent undercut 0.5 mm (maximum)

Excessive root penetration 3 mm (maximum)
Worm-hole 2 mm (for 10 mm plate thickness)

Spatter Acceptance depends on application

0.5 mm (maximum)

4 mm (maximum)

3 mm (for 10 mm plate thickness)
Acceptance depends on application

1 mm (maximum)

5 mm (maximum)

4 mm (for 10 mm plate thickness)
Acceptance depends on application

format from scan results lacks surface curvature continuity,
potentially leading to singularity issues during FE analysis
[31]. To overcome this challenge, the model can be con-
verted into a smoother representation using Non-Uniform
Rational B-Spline (NURBS) surfaces. NURBS is a mathe-
matical representation of 2D smooth surfaces widely utilized
in 3D modeling, particularly in the reverse engineering pro-
cess. It offers a precise means of representing and manipu-
lating complex shapes using a relatively small number of
control points. Additionally, NURBS surfaces require less
data to describe the surface compared to the STL format
which makes it efficient for storage and transmission. In this
work, the Ansys 2022 R1 software is used for executing the
reverse engineering method and conducting FE analysis.
The accuracy of the fit between the scanned data and
the modeled surface in the reverse engineering process is
determined by the use of the polynomial functions during
the modeling process. In Ansys SpaceClaim, polynomial
functions are controlled by the sample size. The larger the
sample size, the more polynomial functions will be used
per area, resulting in a better fit between the scanned data
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and the modeled surface. However, a larger sample size also
increases the computational time and memory requirements.
The polynomial fitting is based on cubic B-spline functions
with a degree of 3 and an order of 4, consistent with the
underlying NURBS representation. Creating a solid model
using a single NURBS surface is not possible because of
the complexity of the weld surface; as a result, the surface is
broken down into smaller portions called NURBS patches.
These patches are then joined together to form the solid
model. The choice of the sample size is determined by the
geometry and quality of the scanned surface. In previous
studies, Shojai et al. used a sample size of 120 grids per
15 mm length in [31] and a sample size of 120 grids per
40 mm length in [32]. In this work, a sample size of 105
grids is utilized, and the size of the patch is adjusted based
on the complexity of the geometry, in order to capture the
welded area with higher accuracy. In Fig. 4, an example of
using different sample sizes for the same surface geometry
is shown. The surface details are more accurately captured
with a larger sample size. In Fig. 5, the original surface of
specimen No. 33 is compared with the 3D scanned surface
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Pre-processing (cleaning Introducing NURBS Mesh generation
and adding reference patches
points on the surface) l
P Define boundary
Scan both sides of the I Selecting sample size | conditions
specimens from different
angle using rotating 3D scanned Numerical
plstibom model | Surface modeling | model I Solving FE analysis
Post-processing (merging
scan results using best fit | Export solid 3D model | Post processing for stress
function) concentration calculation
J
3D scanning RE method FE analysis

Fig.3 Flow chart of 3D modeling and FE analysis process

Fig.4 NURBS patch of a

15X 15 mm sample with sample
sizes 15, 50, and 105 (from left
to right)

and the output result of the reverse engineering method.
Additionally, in Fig. 6, the faceted geometry alongside the
final numerical model for specimen No. 09 is provided to
compare the deviation of the surface geometry. It is observed
that the details of the weld geometry can be captured and
transformed accurately into the numerical model by applying
the reverse engineering method.

3.2 Numerical model and boundary condition

The 3D models generated by the reverse engineering method
are imported into the Ansys Workbench, as shown in Fig. 7.
Structural steel with a Young’s modulus of 200 GPa, a Pois-
son’s ratio of 0.3, and a linear-elastic material model is used
for the analysis. This is possible, since stress concentration
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value on the surface does not depend on the material proper-
ties, but rather on the geometry of the object and the location
and type of the applied loads.

The boundary conditions used for the FE analysis are
represented schematically in Fig. 7. To apply the boundary
condition, a remote displacement was applied to one side of
the specimen, and a load was applied to the opposite side.
The displacement in the loading direction was restricted, and
one node in the transverse direction was also confined. The
load was adjusted based on each specimen’s cross-sectional
area to achieve a nominal stress (c,,,,,) of 1 MPa, ensuring
that the maximum stress (o,,,,) results on the surface are
equivalent to the stress concentrations (K,) of that specimen
according to Eq. 1.

o

nom

3.3 Mesh generation and convergence study

The imperfections presented on the weld surface make the
mesh generation process quite challenging. The quadratic
tetrahedral elements were used for the meshing process. The
element size selection during meshing is an important factor
in ensuring the accuracy of the FE analysis, and for this, the
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mesh sensitivity analysis is performed. Figure 8a—c show
the effect of varying element size on the ability to accurately
capture the geometric details. The results from the sensi-
tivity analysis have shown that a 0.1-0.2 mm element size
is sufficient for maintaining consistency in the location of
maximum stress concentration on the weld surface. There-
fore, an element size of 0.1 mm has been used close to the
welded zone for each specimen, and a coarser mesh size of
2.97 mm is used for the remaining surface.

To further improve accuracy and reduce computational
cost, convergence analysis was performed only in regions
of maximum stress concentration. Additional refinement in
these areas was achieved using the adaptive convergence tool
in Ansys Workbench. For example, in specimen No. 03, a
minimum element size of 0.026 mm was reached at the peak
stress location, with surrounding elements ranging from 0.03
to 0.1 mm. As shown in Fig. 8d, the maximum stress value
remained constant with this level of refinement.

4 Result and discussion
4.1 Weld quality assessment results

The weld quality assessment results, along with correspond-
ing measurements of weld imperfections and the determined



Welding in the World

Fig.6 Specimen No.09: a and
b numerical model, ¢ and d

faceted geometry from 3D scan

(b)

quality groups, are summarized in Appendix B, Table 6. The
quality group of each specimen is determined based on the
relative limit values of each weld imperfection presented in
Sect. 2.3. The 3D scan results of each specimen were used
to detect and measure imperfections such as intermittent
undercut (Fig. 9b) and excessive root penetration (Fig. 9d).
GOM Inspect software was used to measure the dimensions
of these imperfections from the scan results. The worm-hole
imperfection was identified from the cracked surface images
taken post-fatigue testing of each specimen, and the dimen-
sion of the largest worm-hole was measured from these
images. It is important to note that the worm-hole imper-
fection was not included in the FE modeling. The measure-
ment process for the worm-hole imperfection is presented in
Fig. 9a. Additionally, visual inspections of the welds were
performed to identify spatter on the weld surfaces (Fig. 9¢).
Out of the 76 specimens studied, 45 were classified in weld
quality group B, 4 in group C, 9 in group D, and 18 in group
“Lower than D.”

4.2 Fatigue test results for different quality groups

The fatigue test results for each of the specimens are pre-
sented in Appendix A, Table 5. The results are analyzed
statistically to generate S—N curves for different weld quality
groups with:

4 o “‘
4y
L
& R
[40mm | %

(d)

6 B0, T
N;=2x10 (A—GR) )
where N, represents the number of cycles to failure, Ao,
is the nominal stress range used during the experimentation,
Aoy, states as the characteristic reference fatigue strength
at N, =2 X 10° cycle, and m is the slope of the S—N curve.

The mean curve for the S—N diagram is determined by
following the guidelines of the German Welding Society
(DVS) [34], which state that a least-square algorithm should
be used for the curve fitting. The mean curve represents a
survival probability of Py = 50%. In accordance with inter-
national guidelines, a consistent slope of m = 3 is utilized
for all standard design curves [35]. In order to maintain
consistency and comparability of the S—N curves across
the different weld quality groups in this study, a fixed slope
of m = 3 was utilized when comparing the results with the
standard design curves. Additionally, only specimens that
failed before reaching 2 million cycles were considered, as
this cycle count represents the approximate knee point of
S-N curves of welded joints [35].

The fatigue test results for different weld quality groups
are plotted in a S—N diagram shown in Fig. 10. The results
indicated that the average fatigue strength for quality group
“Lower than D” is significantly lower than other quality
groups. The mean fatigue strength values for groups B and D
are similar, but there are fewer specimens in group D (n=9)
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Fig.7 Boundary conditions of
the numerical analysis

Fixed nodes in x-

direction and z-direction

which might cause uncertainty in the result. In contrast, the
specimens belonging to quality group C have a higher mean
fatigue strength value than groups B and D. However, only
4 specimens are categorized in quality group C which might
not be sufficient to determine the mean fatigue strength value
reliably. In the quality group “Lower than D,” worm-hole,
undercuts, and excessive root penetration imperfections were
found. It is assumed that these imperfections are causing the
significantly low fatigue strength of this group.

The S—N plot results further show that the mean fatigue
strength for all quality groups exceeds FAT 90. Appendix
B of ISO 5817:2023 provides limit values for weld imper-
fections that correlate quality group B with at least FAT
90 and group C with at least FAT 63, but lacks guidance
for groups D and “Lower than D.” This study’s results
validate the relationship between quality groups B and C
and their corresponding FAT classes per ISO 5817:2023.
However, it also highlights that fatigue strength does not
decrease significantly for lower quality groups such as D
and “Lower than D.” The S—N curve parameters for differ-
ent weld quality groups are provided in Table 2.

4.3 FE analysis results
The FE analysis is carried out for all the specimens to iden-
tify critical areas with high stress concentrations where

fatigue failure is likely to initiate. The maximum local stress
concentration on the weld surface is determined from the
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simulation results. Additionally, the stress concentration
value at the actual failure location is determined for each
specimen. The coincidence level of the predicted failure
location from the FE analysis with the actual failure location
is categorized into the following four comparison groups.

e Group 1: In this group, the ratio between the stress con-
centration value at the actual failure location (K, ) and
the maximum stress (K ,,,,) value from the FE analysis
is 1. That means the location of the maximum stress con-
centration in the model coincides with the actual failure
location.

e Group 2: In this group, the ratio between the X, ., and

K, nay 18 higher than 0.75. That means the crack location
coincides with the second highest stress concentration
value from the numerical model.

e Group 3: In this group, the ratio between the X, .., and
K, ,.ax 18 higher than 0.5. That means the crack location
coincides with the third and the fourth highest stress con-
centration values from the numerical model.

® Group 4: In this group, the ratio between the X, ., and
K, jnax is lower than 0.5. This group indicates a signifi-

cantly lower correlation between the actual and predicted

failure locations.

An illustration of the results from each of the comparison
groups is provided in Fig. 11a—d. Moreover, all the com-
parisons of failure locations with the predicted results from
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Fig. 8 Meshing at different ele-
ment sizes: a 0.1 mm, b 1 mm,
¢ 1.5 mm. d Convergence plot
for specimen No. 03

0.1 mm
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Fig.9 Weld quality assessment:
a worm-hole measurement

for Sp. No. 41, b intermittent
undercut measurement for Sp.
No. 63, c spatter identification
for Sp. No. 09, d excessive root
penetration measurement for Sp.
No. 54

the FE analysis are provided in Appendix C (Figs. 16-19).
The blue markings on the figures indicate the actual fatigue
failure location, while the red markings show the location of
the maximum stress concentrations on the surface, which is
the predicted failure location according to the FE analysis.

Element size at the area of
stress concentration [mm]

(d)

(d)

For specimen No. 50 in Fig. 11a, the predicted failure
location from the FE analysis coincides with the actual fail-
ure location. The crack surface indicated that the failure
was initiated in the weld toe region, where the maximum
stress value is observed from the FE analysis. Out of the

@ Springer
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Fig. 10 Fatigue test results for
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Table 2 S-N curve parameters failure locations are 0.6 and 0.25, respectively. This means
that specimen No. 54 is in group 3, and specimen No.47
Group Slope Standard Aogso% e is in group 4. After analyzing the results, it was found that
deviation .
29 specimens belong to group 3, and 16 belong to group 4.
B 3 0.41 127.9 Among the 76 specimens analyzed in this study, 60
C 1.65 139.2 belong to groups 1-3, where the crack locations align with
D 1.16 126.4 regions of relatively high stress concentration. The dif-
Lower than D 1.71 96.9 ference between the predicted and actual crack locations

76 specimens used for the FE analysis, only 9 specimens
fell into this group, with 6 of them belonging to the weld
quality group B.

In Fig. 11b, the result for specimen No.02 is shown,
which is categorized as group 2. The numerical model
determines the maximum stress concentration value of
2.66 at the weld toe region of this specimen. However,
it does not match with the actual failure location as the
visual inspection of the crack surface indicated that the
failure was initiated at the weld root region. The stress
concentration value at the actual failure location from the
model was found to be 2.44, which gives the stress ratio of
0.92, and hence, it is in group 2. A total of 22 specimens
out of 76 belong to this group, including 15 from the weld
quality group B. Groups 3 and 4 follow similar patterns. In
Fig. 11c and d, the stress ratios for the actual and predicted
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for specimens other than those in group 1 is assumed to
be due to local structural support mechanisms, such as
micro-structural effects. This can be considered with the
TCD method summarized by Taylor [36, 37]. According
to Taylor, the fatigue-driving stress is not the peak stress
on the surface, but rather the stress in a certain distance
from the peak. In Fig. 12a, the stress concentration for
a representative specimen of group 2 is plotted for both
the crack location as well as the maximum stress location
in the thickness direction. The results indicate that the
stresses at the crack location exceed those at the maximum
stress location at a distance of 0.008 mm from the surface.
This so-called “shifting point” can also be observed for a
representative specimen of group 3 at a distance of 0.018
mm from the surface (see Fig. 12b). The observed shifting
point is crucial, as it represents a transition from the initial
maximum stress concentration to a region where stress
accumulation at the crack site becomes more significant.
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Fig. 11 Comparison of FE
analysis results with actual fail-
ure location. a group 1, b group
2, ¢ group 3, d group 4

(a) Sp.No. 50

These findings align with previous research on predict-
ing fatigue failure locations based on stress distribution
on the surface. Taylor et al. [38] studied components with
multiple stress-concentrating features and found that failure
can occur at a location other than the one experiencing the
highest stress on the surface. Similarly, Shojai et al. [39]
also observed that differences between predicted and actual
crack locations may result from stress gradients along the
thickness, indicating the influence of micro-support effects.

Furthermore, the deviation in the predicted failure loca-
tion from FE analysis could also be influenced by the pres-
ence of multiple weld imperfections. From the 3D scans,
weld imperfections such as undercuts, surface spatter, and
excessive root penetration are found in some specimens.
Additionally, worm-holes are observed by inspecting the
crack surfaces of the welds after fatigue testing, see Fig. 11d.
The numerical models in this study only evaluated the maxi-
mum stress concentration based on the specimen’s external
geometry and did not account for internal defects like worm-
holes. Other imperfections, such as undercuts, excessive root
penetration, and spatter on the weld surface, may also con-
tribute to the crack formation process, potentially causing
unexpected fatigue failure in the specimens. The frequency

(b) Sp.No. 02 (c) Sp.No. 54

S

Ma

(d) Sp.No. 47

plot of these various weld imperfections and the coincidence
group is presented in Fig. 13a and b. These imperfections
can greatly influence the fatigue strength of the welded joints
and initiate the fatigue failure due to the high local stress
concentrations. The results of the FE analysis, along with the
identified imperfection on the weld surface for each speci-
men, are provided in Appendix A, Table 5.

From the results of the FE analysis, a S—N curve is gener-
ated for the specimens without internal imperfection (worm-
hole). The S-N curve for different coincidence groups with
a fixed slope (m = 3) is presented in Fig. 14. The results
demonstrate a substantial scatter ratio, with multiple crack
initiation sites observed in many specimens during the exam-
ination of the crack surfaces. It is assumed that this may con-
tribute to the higher scatter ratio. The S—-N curve parameters
for different coincidence groups are provided in Table 3.

4.4 Fatigue assessment with the theory of critical
distance

As shown in Fig. 12, the location of maximum stress in a

specimen can shift when the micro-support effect is taken
into account. This happens because the stress gradient is
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not uniform and varies depending on the position within the
specimen. To further evaluate the influence of the micro-sup-
port effect, TCD was applied at both the crack location and
the location of maximum notch stress for all 60 specimens
in groups 1 to 3. Taylor [36] introduced TCD by combining
the critical distance method (point method, PM) by Peterson
[40] and the stress averaging approach (line method, LM)
by Neuber [41]. Both methods use a characteristic material
length to describe how stress is distributed near notches.

The PM evaluates the stress at a specific distance d from
the surface according to the following equation:
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Where o, is the effective notch stress and o, is the local
notch stress.

The stress averaging approach from Neuber [41] deter-
mines the effective stress by averaging the notch stress over
a microstructural length p* along the direction of the stress
gradient. The effective notch stress is calculated as follows:

L[
o =1 / o3 o
P 0



Welding in the World

Fig. 14 S-N curve based on the 2000 ————
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The characteristic lengths for the point method d and the
line method p* were identified using a scatter minimiza-
tion technique, as applied in previous studies [39, 42]. Each
parameter was iteratively varied within a range of 0 to 1 mm
to determine the values that resulted in the lowest scatter in
the S-N curves, based on the maximum principal stresses.
Additionally, a conformity analysis was carried out to assess
how often the stress at the crack location exceeded the stress
at the maximum stress location. This was evaluated using the
ratio of the notch stresses, defined as r,,,r = K, .yt / K pax-

Figure 15a and d show the relationship between the scat-
ter 7, and the parameters d and p*, as derived from the scat-
ter minimization process. For the point method, although
the minimum scatter is observed at d=0.10 mm, a second
decrease in scatter is also observed at a higher range of
d (=0.5 mm). In the case of the line method, the scatter

Table3 S-N curve parameter based on the effective notch stress
method

Coincidence Slope  Standard Scatter, T, AOGg 504 (Mpa)
group deviation

1 3 1.30 1.54 388.7

2 0.51 1.67 367.6

3 0.53 1.58 399.1

4 2.45 2.32 488.2

10° 10
Fatigue life N [-]

remains relatively stable in the range 0.25 mm <p*<1 mm,
suggesting that values within this interval would provide
similar assessment results. To remain consistent with previ-
ous studies and recommendations for steel components and
the maximum principal stress criterion, a critical distance
of d=0.1 mm and a microstructural length of p*=0.4 mm
[42] were chosen. This resulted in a scatter of 7,,=1.66 for
PM and T,,=1.64 for LM, respectively.

The corresponding S—N curves based on the notch
stresses for the selected characteristic lengths for the point
method and the line method are shown in Fig. 15b and e. The
statistical evaluation was carried out using Deming regres-
sion, which accounts for uncertainties in both the stress
range and the number of cycles to failure. Based on the
analysis, the resulting fatigue resistance at two million load
cycles with a 97.7% survival probability is Ac, =167 N/mm?
with a slope of m=35.1 for the point method, and Ac.=154
N/mm? with a slope of m=25.28 for the line method. At
the selected characteristic lengths, the conformity rate was
approximately 65%. Although a higher conformity rate was
observed at larger values of these parameters, those values
lie outside the range where the scatter is minimized. Using
such values could compromise the reliability of S—N curve
fitting and fatigue life assessment. Based on these findings,
a design FAT class of 160 could be recommended to use for
the fatigue assessment with a slope of m=35, as this value
provides the best fit to the experimental data and aligns with
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Table4 S-N curve parameters

Method: Fi 1 A Scatter, T, Fixed sl A Scatter, T,
with micro-support ethods ree slope ( ]\;;3171172&7; catter, T, ixed slope ( 1\2;3;527)0 catter, T,
consideration

Critical distance 5.1 167 1.66 5 166 1.66

Stress averaging 5.28 154 1.64 5 152 1.64

the observed scatter range. The resulting S—N curves based
on a slope of 5 are shown in Fig. 15c and f. A summary of
the resulting S—N characteristics is provided in Table 4.

A similar evaluation was performed using the stress gra-
dients from the maximum stress location, without consider-
ing the actual crack initiation sites, as these are usually not
known without experimental investigations. The resulting
scatter (see Fig. 15a and d) followed a comparable trend,
with slightly improved values: T,,=1.63 for the point method
and T,=1.6, both at d=0.1 mm and p*=0.4 mm. These
results are close to those obtained using the stress gradi-
ents from the crack location and would lead to comparable
fatigue life predictions.

5 Discussion

In this study, 3D scanning and reverse engineering methods
were applied to assess weld quality and fatigue assessment
of laser hybrid welded butt joints with severe imperfections.
The 3D scan results were used to identify and measure weld
imperfections, enabling the classification of weld quality
groups according to the ISO 12932 standard. The fatigue
strength of these groups was then compared to standard
FAT classes. The numerical model developed through this
approach effectively captures weld details. This method has
the potential to eliminate the need for idealized weld geom-
etry in numerical analysis. However, the results of the FE
analysis indicated that the crack locations of the majority
of the specimens (groups 1-3) coincided with areas of rela-
tively high stress, but did not always match with the abso-
lute maximum stress location. Further investigations of the
stress gradient along the thickness of these specimens were
carried out using the TCD method to assess whether consid-
ering the micro-support effect could improve the prediction
of crack location and enhance fatigue assessment. Based
on a scatter minimization approach, a critical distance of
d=0.1 mm and a microstructural length of p*=0.4 mm
were selected. For welded joints, these values are consist-
ent with previous recommendations [42]. The conformity
rate at these parameters was about 65%, indicating that 39
out of 60 specimens showed agreement between the pre-
dicted and actual crack locations at the selected character-
istic lengths (p*=0.4 mm and d=0.1 mm). This suggests

that considering the micro-support effect can improve the
prediction of crack initiation sites. It is important to note
that the TCD method evaluated the effective stresses at only
two locations: the actual crack location and the location of
maximum stress. If the TCD method were applied across
all surface points, the maximum effective stress could shift
to a location different from the two points evaluated here.

The implicit gradient method [39] offers a potential
solution to this limitation, as it considers the micro-sup-
port effect directly in the numerical analysis for all surface
points simultaneously. This enables a more comprehensive
assessment of the effective stresses. As shown in [39], such
approaches could further enhance the conformity rate and
improve fatigue assessment. However, it is also important to
consider that S—N curves based only on the stress gradient at
the location of maximum stress showed minimal variation in
fatigue life prediction and associated scatter, even without
knowing the exact crack initiation site. This suggests that,
for fatigue life prediction purposes, using the stress gradient
at the maximum stress location may be sufficient, even if the
actual crack location is unknown.

For a reliable fatigue assessment, a design S—N curve is
essential. Based on the findings of this study, a FAT class
of 160 is recommended when applying the TCD method,
which aligns with the design FAT class proposed by Baum-
gartner [42]. Regarding the slope of the S—N curve, the
analysis indicates that a slope of m=35 provides the best fit
to the experimental data. Although a slope of m=3 [43] is
commonly recommended for thick specimens (>4 mm),
previous studies have also supported the use of m=4 [42].
However, in this study, a slope of m =5 is found to be more
appropriate for capturing the fatigue behavior. It should be
noted that the statistical evaluation was performed using
Deming regression, which offered a better fit and more reli-
able coverage of the experimental data of this study com-
pared to other regression methods.

6 Conclusion

The aim of this study was to assess the fatigue performance
of laser hybrid welded butt joints with severe weld imperfec-
tions using 3D scanning and the critical distance approaches.
The key findings of this study are summarized as follows:
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e 3D scanning process can be useful to analyze the weld
quality by identifying the weld imperfections and develop
numerical models based on real weld geometry using the
reverse engineering method.

e The fatigue test results validate the correlation between
quality groups B and C and their corresponding FAT
classes according to ISO 5817:2023 (Appendix B), while
also demonstrating that fatigue strength does not signifi-
cantly decrease for lower-quality groups such as D and
“Lower than D.”

¢ FE analysis results indicate that it can be useful for effec-
tively locating critical high-stress areas that are susceptible
to fatigue failure. The crack location of the majority (60 out
of 76 specimens) of the specimens coincides with relatively
high-stressed areas (groups 1 to 3). For 9 specimens (group
1), the crack location even coincided with the absolutely
highest stressed area.

e To consider the micro-support effect, the TCD method
was applied to 60 specimens from groups 1 to 3. A criti-
cal distance of d=0.1 mm and a microstructural length
of p*=0.4 mm were determined based on the maximum
principal stresses. At these parameters, the conformity
rate increased from an initial 15% to about 65%, suggest-
ing that considering the micro-support effect can improve
the prediction of crack initiation sites based on 3D FE
analysis.

e Based on the fatigue assessment, a notch-stress-based curve
FAT 160 can be used with a critical distance of d=0.1 mm
and a microstructural length of p*=0.4 mm for specimens
with severe weld imperfections.

The results of this study indicate that the accuracy of FE
analysis can be improved by implementing the reverse engi-
neering method to develop numerical models from 3D scans.
Additionally, the prediction accuracy of crack initiation sites
from the FE analysis can be enhanced by considering the
micro-support effect.
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