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Nomenclature

Nomenclature

Symbol

Description

A

B

bx. by

&z

F

f‘

Gyxs Gyy

TO
X

—. -

=
N'TW

SS<<=*Hv 03D

=

NS <X X§

stability matrix

control matrix

bias parameters of the state resp. observation equations
observation matrix

transfer function

frequency

input and output autospectra

Cross spectrum

frequency response

identity matrix

information matrix

imaginary unit j = /=1

control amplification parameter

discrete time/frequency index, short notation for ¢, or f
cost function

number of observation variables

number of data points

number of frequency points

number of transfer functions to be approximated together
number of time intervals

estimation error covariance matrix
covariance matrix of measurement noise
spectral density matrix of measurement noise
Laplace variable

length of time interval

time

control input vector

Fourier transform of noise

measurement noise vector

weighting function/matrix

weighting ratio of amplitude vs. phase error
coherence weighting

Fourier transform of x

state vector

Fourier transform of y

observation vector

measurement vector
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Nomenclature

Symbol Description
Au,Az measurement error (offset) in the inputs and outputs
At sampling interval
A6 parameter increment
0 parameter variation
djj Kronecker delta (= 1 if i =, = 0 otherwise)
€r random error
€ vector of magnitude and phase errors
¢ damping ratio
'7)20, coherence between x and y
0 complete parameter vector
© vector of unknown system parameters
O; standard deviation of 8;
) standard deviation
02(...) variance
p(6;,0; correlation between 6; and 6;
T time delay
w frequency
Wn natural frequency
¥t phase angle, deg
| <. lam log-amplitude, dB
R(...) real part
Do) imaginary part
Subscripts
0 initial value
free free parameter (not reaching bound)
in input
m measured value
min minimal value
out output

Superscripts

T transpose of real matrix
* conjugate transpose of complex matrix
~1 inverse of matrix

~

optimal value

Abbreviations
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Nomenclature 5

FR frequency response

FRD frequency response data
GUI graphical user interface
LTI linear time-invariant

ML Maximum Likelihood

SS state space

SysID system identification

TF transfer function

ZPK zero-pole-gain

The nomenclature of the examples in chapter 10 is as per conventions of LN 9300/ISO 1151.
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1. Background and Introduction

System identification has long been a focal point of research efforts at the DLR Institute
of Flight Systems [1, 2]. Consequently several parameter estimation software packages
were developed over the years, that could handle linear systems in the time and
frequency domain as well as nonlinear systems and implemented output error, filter
error and extended Kalman filter methods [3-8]. All of these software packages were
written in FORTRAN.

When more and more research at the Institute was performed using MATLAB and
Simulink [9, 10], it was desired to perform system identification directly in the MATLAB
environment. That let to the development of the parameter estimation package
PENSUM [11], later renamed into FITLAB, that implemented Maximum Likelihood (ML)
parameter estimation of general nonlinear systems written in MATLAB / Simulink.

Soon, FITLAB was equipped with a graphical user interface (GUI) to provide easy
access to the standard tasks of reading the measured data, specifying the model
and parameters, running the identification and looking at plots of the results. The
software package was thus called FitlabGui and over time it was enhanced to allow
for the identification of different model types, namely

- nonlinear models (ML method)

— linear models in the time domain (ML method)

=7 linear models in the frequency domain (ML method)

— transfer function models (frequency response method)

7 linear models in the frequency domain (frequency response method)

For parameter optimization, FitlabGui provides a standard Gauss-Newton algorithm
and in addition a subplex based method. Upper and lower bounds for the unknown
parameters can be specified for both methods.

This report covers the standard FitlabGui tool. The optional add-on package HQ-Tools
(handling qualities analysis tools) is described in a separate report [12].

After the description of the installation, all menus of FitlabGui are explained in detail.

Additional chapters cover the demonstration examples and the command line version
of the underlying system identification tool FITLAB. Basic information about frequency
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1. Background and Introduction 7

response generation, system identification theory and the implemented algorithms is
provided in the appendices.
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2. Installation & Call

2.1. Installation

FitlabGui is delivered as a zip-archive. Most routines are contained as MATLAB p-code.
Only those routines which the user might want to modify or use as a template for
own routines are delivered as m-files.

For a normal installation, the user has to choose a directory, where he wants the
zip-archive to be extracted. Subdirectories named fitlab_pcode, fitlabGui_pcode,
and fitlabDemo are then created and filled. All of these directories have to be included
in the MATLAB search path.

For MATLAB version 2012b and newer, FitlabGui can also be installed as an app. To
do so,

— select the tab APPS,
— press the icon Install App, and
7 select the file FitlabGui.mlappinstall from the zip-archive.

A FitlabGui icon is then created in the APPS tab.

2.2. Calling Procedure

If FitlabGui has been installed as an app, it is started through the FitlabGui icon.
Otherwise, FitlabGui is invoked by typing fitlabGui on the command line. The main
FitlabGui panel is depicted in figure 2.1.

The main menus are Project, Data, Model, Execution, Plotting, and Help. All of
these menus are described in the following chapters. If the optional Heli-HQ toolbox
is installed, an additional menu Heli-HQ appears between Plotting and Help. The
menus Model and Execution pertain to parameter estimation with FITLAB and the

4% DLR - DLR-IB-FT-BS-2026-9 8



2. Installation & Call 9

& FitlabGul - Flight Dats Anakysis and Parameter Esteation = o X

Project [Dats  Model  Erecuton  Plotting HQ-Took  Help -

Praject <agnes - s

Figure 2.1.: Main FitlabGui panel

corresponding chapters in this report can thus be skipped by users that do not want
to perform parameter estimation.

The scrollable window of the main FitlabGui panel displays some status information
as well as all output of the called routines for frequency response generation, system
identification, or handling qualities analysis. The Clear button on the main panel
allows to clear this window if the displayed information is no more needed (doing so
makes the subsequent calculations faster).

The GUI and the underlying routines for frequency response generation and system
identification use a global variable named FITLAB for communication. This global
variable must not be altered or cleared by the user.

FITLAB requires MATLAB 2012 (8.0), Simulink 8.0 and Control System Toolbox 9.4. It

has been tested with newer versions up to MATLAB 2024b. For reading flight test data
in the Institute’s standard format, CDF version 3.5 [13] is used.
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3. Project

All current settings in FitlabGui can be saved and retrieved by so-called project files.
The project files are mat-files that contain a structure that stores all settings for all
FitlabGui menus. The name of the current project file (if any) is displayed on the
bottom line of the main panel (see figure 2.1).

The menu items in the Project menu are:
New Start a new project from scratch.

Open Open an existing project.
The corresponding mat-file has to be selected.

Save  Save all current settings to the currently opened project file.

Save as Save all current settings to another project file.
Only the name of the logfile for the system identification (see figure 6.1) is
changed to the new project name with the file extension log.
Similarly, the logfile for Heli-HQ is changed to <new_project_name>_hat.log
if one had been defined.

Info Create or display the information about the current project.
This information can be used as a subtitle in the plots (see section 7).

Exit FitlabGui
Exit the program FitlabGui.
If changes have been made compared to the settings of the current project,
the user is asked whether he wants to save the changes before exiting the
program.

48 DLR - DLR-IB-FT-BS-2026-9 10



4. Data

FitlabGui allows to evaluate and analyze both time history and frequency response
data. The Data menu of FitlabGui has the following items:

Load Time Sections from File

Select Time Sections from Maneuver Database
Maneuver Database Definition

Unit Conversion

Channel Arithmetic

Export

Load Frequency Responses from File
Frequency Response Generation

HOS Definition

NN NN NN

The first six items pertain to time history data whereas the other items handle fre-
quency response data. The supported file formats for both data types as well as all
data menu items are explained in the next sections.

4.1. Supported Formats for Time History Data

The FitlabGui supports the following file formats for time history data:

CDF CDF datasets are based on the Common Data Format [13] developed at the Na-
tional Space Science Data Center (NSSDC) of NASA. At the Institute, two variants
of CDF datasets are currently used, namely IS3 and R-CDF.

IS3 is the older of the two formats. 1S3 datasets contain all data channels already
interpolated to a common sampling rate and all data are real numbers. A short
description of the IS3 standard can be found in [14].

R-CDF (Raw Common Data Format) is the data format used for all current flight
test programs at the Institute. In R-CDF datasets, different data channels can
be of different type and have different sampling rates. A description of the
R-CDF data format is found in chapter 10 of [15]. Upon reading R-CDF data into
FitlabGui, all data channels are interpolated to the desired sampling rate and

4#;: DLR - DLR-IB-FT-BS-2026-9 11



4. Data 12

converted to double. Sample-and-hold is used for integer data whereas linear
interpolation is used for real data.

MATLAB

MATLAB mat-files to be read by the FitlabGui have to contain each measured
data channel as a separate vector variable. An optional structure channel with
character fields channel .names and channel .units can be present to define the
units for each data channel. If a channel structure is present, the character strings
in channel .names have to correspond to the names of the vector variables with
data. Other non-numeric variables and scalar variables contained in the mat-file
are ignored. Examples for data mat-files with units are the data files for the X-31
flight path reconstruction example from section 10.

ASCII, Excel
ASCII files and Excel data files have to contain the data including the variable
names in tabular form with the different channels in separate columns or rows.
Additional header lines can be present. Data units are not supported for ASCII
or Excel files.

CDF files are read directly using the corresponding routines to extract the header
information and the data itself. For the other file types, a Data Import menu is opened
that displays all signals available in the data file. One variable must then be selected
as the time signal.

Data that are not in one of the formats supported by FitlabGui can be imported with a
user written data interface routine. This function is executed if it has been specified in
the top part of the Load Time Sections from File panel (see figure 4.1).

The data interface routine has to take filename, the name of the data file to be read,
as an input argument. The routine must return a structure (e.g. A) with the fields

A.colheaders data headers if the data is in columns (cell array of strings)
A.rowheaders data headers if the data is in rows (cell array of strings)
(Only one of A.colheaders or A.rowheaders may be specified.)
A.units units of the data channels (cell array of strings, optional)
(The units in A.units must correspond to the names in A. colheaders
resp. A.rowheaders.)
A.data matrix with the data (in column or row orientation)

48 DLR - DLR-IB-FT-BS-2026-9



4. Data 13

4.2. Load Time Sections from File

Time history data is imported via the Load Time Sections from File item from the
Data menu of the GUI. Figure 4.1 shows the corresponding panel. On the very top, a
checkbox allows to select a Customer Data Interface (see section section 4.1), for
which the corresponding m-file then has to be specified. Next, the data file for each
time section has to be chosen. The Open File button allows to select one or more
data files.

Available -
Time Sactions. Open File

Name Filter Position

On Name Start End 4T Rd File

¥ zaol 0 z0 0.1 1 lisyZ€ui_zal.mat
X zaoz ] 20 0.1 1 lisyZCui_za2.mat
za03 X zaos o 20 0.1 1 lisy2Cui_za3.mat

Hame [#] on

eeeee

&

Co ] Caw ] [om

Figure 4.1.: Selection of data files and time intervals

Once one or more data files have been loaded, all available time sections from all
opened files are listed. (Several time sections in one file are only possible for CDF files
of type 1S3.) Clicking on one of the time sections adds this section to the selection
list in the bottom part of the panel. Alternatively, all available time sections can be
selected at once by pressing the Select All button.

If the name of the data files contains information that could be used to name the
corresponding time section, the Name Filter Position allows to specify the range of
characters within the filename that shall be used to name the time section. In the
example in figure 4.1 the characters 10 through 12 have been used to label the time
sections.

For each time section that is to be evaluated, the bottom part of the Time Sections
panel allows to

4#;: DLR - DLR-IB-FT-BS-2026-9



4. Data 14

= switch the time section on or off
(Only time sections that are on can be used for plotting, system identification or
handling qualities analysis.)

— give a descriptive name to the time section
(Default names are ZA01, ZA02, ... These names are used for annotation in the
different plots.)

7 specify the start and end times
(The interval must be available in one of the time sections of the data file.)

=7 specify if the data is to be reduced by reading only every i-th data point

— edit the description of the time section

- show or hide the time section descriptions

The data files that are evaluated together do neither need to have the same number
of channels nor do the channels have to be in identical order. All channels that are
needed for each chosen evaluation have of course to be available in all data files.
Channels are identified by name and the measured channels of the first data file are
used for creating the channel lists in all panels.

4.3. Select Time Sections from Maneuver
Database

Flight test campaigns often consist of many maneuvers. If alist of these maneuvers has
been stored in a database of an appropriate format (see section 4.4) the maneuvers
to be evaluated can be selected with the Select Time Sections from Maneuver
Database option. The corresponding panel is shown in figure 4.2.

The List of Maneuvers shows all maneuvers available in the database and the cor-
responding field values. There are three lines for each maneuver: 1. Description, 2.
Available filter parameters, 3. Name, TS, TE, FileName.

Description, Name, TS, TE and FileName are required for the database. Any additional
fields yield the criteria that are available for filtering the data. These fields can be of
data type numerical or character. They are automatically available in the Filter Criteria
pulldown menus on the right of the panel. Each filter criterion can be compared to a
value with the ">, '<’, '=', and '~=' (not equal) condition. Several criteria are combined
with ‘and’. The filtered maneuvers can optionally be sorted by a criterion. Therefore,
the example in figure 4.2 looks for all maneuvers at Mach numbers greater than 0.7, a
CG location of less than 23% and with gear up and the results are sorted by increasing
altitude.
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4. Data 15

(4] Maneuver Selection — O X

Maneuver Database File

D:\Fitlabitrunk\Doku_FitiabGui\ATRA Maneuver List_TestDB mat Filelist

List of Maneuvers

Turn Maneuver Hte e

ALT=28967, VIAS=290, MACH=0.75, CONFIG=CLEAN, GEAR=UP, WEIGHT=504%4, CG=21, CAT=SB, CTRL=N

ID0267  €0749.00 60818.00 \\Et--dok02\OPIAM\Flight Test Data\F328\CDF\F0328.cdf MACH Rl > V] o7
2B3 Pedal Inputs Profile #2 CG | |« v 23
|IALT=28990, VIAS=291, MACH=0.75, CONFIG=CLEAN, GEAR=UP, WEIGHT=50421, CG=21, CAT=SB, CTRL=N

ID0268 60818.00 60879.00 \\ft--dok02\OPIAM\Flight Test Data\F328\CDF\F0328.cdf GEAR v |= v | [uP
2B1 Stick Lon. Inputs Profile #1 none = |- v
IALT=29000, VIAS=293, MACH=0.76, CONFIG-CLEAN, GFAR=UP, WEIGHT=50893, CG=20.8, CAT=LB, CTRL=N

ID0260  60118.00 60185.00 \\ft--dok02\OPIAM\Flight Test Data\F328\CDF\F0328.cdf — v 5

2B3 Pedal Inputs Profile #2
ALT=29020, VIAS=291, MACH=0.75, CONFIG=CLEAN, GEAR=UP, WEIGHT=50530, CG=20.9, CAT=SB, CTRL=N noRe:
ID0266 ©€0690.00 60712.00 \\ft--dok02\OPIAM\Flight Test Data\F328\CDF\F0328.cdf

none ~| = ¥
2Bl Stick Lon. Inputs Profile #2
ALT=29025, VIAS=291, MACH=0.75, CONFIG=CLEAN, GEAR=UP, WEIGHT=49841, CG=21.2, CAT=LB, CTRL=N none v = v
ID0271 61724.00 61734.00 \\ft--dok02\OPIAM\Flight Test Data\F328\CDF\F0328.cdf

2B3 Pedal Inputs Profile #2
\RLT=29045, VIAS=291, MACH=0.75, CONFIG=CLEAN, GEAR=UP, WEIGHT=50675, CG=20.9, CAT=SB, CTRL=N 30/214 Reset
ID02é4 60503.00 60573.00 \\ft--dok02\OPIAM\Flight Test Data\F328\CDF\F0328.cdf

2B3 Pedal Inputs Profile #1
ALT=29050, VIAS=291, MACH=0.75, CONFIG=CLEAN, GEAR=UP, WEIGHT=5027€¢, CG=21, CAT=SB, CTRL=N Sort Result
ID0269 61056.00 61152.00 \\ft--dok02\OPIAM\Flight Test Data\F328\CDF\F0328.cdf

v

2B3 Pedal Inputs Profile #2 SOP’( ALT - DDESCEHdmg
ALT=29051, VIAS=291, MACH=0.75, CONFIG=CLEAN, GEAR=UP, WEIGHT=50585, CG=20.9, CAT=SB, CTRL=N
ID02¢&S ©605€9.00 60609.00 \\ft-—dok02\OPIAM\Flight Test Data\F328\CDF\F0328.cdf
2B2 Stick Lat. Inputs Profile #1 / Case #1 Export
ALT=29062, VIAS=291l, MACH=0.76, CONFIG=CLEAN, GEAR=UP, WEIGHT=49387, CG=21.3, CAT=SB, CTRL=N
ID0276 ©62414.00 62502.00 \\ft--dok02\OPIAM\Flight Test Data\F328\CDF\F0328.cdf

v OK Default Cancel

D1 cricl T Tmmute Deafila &

Figure 4.2.: Selection from maneuver database

Upon pressing the OK-button, a popup menu appears where the user has to specify
whether the filtered maneuvers shall replace the maneuvers currently contained in
the Load Time Sections from File panel or whether they shall be appended. Using
the Append option allows to implement ‘or'-combinations of different filter criteria.
The Name for each maneuver is automatically used as name in the Load Time Sections
from File panel, see figure 4.1.

The Export-button allows to export the currently filtered maneuvers to an Excel-file.

4.4. Maneuver Database Definition

The Maneuver Database File must be a mat-file containing a vector of structures
maneuverDB with the following required fields:

Name maneuver name

TS start time of the maneuver

TE end time of the maneuver

FileName name of the datafile that contains the maneuver
Description description of the maneuver

4#;: DLR - DLR-IB-FT-BS-2026-9



4. Data 16

Additional fields in the maneuver database allow to filter the maneuvers as shown in
the previous section.

The Maneuver Database Definition option allows to create or modify such a maneu-
ver database. The corresponding panel is shown in figure 4.3.

4. Maneuver Definition - = &
Maneuver Database Fiie
Filelist
Maneuver Description Parameters Parameter Name
Hame CHARRECTER [ ] )
TS NUMERIC << Add ooa
TE WOHERIC
Filalame CHARACTER CHARACTER =

Description CHARACTER Remove »»

Set Value

w

List of Maneuvers

New

Up

Down

Remove

Reset

Save Save As Cancsl

Figure 4.3.: Maneuver definition

To generate a completely new database, the name of the database file has to be
specified in the Maneuver Database File field. The same field is used to select an
already existing database file, that is to be modified. In the latter case all maneuver
description parameters and all maneuvers available in that database are then listed,
whereas in case of a new database only the required description parameters are
listed. Additional maneuver description parameters can be inserted by specifying
the corresponding name and data type (character or numeric) and then pressing the
«Add button. Similarly, the Remove» button allows to remove parameters from the
database.

New maneuvers are added to the database via the New button next to the list of
maneuvers. A panel similar to the quicklook plot (see section 7.1) opens where the
flight test file for the maneuver has to be specified. All data channels available in
this file are then listed and up to 12 channels can be selected for plotting. Pressing
the Plot button creates a quicklook plot with an additional Maneuver Cut option
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4. Data 17

in the menu bar. Selecting this option allows to specify the start and end times (TS,
TE) of a maneuver with the mouse pointer. Once these times have been selected, a
pop-up menu appears where at least all required description parameters have to
be given for the just specified maneuver. Values for additional parameters can also
be specified in this pop-up menu, but for cases where the value of an additional
parameter is to be derived from the measured data, the options of the Set Value
button (see below) should be used after all maneuvers have been defined. When the
OK button is pressed, the maneuver is marked in the plot and the values are added
to the database.

Two options are available for setting or changing values in the database. To set values
for several maneuvers at once, select the parameter to be set in the list of description
parameters and the corresponding maneuvers in the maneuver list. Pressing the Set
Value button next to the list of description parameters opens a panel that allows to
set the value of the currently selected maneuver description parameter either for all
or only for the currently selected maneuvers. It is possible to set a fixed value, to use
either the first value or the mean over the first 100 ms of a specified data channel.

To change values for only one specific maneuver, select the maneuver in the list and
press the Edit button. A popup window appears where all of the maneuver description
parameters for this maneuver can be edited.

The remaining buttons beside the list of maneuvers allow to change the maneuver
order.

4.5. Unit Conversion

The Unit Conversion item of the Data menu allows to rescale data that has been
selected via the Load Time Sections from File panel, for example to remove sensor
offsets or change data units. All channels available in the dataset(s) are shown and
for each channel x,ig a conversion of the form

Xnew = F * Xorig + )

with factor F and offset O can be specified, i.e. the signal x,/ig is replaced by the new,
converted signal x,ey. For the most commonly used conversions between different
data units (e.g. angles from radians to degrees or vice versa), over 25 conversions are
predefined and can be selected from a list.
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4.6. Channel Arithmetic

More elaborate calculations than simple unit conversions can be performed on the
data using the Channel Arithmetic item of the Data menu which invokes the panel
shown in figure 4.4. These calculations are performed after any unit conversions so
that the converted channels are available.

Channels Fiter Arithmetic Signal List

- 1 ulmss] =
z VIAS [kns) z wlu/s]
3 ALFE [deg)

4 BETE [deg]
5 PHI  [deg]
& THETA [deg]
7 PSI  [deq]
2 HBAR [kft]
9 W [yl

08 (g 2

11 Wz [l

12 q [deg/s]

14 B [deg/s]

Harme

w

Urit

mis

Input Signals (s1,52,5..)

3 ALFS
4 BETS

Arithmetic Formula using 1,52, ...
31°0.51445 *sin(s2"pif1 80).Fcos(s3pif 50)

Postpracessing

Mone -

[ x| [ oo | [ comce

Figure 4.4.: Channel arithmetic

A new arithmetic signal is created by pressing the New button. Each arithmetic signal
has to be given a name and optionally a unit. The name for the calculated signal must
not contain any operators. As many signals as needed can be selected as input signals
from the list of all available measured signals and are accessed as s1, s2, s3, ... in the
arithmetic formula.

The Arithmetic Formula may contain any string that can be evaluated using the
MATLAB eval command. Thus, any function that is on the MATLAB searchpath can be
called in the formula. FitlabGui provides several utility functions that can be used in
the channel arithmetic. They are listed and described in chapter 9.

Integration and differentiation are possible Postprocessing options. Integration is
done using the trapezoidal rule
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n=0  yi=y-1+At(yi-1+yi)/2
where y is the integral of x. The five point method for the first derivative

X = (Xi—2 — 8xj_1 + 8Xj+1 — Xj4+2)/(12At)

is used for differentiation.

The channels that are created by the channel arithmetic are appended to the end of the
channel list. Upon saving the channel arithmetic definition with the OK button, each
formula is first tested with 10 artificial data points to make sure that the return value
is of correct dimension. If the user wants to save the channels that were calculated
with the channel arithmetic, he can do so with the Export item from the Data menu
that is described in the next section.

4.7. Export

The Export item of the Data menu allows to export data from some or all data
channels to a file. This option can for example be used when the original CDF files are
very large and only a subset of the original data is needed for the evaluation. Possible
file formats for the export are the MATLAB mat-format readable by FitlabGui, CDF
format and ASCIl format. Blanks within channel names are replaced by underscores
for the export.

The data channels to be exported are selected from the list of all available channels.
The settings from the menu items Unit Conversion and Channel Arithmetic are
accounted for, so that converted and/or newly calculated channels can be exported.
Once a simulation or an identification run has been performed, the model outputs as
well as the output errors can be exported as well.

Alternatively, only the channel list without any data can be written into an ASCII file by
selecting Pure Channel Names without Data as the output format.

4.8. Supported Formats for Frequency Response
Data

Frequency responses that can be used in FitlabGui must be scalar LTl-objects (linear
time invariant systems, see [16]) that are saved in mat-files. They can either be
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analytically defined or measured.

Analytically defined LTIs can be of type TF (transfer function) or ZPK (zero-pole-gain).
This type of LTls is easily defined in FitlabGui via the HOS Definition item (see sec-
tion 4.11) of the Data menu. Furthermore, LTIs of type SS (state-space system) or
genSS (generalized SS) can be used, if they have only one input and one output
variable.

LTIs that contain measured frequency responses must be of type FRD (frequency
response data) or genFRD (generalized FRD) and the coherence can optionally be
saved in the 'Userdata’ of the FRD-object. Frequency responses of the FRD type can
easily be created from time domain data via the Frequency Response Generation
item (see section 4.10) of the Data menu.

4.9. Load Frequency Responses from File

Select Al

Global Setiings: OHz O'tin

® radis ® Log

Selectsd Frequency Responses:

O Name Prep Factor F-Min  F-Max  Val/Dec Filensme

ccccc

Figure 4.5.: Selection of frequency responses from file

Figure 4.5 shows the panel for loading frequency responses from a file. First, the Open
File button allows to select a data file. Once a file has been selected, the frequency
responses available in this file are listed. Clicking on one of the frequency responses
adds this response to the list of selected frequency responses in the bottom half of the
panel. Pressing the Select All button adds all frequency responses from the currently
selected file.
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Global settings such as the unit of the frequency axis and the scaling (linear or loga-
rithmic) can also be chosen in the top half of the panel. When logarithmic scaling is
selected and the original data is linearly spaced, a moving average algorithm is used
to reduce the data.

For each selected frequency response, the bottom part of the Frequency Responses
panel allows to

— switch the frequency response on or off
(Only frequency responses that are on can be used for system identification or
handling qualities analysis.)

—~ give a new name to the frequency response
(Frequency responses that are to be used for system identification with the
polynomial or frequency response method have to have distinct names. The
Reset button reverts the name to the original name from the data file.)

— apply preprocessing to the frequency response
(Possible preprocessing options are differentiation and integration, default is no
preprocessing.)

7 scale the frequency response by a factor
(Caution: Only the frequency response is scaled, not the corresponding spectra!)

7 specify the minimum and maximum frequency and the frequency spacing
For (gen)FRD objects the Suggest button shows the frequency range available.
For TF, ZPK, and (gen)SS objects, a default frequency range of 0.01 to 100 rad/s
is suggested with either a linear spacing of 0.1 rad/s or a logarithmic spacing of
1000 values per decade.

The Info button on the right side displays information about the currently selected
frequency response. For FRD objects, the frequency range and spacing of the data
is displayed, for TF and ZPK objects the coefficients respectively poles and zeros are
shown.

4.10. Frequency Response Generation

The Frequency Response Generation item of the Data menu of FitlabGui invokes
the panel shown in figure 4.6. It allows to generate frequency responses from the
time domain data selected via the Time Sections panel (see figure 4.1). If several
time sections are currently selected, the data from all sections will be detrended and
concatenated before using it to determine the frequency responses.

On the left side of the panel, all channels available in the time domain data are listed.
On the top of the right side, radio buttons allow to switch between the Primary Input,
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Figure 4.6.: Frequency response generation from time domain data

Secondary Inputs (optional) and the Outputs. Clicking on any channel in the list
on the left moves the corresponding channel to the currently active section on the
right.

Once the inputs and outputs have been selected, the method for generating the
frequency responses as well as the frequency range and spacing have to be specified.
FitlabGui offers three methods for generating frequency responses, namely the meth-
ods of Ockier, Tischler, and the LPM (local polynomial method). All three methods
are described in detail in appendix A.

The first two methods use segmenting and windowing and differ mainly in the determi-
nation of the composite frequency response from the results for different segments.
The method of Ockier determines the frequency response and the corresponding co-
herence whereas the method of Tischler also yields the input and output autospectra
and the cross spectrum.

—~ For the method developed by Ockier, a range of window numbers has to be spec-
ified. The weighting function for computing the composite frequency response
is based on whether High Resolution was selected.

= For the alternative method developed by Tischler, a range of window lengths
has to be specified. The suggested method for choosing these window lengths
is given in [17] and requires accounting for the Lightly Damped Mode with the
highest frequency if any lightly damped modes are present.

In contrast to the windowing methods, the LPM does not eliminate the leakage term
through the application of windows, but it considers the leakage as an unknown
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function that has to be determined together with the desired frequency response.
The LPM method requires the user to specify a vector of neighboring frequencies and
yields no coherence information.

For all three methods, the Suggest button adjusts the frequency range to the values
that are available based on the record length and the sampling rate of the time domain
data. The button also suggests values for the number of windows resp. window
lengths resp. neighboring frequencies based on the frequency range and the options
regarding high resolution or lightly damped modes. Integration and differentiation
can be selected as Postprocessing options for all methods.

Pressing the OK button starts the generation of frequency responses from the selected
input to the selected outputs. Multi input /single output (MISO) conditioning is only
performed if secondary inputs were selected.

Once the frequency responses have been generated, they can be inspected via Bode
plots (similar to figure 7.10) and saved as FRD objects in mat-files so they can later be
used for modeling. Upon saving the frequency responses, the user is asked whether
the generated frequency responses shall be automatically loaded into FitlabGui.

The generated FRD objects have the following components:

Frequency frequency vector

ResponseData complex frequency response

Units 'rad/s’ or 'HZ'

InputName name of the (primary) input channel (as in the dataset)
OutputName name of the output channel (as in the dataset)

Notes string that lists the method that was used for FR generation

UserData.coh coherence (not for LPM)

UserData.Gxx (conditioned) input autospectrum (Tischler method only)
UserData.Gyy (conditioned) output autospectrum (Tischler method only)
UserData.Gxy (conditioned) cross spectrum (Tischler method only)
UserData.Err random error (Tischler method only)

Should the user wish to cancel a running frequency response generation, he can do
so by pressing the Cancel button on the main FitlabGui panel (see figure 2.1).

4.11. High Order System Definition

The HOS Definition item of the Data menu allows the generation of high order
systems of either TF or ZPK type that can be saved and then used for low order
equivalent system modeling. The corresponding panel is shown in figure 4.7.
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Figure 4.7.: High Order System definition

The top part of the panel allows to switch between systems of the numerator/denominator
(TF) or the pole/zero (ZPK) type. For systems of the ZPK type, the quadratic poles
and zeros can either be specified as real and imaginary part or through damping and
natural frequency of the corresponding pole or zero.

The numerators are defined in the center part of the panel where tabs are used
to switch between the different numerators and the denominator is defined in the
bottom part. Up to 5 systems with a common denominator can be defined. The names
of the input and the outputs are used to create default names for the generated TF or
ZPK objects.

For TF systems, the coefficients of the numerator(s) and the denominator have to be
given, whereas for ZPK systems, the gain of the numerator(s) as well as the simple
and quadratic poles and zeros have to be specified. The time delay can be specified
separately for each numerator or a common time delay can be used.

Pressing the OK button allows inspecting the generated transfer functions via Bode
plots and saving them to a mat-file.
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FitlabGui allows for parameter estimation of dynamic systems of the following types:

Table 5.1.: Possible Model Types

Model Type

System

Method / Cost Function

nonlinear

linear time domain

linear frequency domain
polynomial

linear frequency response

arbitrary nonlinear system
linear SS system
linear SS system
transfer function
linear SS system

ML time domain

ML time domain

ML frequency domain
frequency response
frequency response

The first three model types use a Maximum Likelihood cost function (see appendix B.1
whereas the other two types use the frequency response cost function (see appendix
B.2).

The identification of nonlinear and linear systems requires the user to provide a model
file whereas the definition for polynomial models is done directly on the corresponding
panel (see section 5.5). The next section gives the specifications for the user provided

model files. The remaining sections of this chapter describe all items of the Model
menu of FitlabGui.

5.1. User Model Files

5.1.1. Nonlinear Model

For nonlinear models, the user must provide the calculated output as a function of
the values of the parameters and bias parameters, the time vector and the control
inputs of the current time section.

Thus the function definition of the model m-file must be:

[y] = model(par_val,bias_val,t,u)
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with

par_val vector with the values of all parameters (as defined in the parameter
panel from figure 5.3)
bias_val vector with the values of all bias parameters for the current time section

t time vector for the current time section
u measured control input variables for the current time section
y resulting calculated output variables

Examples for nonlinear model files can be found in the demonstration examples (see
chapter 10).

To avoid wasting long computations, FitlabGui first tests each nonlinear model by
running it for 5 data points to check correct dimensions of the returned results. Thus,
care must be taken that the nonlinear model runs also with only 5 data points.

If the user model contains a Simulink model, the execution of the Simulink model can
be sped up significantly, if the Simulink Coder is available. The necessary steps are:

- Open and initialize the model.

7 Select all elements (Ctrl-a) on the top level.

=7 Right click on any element and choose "Create Subsystem" (or Ctrl-g).

7 Right click on the created subsystem and choose "Real Time Workshop - Generate
s-function". A window will pop up containing a list of the model parameters.

— Mark parameters to be identified as tuneable parameters in this list.

= Click on the build button and save the (renamed) model.

Note that parameters within structures are not shown as model parameters and
therefore cannot be identified when using the coder.

Another option to speed up the identification of nonlinear models is the use of code
written in c-language and parallelization. Within the Gauss-Newton optimization
method (see appendix B.3.1), the calculation of the parameter improvement vector
requires the determination of the sensitivity matrix. To determine this matrix, simula-
tions with variations in each of the model parameters that are to be estimated have to
be performed. These simulations often account for the largest fraction of the overall
computational effort and can be run in parallel as they are independent.

Therefore, parallel versions residuals4c and sensitivity4c of the corresponding
routines, written as c-code, have been developed. These parallel versions are auto-
matically used if the nonlinear model is provided as c-code. For a computer with four
kernels, the computation time reduces by about a factor of three compared to the
non-parallel version.
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Atemplate file user_model. cpp for a nonlinear user model written in c-code is provided
in the fitlabDemo directory. The function header of the model c-file must be identical
to that of the example file, the remainder has to be provided by the user. The function
name must be model_simulation, but the name of the compiled library can be chosen
arbitrarily to distinguish between different models. Depending on the MATLAB version
used, the user has to compile a 64-bit or 32-bit version of the dynamic linked library.
This library is then used in place of a model m-file in the model specification panel
from section 5.2.

5.1.2. Linear Model

Linear models both in time and in frequency domain are handled by FITLAB through
the use of state space linear time-invariant systems (SS-LTI) as defined in the Control
System Toolbox [16]. The user model m-file has to provide the system matrices as a
function of the parameter and bias parameter values. Unlike for the nonlinear models,
the simulation, i.e. the determination of the calculated response to the measured
inputs, is done by FITLAB using routines from the Control System Toolbox.

Thus the m-file for linear models must have the following interface:

[A,B,C,D,tau_in,tau_out,bx,by] = model(par_val,bias_val)

where
par_val values of all parameters
bias_val values of all bias parameters for the current time section
A,B,C,D system matrices
tau_in,tau_out time delay vectors of the input resp. output variables
bx,by bias vectors of the state resp. observation equations

The use of SS-LTIs allows the specification of different time delays for all input and
output variables. If time delays are specified, the length of the time delay vectors
tau_in and tau_out must be equal to the number of control inputs and calculated
outputs respectively. Similarly, if bias vectors bx and by are specified, their length
must be equal to the number of equations in the corresponding state and observation
equations. Normally, not all elements of tau_in, tau_out and bx, by will be estimated
at the same time.

Examples for linear models with and without time delays and bias vectors are found
in the demonstration examples from section 10.
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5.2. Type

The Model menu of FitlabGui allows to specify all information pertaining to the identi-
fication model. The first menu item Type (see figure 5.1 for the corresponding panel)
is used to define the model type (see table 5).

B Model Type Selection

F-hin: |q o5
() Monlingar @ Hz
Lingar Time Domain Febiax: 4 @ radis
(@) Li Fi Domsi 3
@ Linear Frequency Domain @ foq
1 Palynomisl =
@ Lin
() Linear Frequency Response X
Suggest ) Log
[] Adeitional Simulation in Time Daomain
Moclel File:
lisy2m Filelist
[oma ] o]

Figure 5.1.: Model specification

For output error frequency domain identification of a linear system, the frequency
range and spacing (linear or logarithmic) that will be used for transformation of the
data into the frequency domain has to be specified. The Suggest button gives the
minimum and maximum frequencies possible (based on the sampling rate of the
data and the length of the shortest time interval). Transformation of the time domain
data into the frequency domain is performed using the routine fitlab_td2£fd (see
section 11.4).

For linear models in the frequency domain as well as linear models identified with
the frequency response method, an optional simulation in the time domain can be
selected.

For all but polynomial models the model m-file has to be specified. The panel has a
Filelist button to search for a model-file and an Edit button to open the file in the
editor window.

For nonlinear models, the model can also be specified as compiled C-code (see section
5.1.1). In this case, the dlI-File (on Windows systems) or the shared library (on Linux
systems) has to be specified as the model file.

Depending on the chosen model type, only those menu items of the Model menu

that apply to this model type are active: Channels and Parameters for all models
except polynomial ones, Polynomial Models only for transfer function models and

4#;: DLR - DLR-IB-FT-BS-2026-9



5. Model 29

Frequency Response Allocation only for linear models to be identified with the
frequency response cost function.

5.3. Channels

Depending on the model type and other options, the output and input variables and
maybe also the state variables of the model have to be defined and linked to measured
data channels. This is done with the Channels menu item that invokes the panel
shown in figure 5.2. On the left side of the panel, all channels available in the dataset
are shown. On top of the center, three tabs allow to switch between the output, input,
and state signals. Depending on the setting of the Add/Replace radio button, clicking
on asignal in the list on the left adds or replaces this signal in the current list (output,
input or state) in the center.

Ut State
- o S sput ighs
. -1 T S, - |
2 xl -1 2 y2 x_dot 1
4 x2 i=1
¥2 -1
Measured Output Model Output
5yl H x [7] Weight
Selection Mode
@ ) Repk Aute
B 50 e l oK I I Defaut } I Cancel ‘

Figure 5.2.: Selection of data channels

If a state-space LTI model has been loaded via the Load SS-LTI Model option from
section 5.7, the Auto button allows to automatically match data channels with model
channels if the names are identical.

For all signals, a model name can optionally be specified (default is the signal name)
and for output channels, the weighting (‘on’/'off’, defaults to 'on’, see section 11.3) has
to be specified. For output signals that are not weighted, the corresponding channel
can be empty (entry (not measured) at the top of the channel list on the left).
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For nonlinear models, the output and input channels must be defined, all input
channels must be measured and the states are ignored. For linear models that are
identified with the ML method in the time or frequency domain, the output and input
channels must be given and all inputs must be measured. Data channels for the states
are only necessary if a startup calculation is to be performed.

For linear models that are identified with the frequency response method, only the
model names of the input and output signals need to be given. Model names for the
states are optional and data channels for the inputs and outputs are only necessary if
an additional simulation in the time domain is to be performed.

For all model types that use linear models, the defined output, input, and state model
names are used to label the outputs, inputs, and states in the SS-LTI that is returned
as a result of the identification (output argument 1ti of FITLAB, see section 11).

5.4. Parameters/Biases

The model parameters are divided into parameters and bias parameters. Parameters
are valid for all time intervals, that are to be evaluated, whereas bias parameters have
the same function but different numerical values for each time interval. Examples for
bias parameters are initial conditions or trim settings.
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|

Hr  Name Value Identify Min Max ’

1 zeta 0 1 -Int Int
7 omega 0.5 1 ~Int Int
3 bu 0.08 i ~Int Int

w

Up

Wi

Rem

Upeiate Pars

<l

UL

Marne:

Walug: Set Walue for &l Time Sections BOE

2A03
(V] Identify

I ak I [ Update Al ] [ Default l I Cancel

Figure 5.3.: Specification of parameters and bias parameters

4#;: DLR - DLR-IB-FT-BS-2026-9



5. Model 31

Parameters and bias parameters are defined through the panel shown in figure 5.3,
that is invoked through the Parameters/Biases item of the Model menu. For each
parameter, a name, the (starting) value, whether the parameter is to be identified,
and the minimum and maximum value allowed have to be specified. The New button
on the right side inserts a new parameter after the currently selected one. Defaults
are a starting value of 1, identify on, and limits of -Inf and Inf. For moving parameters
or changing settings, several parameters can be selected together.

The definition of the bias parameters is very similar and invoked by selecting the Bias
tab on the panel in figure 5.3. For bias parameters, values have to be specified for all
time sections. This can be done by either selecting the corresponding time sections
from the list on the bottom right or by using the Set Value for all Time Sections
button.

Once an identification run has been performed, the Update Pars or Update Bias
buttons on the right side of the panel allow to update the values for all parameters or
biases (depending on the tab currently chosen) with the identified values. The Update
All button on the bottom of the panel updates all parameters and all biases.

5.5. Polynomial Models

Polynomial models are defined via the Polynomial Model item of the Model menu
which is only active once a polynomial model has been selected in the Type panel.
The corresponding panel is shown in figure 5.4. The top part of the panel allows to
switch between numerator/denominator and pole/zero models.
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Nomisem +
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Update Num

Clear

Type Value Win Hax

Coefficient v Wdentify
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Figure 5.4.: Specification of polynomial models
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Below, tabs allow to switch between the different numerators and the denominator.
For the numerators, the name of the corresponding frequency response as selected
from the Load Frequency Responses panel (see section 4.9) is shown. Frequency
responses that are currently switched off are marked as inactive. Once an identification
run is started, only the parameters corresponding to those frequency responses with
their weighting set to on are estimated.

For numerator/denominator models, only the degrees of the numerator(s) and the
denominator have to be given and the parameter list below is automatically filled with
the corresponding parameters. If one or more time delays are needed, they can be
added via the New button and then selecting Time Delay from the pull-down list.
Starting values for the coefficients will normally not be available and if none are given,
FITLAB will automatically use a startup calculation (see appendix B.1.4). This startup
algorithm, however, requires that all frequency responses have identical frequency
axes and that the time delays are either all fixed or all free to be identified.

When modeling with the pole/zero type is selected, all parameters have to be defined
via the New button. The corresponding pull-down list allows to select the parame-
ter types Gain, Simple Root, Quadratic Root, and Time Delay. Selecting the type
Quadratic Root automatically adds two parameters, namely the damping and fre-
quency of the quadratic root. Parameter names as well as minima and maxima can
also be specified here. Pressing the Apply button sorts the parameters in the order
necessary for polynomial models (see section 11.1) and checks consistency.

When the model type is switched from numerator/denominator to pole/zero or vice
versa, model type conversion is performed. However, when switching back and forth,
the order of the poles and zeros and the names and limits are not retained but set to
default values.

Once an identification run has been performed, the Update Num or Update Den
buttons on the right side of the panel allow to update the values for the corresponding
numerator or denominator parameters (depending on the tab currently chosen) with
the identified values. The Update All button on the bottom of the panel updates the
parameters of all numerators as well as the denominator.

5.6. Frequency Response Allocation

For linear models that are identified with the frequency response method, the fre-
quency responses that are to be matched have to be connected with the input/output
combinations of the model. This is done with the Frequency Response Allocation
item from the Model menu that invokes the panel shown in figure 5.5.
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Frequency Response Input
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Figure 5.5.: Frequency response allocation panel

On the left side of the panel, all active frequency responses are listed. On the right
side, the top window allows to switch between the different model inputs. The bottom
window allows to specify the measured frequency responses and the frequency range
of fit for all model outputs. An output must first be marked on the right side and
the corresponding frequency response then be selected from the list on the left. For
frequency responses that are not available, the entry (not measured) can be used.

By default, the frequency range of the selected frequency response corresponds to the
range specified in the Load Frequency Responses from File panel (see section 4.9),
but a subinterval of this frequency range can be chosen at the bottom of the panel. For
each frequency response, the weighting can be switched 'on’ or ‘off with the checkbox
at the bottom. Only frequency responses that are ‘on’ are weighted in the cost function.
For frequency responses that are not measured, the weighting is automatically set
to 'off'. A frequency range can still be specified and is used in the generation of the
corresponding mode| output.

5.7. Load SS-LTI Model

The menu item Load SS-LTI Model allows to read a MATLAB SS-LTI (state-space linear
time-invariant) object from a mat-file for simulation within FitlabGui and handling
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qualities analysis (if Heli-HQ is installed). The user has to select the file and can then
choose one of the SS-LTls in the file.

Upon pressing the OK button, a linear model is automatically built from the SS-LTI.
The default model type (see section 5.2) is a 'Linear Time Domain’ model with the
model file general_SS_model.m which is provided with FitlabGui. The model input,
output, and state channel names (see section 5.3) are set to those of the LTI model. If
no names are found, default names are used. The number of state, input, and output
variables as well as all system matrix elements and time delays are converted into
model parameters (see section 5.4). Bias parameters for all state and observation
equations are created with starting values of zero. The identify checkbox for all
parameters and bias parameters is set to 'off".

For a simulation with the model in the time domain, time domain data has to be
read via the Load Time Sections from File panel (see section 4.2) and the model
channels have to be matched with the measured channels via the Channels panel
(see section 5.3).

To create frequency responses from the model, the model type has to be changed to
‘Linear Frequency Response'. Frequency ranges have to be specified in the Frequency
Response Allocation panel (see section 5.6) and corresponding measured frequency
responses can be specified.
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6. Execution

Once the measured data and all necessary items from the Model menu have been
specified, the FITLAB parameter estimation program can be started from the Execu-
tion menu.

6.1. Run Simulation

The menu item Run Simulation performs a simulation. As no parameters are varied,
no parameter values are shown and only the resulting cost function is displayed.

6.2. Run Estimation

Run Estimation starts an estimation run. Depending on the Options settings (see sec-
tion 6.4), the amount of output after each iteration and at the end of the identification
run varies.

Should the user wish to cancel an executing identification run, either because he made
a mistake or because the identification does not progress in the right direction, he
can do so by pressing the Cancel button on the main FitlabGui panel (see figure 2.1).
This button becomes enabled while the FITLAB program is running and pressing this
button halts execution of FITLAB almost immediately. If an estimation was canceled,
the user is asked whether the identification results from the last completed iteration
shall be saved or discarded.
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6.3. Restart

The menu item Restart allows to continue an estimation run that has ended because
the maximum number of iterations was reached. The estimation is restarted with the
parameter values from the last run and continued with the settings currently specified
in Options. If startup iterations had been specified for the first run, the number of
startup iterations should usually be set to zero before a restart.

6.4. Options

Optimzer
(®) Gauss-Newtan

eration Options: Display Opticns:

Maxder: 0 Display:

iND"! ~ |
|Final Resul

|Short teration Prniress

() isgnonin (MATLAB Optmization TH) g |Extended Output
TolCast 0,001 i‘”“" Outpat

) Subplex

() tmincon (MATLAB Optimization TE)

TolPar: 0.0001
EpsSwd:  fe-12 Corrlim: 0.9
DiffChange.  0.0001

MaxCostEval 10

Post Computing Fiie: [ Logging ito Fie

oK Default Cancel

Figure 6.1.: Specification of FITLAB options

If any options have to be altered from the default values (see table 11.1), this can
easily be done via the menu item Options that invokes the panel shown in figure 6.1.
The optimization method is chosen on the |eft of the panel. In the center, the iteration
options are specified. Depending on the type of system to be identified and on the
choice for the optimization method, only the options pertaining to this selection can
be altered.

The display options are chosen on the right side of the panel. The different options
are
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None no output

Final Result display only the final results

Short Iteration Progress display cost function and parameter values for each
iteration, display bias parameter values only for the

final results

Iteration Progress display cost function as well as parameter and bias
parameter values for each iteration

Extended Output same as Iteration Progress plus display of the cost for

each time interval and the (root) mean square error
for each output variable

Mixed Output same as Short Iteration Progress during iteration and
same as Extended Output for final display

If a logfile is newly selected, its name defaults to the name of the current project
with the file extension log. The Default button sets all options to the defaults from
table 11.1.

On the lower left of the panel, a Post Computing routine can be specified that is
automatically executed once an identification run has ended. For this routine and
for other postprocessing, the identification results can be accessed via the variables
par_id, bias_id, data_id, fdata_id, cost, and 1ti (see chapter 11), that are written
to the MATLAB workspace.

48 DLR - DLR-IB-FT-BS-2026-9



7. Plotting

The Plotting menu provides the following plots to visualize the measured data and to
illustrate the identification results:

7 Quick Plot Time Domain
—~ Report Time Domain

— Cross Plot

- Azimuth Plot

—~ Density Plot

7 Geographic Plot

7 Hardread Plot

—~ Quick Bode Plot

7 Report Bode Plot

—7 Spectral Plot

- Mismatch Envelope Plot
—~ Quick Plot Frequency Domain
7 Report Frequency Domain

Depending on whether time domain data and/or frequency responses have been
defined and depending on the current choice of the model type (see section 5.2), only
a subset of the plotting routines is available. The first seven plots work on time domain
data, whereas the next four plots work on frequency response data. The last two plots
use data that has been transformed from the time domain into the frequency domain
by the routine fitlab_td2fd (see section 11.4).

All plot windows produced by FitlabGui are normal MATLAB figures. Therefore, if the
user wants to alter the appearance of any of the plots (e.g. to change the scaling or
the color of individual lines), he can do so by using the options of the figure menus or
by issuing the corresponding commands from the MATLAB command window. In all
FitlabGui plots that have a common x-axis (either time or frequency axis), the diagrams
are linked such that zooming within one diagram automatically adjusts the scaling
of the x-axis in the other diagrams. Furthermore, for the frequency domain plots,
the line properties (color, line style, etc.) in corresponding diagrams are linked so
that e.g. changing the line color of one frequency response in the amplitude diagram
automatically applies the same changes in the phase and coherence diagrams.
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7.1. Quick Plot Time Domain

For the Quick Plot Time Domain, individual signals can be selected from the list of all
available channels. To make handling of files with many data channels easier, a Filter
button allows to filter the channel names by giving one or more strings (separated
by blanks) that have to be part of the signal name. The use of ?" and "*" as wildcards
is possible. Once all channels have been selected, the Plot button initiates a strip-
chart plot of the concatenated data from all time sections that can be used for quick
inspection of the test data.

If only one time section is plotted, the time axis can be chosen as either the relative
time (starting at zero) or the originally recorded daytime values (in seconds or in
hh:mm:ss format). For several concatenated time sections, an artificial relative time
axis is always used.

7.2. Report Time Domain

More elaborated plots, that allow up to four channels per diagram and several plot
pages with up to nine diagrams per page, are created with the Report Time Domain
menu item. Once a simulation or an identification has been performed, this plot type
also allows to create plots that compare the model outputs with the corresponding
measured signals. Furthermore, the errors between the model output and the mea-
sured output variables are available as additional signals and thus can be plotted
also.

i {4 Report Time Domain L a X

N Format Time Axis. () use interpreter Tex
3 zZnoz 8 subtitie
@ cobor

(8 Time Section Names

Units

empty for al fime sections [0 Grid Lines
1or[1:3] or [1 3 7] for section numbers.
1.25 - 7.5 for time intervall in seconds

Page | _ 1 > B Enabled

Piot Apply Defaut cancel

Figure 7.1.: Panel for the time domain report plot
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Figure 7.1 shows the panel invoked by Report Time Domain. The time sections
available are listed on the top left of the panel. Below this list, the time interval(s) to be
plotted can be selected as a subset of all time intervals. Alternatively, a time interval
to be plotted can be specified. On the top right, some general settings can be chosen
that are valid for all plot pages. The options for the time axis are the same as for the
Quick Plot.

In the bottom half of the panel, the arrows on the right allow to switch between plot
pages. Each plot page can be enabled or disabled individually (only the enabled pages
are plotted, but the settings for all pages are saved in the project file). For each plot
page up to 9 diagrams can be chosen by the tabs on the left and up to 4 channels can
be selected for each diagram.

The list of all available data channels can be filtered in the same way as for the quickplot
(see section 7.1). Once a simulation or an identification has been performed that
generates time domain data, the measured outputs (Zxxx), measured inputs (Uxxx),
model outputs (Yxxx), and model errors (Dxxx) are found at the top of the channel list
and are thus readily available for plotting.

Fle Edit View Inse Desktop  Window  Help  Continue

NEWe | MARAUDEL- B 0B D
I—w-l g 201 T
05— -

— 1
X[

Project: demo_2ndOrder_inTD  Time ZA01: 00:00:00- 000020 AT =0.1s
demo_2ndOrder_linTD - simple linear system as SS-LTI
DLR
FITLAB Version 27.0 Insiiute of Flght Sysiems

Figure 7.2.: Example for time domain report plot

Figure 7.2 shows an example of a time domain report plot. If only a part of the overall
time axis available was selected for the plot (either by specifying a time section or a
time interval), a Continue item appears in the menu bar on top of the plot window.
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Clicking on this item allows to step through the data either time section by time section
or in time intervals like the first one specified.

7.3. Cross Plot

The menu item Cross Plot allows to create cross plots from pairs of data channels.
The channels to be displayed on the x- and y-axis are selected in the same way as for
the other time domain plots. Up to 10 pairs of channels can be plotted and each curve
can be approximated by a regression of up to 3rd order.

The selection of the time interval(s) for which the data is to be plotted is the same as
for the Report Time Domain plot and the same Continue option exists.

Once a simulation or identification resulting in time domain data has been performed,

all measured and calculated model variables as well as the errors are available for
plotting.

7.4. Azimuth Plot

| [#] Azimuth Plot = o X

Channels Fiter

1 Time (-] [ 2 flap 10

2 flap lol-] i |
3 flap upl-]

4 psi_lo [-] Down

S psiup (-]

Remove

© Azimuth Channels

4 psi_lo

[0 convert Azimuth from rad -> deg

() Portrait B Phase Average Plot

© Landscape Width [dea]: |3

e Sercion B Grid Lines 8 subtitie
1 Zaol

B Legend [ Use Interpreter Tex

empty for il time sections
1 or [1:3] or [1 3 7] for section numbers
1.25 7.5 for fime interval in seconds,

Plot Default Cancel

Figure 7.3.: Panel for the azimuth plot

The Azimuth Plot is a special version of the cross plot, where data is plotted versus
an azimuth angle and the wrapping at 360 deg is accounted for. The corresponding
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panel is shown in figure 7.3. On the upper right, the signals to be displayed on the
y-axis and the corresponding azimuth signals have to be selected from the list of all
available signals on the left.

The selection of the time interval(s) for which the data is to be plotted is the same as
for the Cross Plot.

r
|
\
|

4 Azimuth Plot
File Edit View

Bt Viw Inset Tooks Deskiop W
EEEEIEIEED:E

180
azimuth [deg]

3
o 45 % 135 270
4 Project p_azimuth Time ZAO1: 13:11:57 - 13:1208 AT=001s
DLR

FITLAB Version 279 nstiute of Fight Systems. 23002026 11:2448

Figure 7.4.: Example for phase average plot

Instead of plotting the measured data directly, checking the Phase Average Plot
option averages the data over several revolutions and displays the mean value as a
solid line surrounded by a shaded area marking the minimum and maximum values. A
width value has to be specified and the azimuth range of 0-360 deg is then subdivided
into bins of the width and the data averaged within each bin. Figure 7.4 shows an
example for a phase average plot with a width of 3 deg.

7.5. Density Plot

The Density Plot allows to analyze the distribution of two signals versus each other.
The corresponding panel is shown in figure 7.5. The channels to be displayed on the
x- and y-axis are selected in the same way as for the other time domain plots. One
or more time sections can be selected from the list of active time sections which is
displayed on the right. Between 10 and 1000 bins can be selected for partitioning the
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4 Density Plot - o X |

Time Selection
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@® Portrait
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Figure 7.5.: Panel for the density plot

data. Optionally the mean values of the two variables and a regression line can be
displayed.

Figure 7.6.: Example for a density plot

Figure 7.6 shows an example for a density plot. The center diagram displays the binned
data where the color intensity corresponds to the amount of data in the corresponding
bin. In the top and right diagrams, the data distribution of the x- and y-channels is
displayed.
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7.6. Geographic Plot

For Matlab version 2018b and newer, the Geographic Plot allows to plot a flight path
over a geographic map if latitude and longitude are available as measured signals.
Latitude and longitude have to be given in degrees or converted to degrees using the
Unit Conversion option in the Data panel (see section 4.5).

Fle Edit View Inset Tools Desktop Window Help
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526N — o —

10°26E 1028 10°30E 10732E 10°34°E
Longitude

Figure 7.7.: Example for a geographic plot

More than 10 different maps as described in the documentation for the Matlab
function geobasemap are available. Only the ‘darkwater’ map is included with Matlab,
all other maps require internet access. Figure 7.7 shows an example for a geographic
plot using the "topographic’ map.

7.7. Hardread Plot

For flight data saved in R-CDF format, it is sometimes useful to plot only the measured
data and no interpolated values. This can be done with the Hardread Plot. The
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options and the plot itself are similar to a Report Time Domain plot, but only one
plot page can be defined and the data is by default plotted with markers instead of
lines.

7.8. Quick Bode Plot

Once frequency responses have been defined via the Load Frequency Responses
from File panel (see figure 4.5), the Quick Bode Plot allows to create Bode plots of
all currently active frequency responses. The first diagram shows the amplitude of
the frequency responses in dB and the second the phase in radians or degrees on a
semilog scale.

Bode Plot - [u] X

File Edit View Inset Tools Desktop Window Help

Deas | @ 0B RE

Magnitude [dB]

Phase [deg]

Coherence
e
o

Frequency [rad/s]

Project: demo_dyninflow_fResp
demo_dyninflow_{Resp - State Space Modell for EC135 dynamic inflow
DLR

FITLAB Version 2.7.8 Institute of Fiight Systems 29-Nov-2024 13:31:56

Figure 7.8.: Example for a quick Bode plot with uncertainty bounds

If the frequency responses have a coherence, the coherence can be displayed in a
third diagram below the amplitude and phase and, if desired, the uncertainty bounds
for magnitude and phase (see A.6) can be shown. Figure 7.8 shows an example of a
quick Bode plot with uncertainty bounds.
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7.9. Report Bode Plot
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Plot Default Cancel

Figure 7.9.: Panel for the report Bode plot

Similar to the Report Time Domain plot, the Report Bode Plot allows to define several
plot pages where each page can contain up to six frequency response diagrams with
up to four frequency responses in each diagram. The corresponding panel is shown
in figure 7.9.

On the top of the panel, some settings that are valid for all plot pages, are selected. On
the right, arrows allow to switch between plot pages and each page can individually
be enabled or disabled. On the left, tabs are used to select the diagrams on each page
and the frequency responses to be displayed in each diagram are selected from the
list of all frequency responses that are available. The resulting plots are scaled such
that all plots on all active pages have the same frequency scaling.

Once a simulation or identification with the ‘polynomial’ or ‘linear frequency response’
model type has been performed, the measured (Zxx) and calculated (Yxx) frequency
responses are available at the top of the selection list. The left part of figure 7.10 is an
example for a Bode plot that illustrates the match of an identified model.
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7.10. Spectral Plot

When frequency responses were generated with Tischler's method (see 4.10), the
input and output spectra, the cross spectrum and the random error are saved in
addition to amplitude, phase and coherence of the frequency response. The Spectral
Plot allows to plot all of this information.

Care should be taken, that when MISO conditioning was used in the frequency re-
sponse generation (by selecting secondary inputs), the spectra that are saved with
the frequency response are the conditioned spectra. To derive, for example, the am-
plitude spectrum of a control input signal, the unconditioned spectrum is of interest
and thus a frequency response that was generated without secondary input must be
used to derive this information.

If the optional add-on Heli-HQ [12] is installed, a power spectrum plot can be generated
with the RMS / cutoff frequency menu item.

7.11. Mismatch Envelope Plot

In the fixed-wing military handling qualities criteria standard MIL-STD-1797 [18], mis-
match criteria have been defined to evaluate the match between an actual frequency
response and its low-order equivalent system model. The boundaries correspond to
limits on the maximum unnoticable added dynamics, beyond which a pilot will detect
a deviation in the response characteristics. A plot showing the approximation errors
in comparison to these limits can be created through the Mismatch Envelope Plot.

As long as no simulation or identification that creates frequency responses has been
performed, the plotting routine assumes that the selected measured frequency re-
sponse already contains the error that is to be evaluated. Otherwise, the difference
between measured frequency response and the corresponding model output is cal-
culated and displayed in the mismatch plot. The right part of figure 7.10 shows an
example for such a plot.
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Figure 7.10.: Example for report Bode plot and mismatch envelope plot
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7.12. Quick Plot Frequency Domain

Both the Quick Plot Frequency Domain and the Report Frequency Domain are
only available if the model type 'linear frequency domain’ has been selected in the
panel from figure 5.1.

The Quick Plot Frequency Domain takes the time domain data, transforms it into
the frequency domain using the utility function fitlab_td2fd (see section 11.4), and
plots the results versus frequency. For each signal, an amplitude diagram and a phase
diagram is generated.

7.13. Report Frequency Domain

The Report Frequency Domain allows display the same type of frequency domain
data on several plot pages with up to four diagrams each. The panel is similar to the
Report Time Domain. For each plot page, only data from one time section can be
displayed, but different plot pages can correspond to different time sections.

Once a frequency domain identification with the ML output error method has been

performed, this plot type allows to illustrate the match between the measured outputs
and the model outputs in the frequency domain.
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8. Help

The Help menu has five items:
FitlabGui Document allows to browse a pdf-version of this user’s guide.

HQ-Tools Document allows to browse a pdf-version of the HQ-Tools user’s guide
[12]. (This item is only active if the HQ-Tools add-on is installed.)

RCDF Document allows to browse a pdf-version of the RCDF description [15].
About FitlabGui displays the version of FitlabGui used.

Version Information opens a window that lists the updates that were made between
the last versions of FitlabGui.
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9. Utilities

Several utility functions that can be used in the channel arithmetic are provided with
FitlabGui:

arinclabel display the ARINC label of a signal
bitsignal  extract a bitsignal from a discrete signal

cutfilt cutoff filter

differ numerical differentiation

glatt remove outliers from a measured signal
myunwrap remove jumps of £27 from a signal
smooth smoothing filter

All routines are delivered as m-files and are thus only described briefly in the following
sections.

9.1. ARINC Label

The function call LabelData = arinclabel(Data) allows to determine the ARINC label
of a signal.

Data column vector with channel data
LabelData ARINC label data

9.2. Bitsignal

The function call BitData = bitsignal(Data,BitMask) allows to extract a bitsignal
from a discrete.
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Data column vector with channel data
BitMask String of length 8 containing the bitmask
BitData Bitsignal data

9.3. Cutoff Filter

The function cutfilt takes the fourier transform of a time domain signal and sets
all elements above the cutoff frequency to zero. An inverse fourier transformation
returns the signal to the time domain. Options allow the signal to be differentiated or
integrated.

The call is [output ,realcutoff] = cutfilt(input,time,cutfreq,ol,02,03) with

input matrix with data to be filtered in columns

time corresponding time axis or sampling interval

cutfreq cutoff frequency, rad/s

ol filter order
Inf or 0 is @ complete cut-off (the default)

02 order of the trend to be removed
0 = remove constant, 1 = remove linear trend, default = 1

03 selection of differentiation (1) or integration (-1) of the signal.
Default is no differentiation or integration (0

output matrix with filtered signals in columns

realcutoff frequency where the response is half the original response (-6dB point),
rad/s

9.4. Numerical Differentiation

The function differ performs numerical differentiation using the five point method.
This is the routine that is used when differentiation is chosen as postprocessing in the
channel arithmetic (see section 4.6).

The function call isyp = differ(dt,y) with
dt sampling interval

y  signal to be differentiated
yp differentiated signal
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9.5. Outlier Removal

The function glatt allows to remove outliers (spikes) from measured data.
The function call isy = glatt(x,dx_lim,x_min,x_max) with

X column vector with channel data

dx_lim max. difference from one x-value to the next (default = 1)

x_min  minimum value of x without spikes

x_max  maximum value of x without spikes

y x without the spikes

glatt replaces remove_spikes which is still included for compatibility.

9.6. Remove Jumps of 27

The function myunwrap allows to remove jumps of £2m from a measured angular signal,
e.g. the heading angle. Unlike the MATLAB function unwrap, this function also removes
jumps that have been interpolated from data sampled at a lower rate.

The function call isy = myunwrap(x,dx_1lim) with

X vector of input data (in rad)
dx_lim max. difference from one value to the next (default: /6 = 30 deg)
y return vector with jumps removed

myunwrap replaces remove_2pi_jumps which is still included for compatibility.

9.7. Data Smoothing

The function smooth implements data smoothing with a symmetric filter that was
widely used in the tool DA2 [19]. The first and last 2 points of the signal remain
unfiltered. The next 5 points are filtered with a 5-point filter and for the rest of the
signal, the full 15-point filter is used.

The function call isy = smooth(x) with
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x column vector with data
y return vector with smoothed data
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10. Examples

Several identification examples are provided with FitlabGui that can either be started
by loading the corresponding project file from the fitlabDemo subdirectory or by
typing fitlab_demo on the command line to start the command line demo program.
The examples illustrate the capabilities and different options of the program and are
described in the following sections.

10.1. Linear 2nd Order System

The response of a simple linear 2nd order system with natural frequency w, and
damping ¢ to an external input v is described by the following differential equation:

X = —w%x — 20wpx + Kyu

To simulate this system with the solvers for ordinary differential equations (ODEs) it
must be transformed into two first order differential equations. Assuming that both
x and x are measured, this yields the following state and observation equations in

matrix notation
X 0 1 X 0
RN PSR b S PR

<J=lea (e

Four demonstration examples use simulated data for this 2nd order system to illus-
trate the basic features of the program:

7 Indemo_2nd0rder_nonlin.mat, the modelisimplemented with a nonlinear model
that uses a Simulink state-space system block.

(This corresponds to the first example of the command line demo.)

7 In demo_2nd0rder_1inTD.mat, the same equations are formulated as a linear
system. Data from three time sections is used and different bias parameters are
estimated. Also, the startup mode is used.

(This corresponds to the second example of the command line demo.)
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- demo_2ndOrder_1inFD.mat is basically the same as before but now using data
in the frequency domain. To obtain values for the bias parameters, one final
iteration is run in the time domain.

(This corresponds to the third example of the command line demo.)

7 In demo_2ndOrder_fResp, the frequency response method is used to identify
the system parameters. To obtain values for the bias parameters, some final
iterations are run in the time domain.

(No corresponding example is available in the command line demo.)

10.2. Equivalent Models

For handling qualities research, linear models that describe the reaction of the aug-
mented aircraft to pilot inputs are often used. The demonstration for FitlabGui con-
tains two such examples using data from the ATTAS research aircraft:

7 demo_eqLon.mat performs modeling of the longitudinal motion
(see example 4 of the command line demo)

— demo_eqLat.mat performs modeling of the lateral motion
(see example 5 of the command line demo)

For the longitudinal motion, the reaction of the aircraft to pilot pitch command ép¢ is
assumed to be described through

U Xu Xa Xg— oo —gcos©g u Xpc

a | _ Z Zi Zg+1 —gsin©p/up Q Zpc | | 5

g My Mo Mg 0 q [
© 0 0 il 0 © 0

Output variables are the states and additionally the longitudinal and vertical accelera-
tions. Therefore, the observation equations are in matrix notation:

u 1 0 0 0 0
o 0 1 0 0 u 0
gl_| o o 1 of |a o |
ol o o o 1 gl o Opc
aX XU Xa Xq 0 @ XPC

| a- | | wdy wla ugZq O | | tpZpc |

In the ATTAS data set, no angle of attack is provided, so the weighting for this variable is
set to off for the evaluation. Bias parameters are estimated for some of the equations

48 DLR - DLR-IB-FT-BS-2026-9



10. Examples 57

to improve the match. Identification can be performed both in the time and in the
frequency domain.

The corresponding state equations for the lateral-directional motion due to roll and
yaw control inputs, drc and dyc, are

,B Ys Yp+ao Yr—1 gcos ©0/Vo B Yee Yyc
Pl_|Ls Lp Ly 0 AP+ Lrc Lvc | [ Orc }
r Ng  Np Ny 0 r Nrc Nyc dvc
o 0 1 tan ©g 0 ) 0 0
Measurements are usually the state variables and the lateral acceleration
B 1 0 0 0 B 0 0
p 0 1 0 0
B p 0 0 Orc
N 0 0 1 0 + ;
r 0 0 5\/(:
o 0 0 0 1 & PAVIRPAY.

In the ATTAS data set the sideslip measurement is missing and therefore the weighting
for this variable has to be switched off. Also, only roll control égc was used, so
all yaw control derivatives are not identifiable and have thus to be set to zero. As
for the longitudinal motion, both time and frequency domain identification can be
performed.

10.3. Compatibility Check Using Flight Path
Reconstruction

As an example for a truly nonlinear model, a simple compatibility check using X-31
flight test data is provided in demo_FPR.mat or example 6 of the command line demo.
The compatibility check uses the 6-Dof kinematic equations of aircraft motion as state
equations

0 = ax— gsin(©) +rv —gw

v =ay+ gsin(®)cos(©) +pw —ru

w =a,+ gcos(P)cos(®) —+qu—pv

b= pt+ (gsin(®)+rcos(®)) tan(©)
= qcos(®) — rsin(P)
V= (gsin(®) + rcos(d)) /cos(©)

h = usin(®) — vsin(P) cos(©) — w cos(P) cos(O)
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Inputs are the measured linear accelerations ay, a,, ar and the angular rates p, g, r.
Output variables are the measured airspeed and the airflow angles

V=Vi?+v>+w?
a = arctan(w/u)

B = arctan(v/vu? + w?2)

as well as the aircraft attitude angles @, ©, W and the altitude h.

In a compatibility check, the above system of kinematic equations is driven by the
measured inputs and the output of the model is compared to the measured output
variables. If discrepancies are found, the different measurements are not compatible
and correction terms for one or more of the measurements have to be identified. In
the present case it is assumed that the measured inputs have unknown zero offsets,
i.e.

ax = ax,m — Nax pP=pm—Ap
a- = arm— Aa- r=gm— Ar

|dentification of these error parameters (Aax, Aay, Aaz, Ap, Ag, Ar) considerably im-
proves the match for the three time sections under consideration. The small demon-
stration example stops at this point, a full flight path reconstruction would of course
require more parameters, especially for also modeling errors in the output variables.

10.4. Low Order Equivalent System Approximation

This example for approximating an analytical high order system by a low order equiva-
lent system (LOES) is taken from Mitchell/Hoh [20] and implemented as demo_LOES .mat
and example 7 of the command line demo.

The high order transfer functions for pitch attitude 6 and normal load factor n, due to
longitudinal stick force Fs are

6 _ (s+1.25)
Fs  s(s+2)[0.7,4.9][0.75, 63]
N 1

F. ~ (s+2)[0.7,4.9][0.75, 63]

where [, wp] denotes a pair of complex zeros with damping ¢ and natural frequency
Wn.

4% DLR - DLR-IB-FT-BS-2026-9



10. Examples 59

The corresponding low order equivalent system models are

6 _ Ko(s—1/Tg.)

—TeS

FS N S[CE! ME]
n_z — _UOK’Y e—‘TeS
Fs [Ce, (Ue]

As stated in the paper, the time constant of the lag between flight path and attitude
responses (1/Tg,) is not identified correctly when only the transfer function for 6/Fs is
matched (the theoretical value is 1/Ty, = —Z,, = 1.25). By simultaneously matching
attitude and normal load factor, however, this time constant is determined correctly.
Alternatively, the transfer function for 6/Fs can be matched with 1/Ty, fixed at the
expected value. The identified values listed in the paper are

match 1/To, Um We e

6/Fs 1.25 (fixed) 0.80 2.56 0.126
0/Fs 4.08 0.52 3.80 0.098
6/Fs and n,/Fs 1.32 0.79 259 0.125

To be able to match two transfer functions simultaneously in FitlabGui, they must
have the same denominator. This can be achieved by using q/Fs = sf/Fs instead of
0/Fs. (The right part of figure 7.10 shows the resulting mismatch plots when both
transfer functions are approximated together.)

10.5. EC 135 Dynamic Inflow

demo_dynInflow_poly.mat (corresponding to example 8 of the command line demo)
compares two models for the vertical motion of the EC 135 helicopter in hover. Usually,
the model for the vertical velocity w due to collective input §q is

E - _ZSO_e_'r&gs

60 G = ZW
As the coherence for a, /6 is often better than that for w/ég, the approximation a, = sw
is usually used and the transfer function for vertical acceleration is approximated. It
can be seen that for the EC 135 hover data, this simple model is not able to capture

the rising amplitude with increasing frequency which is caused by the unmodeled
dynamic inflow.
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In [21] it is suggested to augment the model by a first-order lead-lag filter which leads

to a model of
az __ SZsx(s+A) —T50S

5 (5-Zw)(s+B)°

In the paper the values for A and B are given as 4.8 and 12.9 respectively. Applying
this augmented model to the EC 135 frequency response leads to a very good match
(see the left part of figure 7.10) which shows that the dynamic inflow can be described
by this type of model.

In demo_dynInflow_fResp.mat, the augmented model is formulated as a state space
system _
w\ _ | Zw O] (W Z,
() =[5 a 5] ()« 2] e
The model is identified using the ‘linear frequency response’ model type and by

matching the frequency response for w/do. (There is no corresponding example in
the command line demo.)
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FITLAB

In addition to using FitlabGui for starting an identification, the unterlying parameter
estimation routine FITLAB can also be run directly from the command line.

The calling sequence for FITLAB is

[par_id,bias_id,data_id,fdata_id,cost,lti,fitErr] = ...
fitlab(model,par_0,bias_0,output,input,state,options,data,fdata)

The input and output arguments are as follows:

4#;: DLR - DLR-IB-FT-BS-2026-9 61



11. Command Line Interface for FITLAB 62

model

par_0
bias_0

output
input
state
options
data
fdata
par_id
bias_id
data_id
fdata_id

cost

1ti

fitErr

name of the model m-file (string) or

model structure (for polynomial models)

parameter structure with the initial values

bias parameter structure with the initial values

(ignored for polynomial models)

output structure

input structure

state structure

options structure

time domain data structure with the measured data

(required for time domain SysID, optional for frequency domain SysID,
ignored for polynomial models)

frequency domain data structure with the measured data

(required for frequency domain SysID and polynomial models)
parameter structure with the identified values

bias parameter structure with the identified values

time domain data structure with measured and calculated data

(if data was not empty)

freq. domain data structure with measured and calculated data

(if fdata was not empty)

structure with cost function information corresponding to the identification
results

identified model(s) as LTls

(SS-LTI for linear models, cell array of TF- or ZPK-LTls for transfer functions,
empty for nonlinear models)

if NaNs occurred during simulation with the initial parameters, the corre-
sponding time section indices and the time indices of the first occurrence
of Nal are saved in fitErr.i_TS_NaN and fitErr.i_first_NalN

FITLAB uses MATLAB structures for most of its arguments. Names of parameters and
input, output, and state variables are saved as cell arrays of strings. The different
structures with their fields are described in the following sections. More information
can also be gained from running the command line demo of FITLAB by typing fitlab_-
demo at the command line.

11.1. Model Formulation

Depending on whether the model whose parameters are to be estimated is nonlinear,
linear, or a polynomial transfer function model, the user provided model must have
a different structure. The default option in FITLAB is the identification of nonlinear
models. If a model of another type is to be identified, this has to be specified in the
options structure (see section 11.5). The definition of the user provided model files
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for nonlinear and linear models is found in section 5.1.

For polynomial transfer function (TF) models, the model argument is a structure
defining the model and not an m-file. Furthermore, the parameters (see section 11.2)
have to be given in a specific order. No bias parameters are used for polynomial
models.

For a polynomial model of the numerator/denominator type (see equation (B.29)), the
model structure must have the following fields:

model . degNum degree of the numerator(s) (integer vector)

model .degDen degree of the denominator (integer)

model .denLowOne =1 if the normalization is lowest denominator coeff. =1
=0 if the normalization is highest denominator coeff. =1

model.nDel number of time delays (integer)
must be either 0 (no delay), or 1 (common time delay for
all TFs), or equal to the number of numerators

The corresponding parameters (see section 11.2) have to be given in the following
order:

1. coefficients of the numerator(s) in descending order
2. coefficients of the denominator in descending order
3. time delay(s) (optional)

For a polynomial model of the pole/zero type (see equation (B.30)), the model structure
must have the following fields:

model.nSimpleNum number of simple roots in the numerator(s) (integer vec-
tor)

model.nSimpleDen number of simple roots in the denominator (integer)

model . nQuadlium number of quadratic roots in the numerator(s) (integer

vector)
model .nQuadDen number of quadratic roots in the denominator (integer)
model.nDel number of time delays (integer)

must be either 0 (no delay), or 1 (common time delay for
all TFs), or equal to the number of numerators

The corresponding parameters (see section 11.2) have to be given in the following
order:

1. for each numerator:

a) the gain
b) the simple roots
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¢) damping and frequency pairs for all quadratic roots
2. the simple roots of the denominator
3. damping and frequency pairs for all denominator quadratic roots
4. time delay(s) (optional)

Examples for both types of polynomial models can be found in the examples 7 and 8
of the command line demo. The corresponding subroutines are fitlab_demo_LOES
and fitlab_demo_dynInflow_poly.

The specification of polynomials models is more error prone than the other model
types due to the necessary correspondence of model structure and parameter order.
Therefore, it is suggested to identify polynomial models only via FitlabGui and not
through the command line version of FITLAB.

11.2. Parameters and Bias Parameters

The model coefficients are divided into parameters and bias parameters (see section
B.1.2). Parameters are valid for all time intervals, that are to be evaluated, whereas
bias parameters have the same function but different numerical values for each time
interval. Examples for bias parameters are initial conditions or trim settings.

For each parameter, a name and an initial value has to be given. The third component
of the parameter structure determines which of the parameters are to be estimated
and which are held fixed at their initial values. The fourth and fifth component repre-
sent parameter bounds (bounds can be set to +Inf for unbounded parameters).

par.name names of the parameters (cell array of strings)
par.value Vvalues of the parameters (vector)
par.on =1 for parameters to be identified

=0 for parameters that are to be held fixed
par.min parameter lower bounds (vector, optional)
par.max parameter upper bounds (vector, optional)

The structure for the bias parameters is almost identical to the one for the parameters.
The only difference is that initial values for all time sections have to be specified if
several time intervals are evaluated together. Bounds for bias parameters as well as
the on/off information are valid for all time intervals.
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bias.name names of the bias parameters (cell array of strings)
bias.value Values of the bias parameters for all time sections
(matrix, each time section in one column)
bias.on =1 for bias parameters to be identified
=0 for bias parameters that are to be held fixed
bias.min bias parameter lower bounds (vector, optional)
bias.max bias parameter upper bounds (vector, optional)

After an identification run, the returned structures par_id and bias_id have fields
par_id.stddev and bias_id.stddev added, that contain the standard deviations (see
equation B.41) of the corresponding parameters resp. bias parameters.

11.3. Output / Input / State Variables

The output structure must contain the names of the output variables and the infor-
mation about which of the output variables are weighted in the cost function.

output.name names of the output variables (cell array of strings)
output.on =1 for output variables that are weighted
=0 for output variables that are not weighted

For polynomial transfer function models, the output structure contains the names of
the transfer functions to be approximated.

The input and state structures consist only of the names of the input respectively state
variables (input .name resp. state.name). The two structures are required only for the
model type f_resp (see section 11.5). They are ignored for nonlinear and polynomial
models. For all model types that create SS-LTI models (1in_td, 1in_fd and f_resp, the
names are used to label the inputs and outputs of the identified LTI model (return
argument 1ti of FITLAB).

11.4. Measured Data

11.4.1. Output Error Method

The measured time domain and/or frequency domain data has to be provided as
a vector of structures with each element of the vector corresponding to one time
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interval. For time domain data the structure is built up as

data(iz).t vector with sampling times

data(iz) .u measured input variables (each variable in one column)

data(iz).z measured output variables (each variable in one column)

data(iz) .x measured state variables (each variable in one column,
required only for startup calculation of linear systems)

After completion of the parameter estimation, the output data structure data_id(iz)
consists of the fields data_id(iz).dt, .t, .u, .z that are identical to the corre-
sponding fields of the input data structure data(iz), and of data_id(iz) .y which
contains the calculated output variables (model output, based on the identified values
of the parameters).

The frequency domain data structure is very similar:

fdata(iz).w frequency vector

fdata(iz).u measured input variables transformed into the freq. domain
fdata(iz).z measured output variables transformed into the freq. domain
fdata(iz).x measured state variables transformed into the freq. domain

(required only for startup calculation of linear systems)

As for the time domain case, the output data structure fdata_id (iz) contains a field
fdata_id(iz).y with the calculated output variables in addition to the frequency
information and the measured input and output variables as taken from fdata(iz).

For creating a frequency domain data structure from time domain data the following
utility program is provided:

[fdata] = fitlab_td2fd(data,fmin,fmax,units,linlog,df)
with

data time domain data structure

fmin minimum frequency to be returned

fmax maximum frequency to be returned

units  string specifying the units of fmin and fmax ('Hz' or 'rad/s’)

linlog string identifing desired frequency spacing (lin' or 'log’)

af value defining frequency spacing for 'lin’ spacing and values
per decade for 'log’ spacing

fdata frequency domain data structure

The routine uses a chirp-z Transform (CZT) to transform the measured time domain
data to the frequency domain. If logarithmic spacing is desired, the frequency domain
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data is first smoothed by a moving average algorithm and then interpolated to the
desired frequency axis.

11.4.2. Frequency Response Method

For the frequency response method, the data has to be in a different format. Each
frequency response is stored in a separate element of fdata to enable different fre-
quency axes for the different frequency responses. Amplitude, phase, and optionally
coherence are stored in the other fields of the structure.

fdata(iz).w frequency in rad/s (vector)

fdata(iz) .zMag amplitude in dB (vector)

fdata(iz).zPhase phase in deg (vector)

fdata(iz).coh coherence (vector, optional)

fdata(iz) .weight weighting (vector, 0=0off, 1=on, for system = f_resp only)

After completion of an estimation run, the output data structure fdata_id(iz) consists
of the fields fdata_id(iz) .w, .zMag, .zPhase, that are identical to the corresponding
fields of the input data structure fdata(iz), and of fdata_id(iz) .yMag and fdata_-
id(iz) .yPhase, which contain the magnitude and phase of the identified model for
the given frequency vector. Additionally, the weighting function w (see equation B.25)
is contained in fdata_id(iz) .wgt.

When the identified model is linear (i.e. system = f_resp), additional fields are ap-
pended to the structure that contain the indices of the corresponding input and output
in the linear model (fdata_id(iz) .iy and fdata_id(iz) .iu) and the model name of
the frequency response (fdata_id(iz) .name).

11.5. Options

Several parameter settings used by FITLAB are contained in an options structure. This
options structure is similar to the one used by the MATLAB optimization routines.
Default settings in this structure can be changed by the routine fitlab_set (type help
fitlab_set for more information).

The different options and their default settings are listed in the following table. All
defaults are used when options=[] is used in the call of FITLAB.
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Option

System

Optimizer

MaxIter
MaxIterStart

MaxIterTime

TolCost
TolPar
EpsSvd
DiffChange
MaxCostEval

RelStepSize

AmplitudePhase

CohWeight

Default

nonlin

DD

1e-3

1e-4

1.e-12

1.e-4

10

1e-3

0.01745

off

Meaning

System class:
nonlin nonlinear

lin_td linear time domain

lin_fd linear frequency domain

poly polynomial transfer function model
f_resp linear model with frequency response

method

Optimization method:

1 Gauss-Newton

2 Subplex

3 fmincon (constrained minimization)

4 Isgnonlin (nonlinear least-squares)
Options 3 and 4 work only if the MATLAB optimization
toolbox is installed.
Maximum number of iterations allowed
Maximum number of startup iterations allowed.
(for System=1in_td or 1in_£fd only)
Maximum number of time domain iterations allowed
for identification of bias parameters.
(for System=1in_fd only)
Termination tolerance for the relative change of the cost
function value
Termination tolerance for the relative change of the pa-
rameters
Values below EpsSvd are regarded as zero for the singu-
lar value decomposition (Gauss-Newton only)
Relative/minimum change in parameters for finite dif-
ference gradients (eq. B.38, Gauss-Newton only)
Maximum number of cost function evaluations during
line search cycle (Gauss-Newton only)
Relative startup step size for the optimizer's parameter
variation (Subplex only)
Relative weighting between amplitude and phase error
(system = poly or f_resp only)
Specifies, if coherence weighting is to be used
(on/off, system = poly or f_resp only)
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Option Default Meaning

Display iter

none
cost
final
short
iter

extended

mixed

CorrLim 0.9

Level of display:

no display

display only cost function

(for simulation)

display only the final results

display cost function and parameter val-
ues for each iteration, display bias param-
eter values only for the final results
display cost function as well as parame-
ter and bias parameter values for each
iteration

same as iter plus display of the cost for
each time interval and the (root) mean
square error for each output variable
same as short during iteration and same
as extended for final display

In the display of the final results, only correlations above

CorrLim are displayed

LogFile N

Name of a logfile for saving the results. If a logfile is

specified, all screen output of FITLAB is also written to

that file.

Table 11.1.: Components of the FITLAB options structure
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12. Summary

FitlabGui is a MATLAB tool for flight data analysis and parameter estimation. The
software has developed over the years and this report describes version 2.7.

The report first describes how to install and call the software. Then, the different
panels and their options are presented. Several utilities that come with FitlabGui
and the demonstration examples for the parameter estimation are also described. A
separate chapter explains how to use the underlying parameter estimation software
FITLAB from the command line instead of starting it via FitlabGui.

In the appendix, the mathematical background for the three implemented frequency

response generation methods is given. A second appendix explains the parameter
estimation methods implemented in FitlabGui.
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A. Frequency Response Generation

A.1. Frequency Response and Coherence

Let x, and y,, n=0,--- , N — 1 be the sampled input and output signals of the system
under consideration. The length of the time interval is T and and the N data points
are sampled with a sampling interval of At seconds

T =At(N —1). (A1)

The corresponding finite Fourier transforms X(f) and Y (fx)

N-1 N-1
X(fi) =Dt xpe™ 2N Y (i) = Aty ype 2N (A.2)
n=0 n=0

are determined at discrete frequencies fi

fk:%:kﬁ, k=0, ,N—1. (A.3)
fi is the fundamental frequency or frequency resolution and is the inverse of the
length of the time interval. The Nyquist frequency f- = 0.5Nf; = (2At)~1 is the highest
frequency that is available in the Fourier transform.

Once the Fourier transforms have been determined, the auto-spectra (or autospectral
density functions) of the input and output signals are calculated as

Gl i) = 2X* (BIX(fi) = 2IX(F)P (A4)
Gy(h) = 2 ()Y () = Y (P (A5)

where % denotes the conjugate complex value. The cross-spectrum (or cross-spectral
density function) of the input/output signal is defined as

Gxy(fx) = %X*(fk)Y(fk) (A.6)

4% DLR - DLR-IB-FT-BS-2026-9 75



A. Frequency Response Generation 76

and the frequency response H is now determined from

H(f) = g}’—gg (A7)

The coherence function "y%, is an indicator of the correlation of the input and the
output signals and is determined from

|Gy (i)

) = —F~== 0<~v2,(f) <1. A.8
’1’2y( k) Gxx(fk)ny(fk) = y( k) 2 ( )
The coherence function is a quantification of the cross-spectrum inequality

|Gy (£)?] < Gr(fi)Gyy (fi)- (A.9)

The proof of this inequality can be found on pages 54ff and 97ff of [22].

The standard technique for computing the discrete Fourier transforms is the Fast
Fourier Transform (FFT). For the frequency response generation as implemented in
FitlabGui, the Chirp-Z transform is used instead of the FFT. A description of the Chirp-Z
transform (CZT) can be found on pp. 393-399 of [23]. Compared to the FFT, the CZT
has the advantage that it works better for data point numbers that are multiples of
large prime numbers and that the frequency points, for which the Fourier transform
shall be returned, can be specified.

A.2. Segmenting and Windowing

One method to avoid frequency leakage is tapering or windowing of the data. (A good
discussion of the phenomenon of frequency leakage can be found in [22] or [24].)
In FitlabGui a Hanning window is used to process the input and output signals. This
windowing function is defined by

Wi = % [l—oos (2%{)] (A.10)

where N is the number of data points in the record. It is important that both the input
and the output signal are processed with the same window. In the case of the Hanning
window, a correction factor of (8/3)Y/2 has then to be applied when determining the
auto- and cross-spectra from (A.4) and (A.6).

Segmenting, i.e. subdividing the data record into segments of equal size, is a legitimate
technique to reduce the random error of the data in the frequency response. Generally,
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the segments are chosen such that they overlap each other by 50%. If the data record
of length N is subdivided into ny segments that overlap by 50%, the segments each

have length M with
2N
M= P (A.11)
Because of the reduced length of the data segments, the fundamental frequency is
increased to

P 1 ng+1

1= Mh ™ 2NAt
Thus, by segmenting one has less error at the price of a coarser frequency resolution.
(The Nyquist frequency, which depends solely on the sampling rate, is unchanged.) The
random error ¢, is a function of the number of data segments and of the coherence
of the input/output relationship and is calculated by

(A.12)

Ce [1 =12, (£)]Y?

|'ny|\/ 2ng

Here, C¢ is a constant that accounts for the degree of overlap between the windows
(Ce = v/0.55 for 50% and C = +/0.50 for 80% overlap.).

e (IH(fOD =

(A.13)

The derivation of the above equation can be found in [22] for the non-overlapping
version and in [25] for the function with 50% overlap.

The random error in (A.13)is normalized. Thus the standard deviation of the magnitude
will be

o(IH(#II) = e-(IH(fD/IH () (A.14)
and the standard deviation of the phase is given by
o(£(H(fc))) = sin~* (er(IH(f)1))- (A.15)

A.3. Multi-Input Single-Output Conditioning

When multiple inputs that are partially correlated excite one output, it is necessary to
use Multi Input / Single Output (MISO) conditioning to arrive at meaningful frequency
responses and coherence functions. A system with two inputs x;(t) and x(t) and one
output y(t) has the input/output relationship

Y = Hiy X1 + HoyXa + V (A.16)

where H;, and H,, are the transfer functions between the first and second inputs and
the output and V is the noise. If this equation is multiplied by (2/T)X7 respectively
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(2/T)X3, taking into account equation (A.1) leads to

Gly = HlyGll + H2yG12 (A17)
GQy = H1y621 + HQyGQQ (A.18)

From these two equations, the conditioned frequency responses H;, and H,, are
computed via

GGy — GGy O [1- 22| &
Hl _ 22491y 1292y _ L 2201y | _ ly.2 (A19)
Y G11Ga — [Grof? Gui[l — %) G112
G11Goy — GGy, o [1- 2] ¢
Hy, = OO = G161y i 1Goy | _ Goya (A20)
Y G11Gao — |Go1]? G2o[1 — 73] G221

Here, G1y.2, G112, Gay,1, and Gay 1 are the conditioned auto- and cross-spectra and 3,
is the coherence between the two inputs x;(t) and xx(t).

» _ |Gl

Y12 = G116 (A.27)

If the two inputs are totally uncorrelated, i.e. if y2, = 0, then the conditioned frequency
responses reduce to the unconditioned ones.

The ordinary coherence functions between the two inputs and the output are given
by

s _ |Gy|?  |HiyGu + HoyGio?

= = A.22
Ty G11Gyy G11Gyy ( )
2 |Goy|?  |HayGoo + HiyGo1l?
= = A.23
Y G Gyy G22Gyy ( )

These coherence functions represent the correlation between the input and output
signals. Unfortunately, the ordinary coherence uses both paths to determine coher-
ence (directly from x; over Hs, to y and from x; through its correlation with x, over
Hs, to y). Therefore, for the analysis of frequency responses from partially correlated
inputs, the ordinary coherence cannot be used. Instead the partial coherence has to
be used, which is computed from the conditioned auto- and cross-spectra via

2 |G1y 2] |G1yGao — G2y G1a?
= = A.24
Tiy2 G112Gyy2  G3G1Gyy(1 —77)(1 —73) ( )
G 2 Go,G11 — G1yGo1?
1= Goyal” |G2yG11 — G1yGoai | (A.25)

G2,1Gyy1 GGGy (1 —93)(1 —7,)

If MISO conditioning is used, all frequency responses, spectra, and coherences re-
turned by FitlabGui are conditioned ones.
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An extension of the determination of the conditioned auto- and cross-spectra and
partial coherences to cases with more than two inputs can be found in [22] or in
[26] (the latter also covers some computational aspects). In FitlabGui, the method
described in [26] is used to determine the conditioned frequency responses.

A.4. Composite Frequency Responses

Long segments are best for determining the frequency response at low frequencies
whereas short segments are needed for the high frequencies. The logical conclusion
is that the optimal frequency response is a composite that is made up of several
frequency responses with different numbers of segments (few segments at the low
frequencies and many segments at higher frequencies). In FitlabGui two different
methods for deriving composite frequency responses from the results for different
segments are implemented.

The first method was developed by Ockier and is described in [27]. It is based on a
weighting function that states that the frequency response derived by dividing the
data record into ny windows is most trustworthy in the following frequency range

f [(’;—3)2 +1} <h<h [(%)2+ 1 +14f—g} (A.26)

If a higher resolution of the frequency response is desired, this equation for the
frequency range is changed to

ng’\* ng\ 4 Nd

i {(10) H} <’7<<f1[(10) +1+1410} (A.27)
These two equations were developed empirically from helicopter response data ob-
tained with frequency sweeps.

For the Ockier method the computation of the composite frequency responses is
performed with the following steps:

1. For each number of windows ny, the data is segmented using 50% overlap and
the frequency responses including MISO conditioning are computed and stored.

2. For each frequency point, the standard deviations of the amplitude and the
phase are determined from (A.14) resp. (A.15).

3. For each segmentation, (A.26) or (A.27) is used to determine, which data points
are trustworthy and which can be discarded.

4. For each frequency point that is to be considered, the optimal frequency re-
sponse is computed by maximizing the likelihood of that data point. A Cauchy
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or Lorentzian distribution of the data (see [28], chapter 15.7 'Robust Estimation’)
is assumed.
5. Any points that are not trustworthy are removed.

With the above defined weighting function, the validity range for each segmentation
(number of windows) is relatively small so that in general many different segmentations
are needed to cover the frequency range of interest. Furthermore, this method does
not yield input, output, and cross spectra that might also be needed. Therefore a
second method for frequency response generation was implemented in FitlabGui.

The second method was developed by Tischler and is described in chapter 10 of [17].
With this method, the conditioned spectra for several segmentations (usually up to
5) are used to derive composite spectra by minimizing a common cost function. The
composite spectra are then used to calculate the composite frequency response.

The weighting of the results for each segmentation / = 1,...n, is based on the
corresponding random error (see (A.13)).

Thus the results with the lowest random error get a weighting of 1 and the other
segmentations are deweighted.

Starting values for the composite spectra are derived by simple averaging. e.g.

My Nwe
Gax = 3 WPG /> W2 (A.29)
=1 =1

for the input autospectrum. The corresponding coherence is calculated by

Gy (D)
|Gx(F)] Gy (F)]

15 () = (A.30)

The final composite spectra (index c) are those that minimize the following weighted
least-squares cost function L for each frequency f:

LN xxc — Uxx; 2 G ,- 2 b Xye) — XY 2
L(f)zgm{(G G )+(ny ny) +(ﬂ%(6y> %(Gy))

Gxx ny ‘SR(GX}')
2 2 2 \2 (A.31)
+ (%(nyc) - %(GX}’I)) 5 Yye — Vxyi
%‘(GX}’) )%x

Including the coherence term in the cost function ensures that the coherence function
of the composite frequency response will track the coherence of the most reliable
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windows over the entire frequency range. Due to the coherence term, the cost function
depends nonlinearly on the desired composite spectral quantities and thus the cost
function must be minimized iteratively.

For the Tischler method the computation of the composite frequency responses is
performed with the following steps:

1. For each window length the spectra are computed using 80% overlap between
the windows.

. MISO conditioning is performed for all segmentations.

. The weighting function from (A.28) is calulated for each window length.

. Starting values for the composite results are determined from (A.29).

. For each frequency point the cost function (A.31) is optimized to arrive at the
composite spectra.

. The composite frequency response and coherence are derived from the com-
posite spectra.

b wN

N

Both methods for deriving composite frequency responses from the results for differ-
ent segmentations are compared in [29].

A.5. Local Polynomial Method

Whereas segmenting and windowing has been a standard for frequency response cal-
culation since the 1980s, the so-called Local Polynomial Method (LPM) was developed
at the end of the 2000s [30]. LPM is presented as an alternative to the windowing
methods, with better performance due to an improved reduction of the leakage error.
The performance of the LPM when applied to rotorcraft data is assessed in [31].

In contrast to the windowing methods, the LPM does not eliminate the leakage term
through the application of windows, but it considers the leakage as an unknown
function that has to be determined. Hence, the LPM assumes that the discrete Fourier
transforms (DFT) of the input u(t) and output y(t) measurements

N-1
U(K) = ﬁ 3 u()er2mt/N
t=0

v | (A.32)
Y= 7o ; O LR
are linked by the so-called extended transfer function model
Y (k) = G(wi)U(k) + T(wk) + V(k) (A.33)
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for each frequency wy = 2mwkfs /N (k =1, ..., N). Here f5 is the sampling frequency, N
the number of samples, G(wy) the frequency response (FR) of the system, T (wy) the
leakage term and V/(k) the DFT of the disturbing noise, which is assumed to be a filtered
white noise, uncorrelated over the DFT lines k and circular complex distributed.

The estimation of the frequency response with the LPM is based on the assumption
that the FR G(w) and the leakage T(w) are smooth functions of frequency. Therefore,
they can be approximated by complex polynomials within a narrow frequency band.
The polynomial approximations at frequencies wi+, (r = ...,—2,—1,0,1,2,...) of G(w)
and T (w) of the order R and centered around frequency wy are given by

R
G(Wirr) = Gwi) + Y gs(k)re,
s=1 (A.34)

R
T(Wk+r) = T(wk) + Z ts(k)rs,

s=1

where gs and ts are the Taylor coefficients of G and T respectively. R, the order of the
polynomials, is a parameter of the method that has to be chosen by the user. In the
literature, usually R = 2 is used and thus this value is also used in FitlabGui.

Considering (A.33) at frequency k + r and using (A.34) leads to

R R
Y(k+r)= (G(wk) +>° gs(k)rS) Utk +r)+ (T(wk) +> ts(k)rs) +V(k+r)

= OK(k+ )+ V(k+r) Gl

where © is the matrix of the unknown complex parameters, namely the Taylor coeffi-
cients of G and T at frequency k,

© = [G(wk) 91(k) (k) ... gr(k) T(wk) ta(k) t2(k) ... t(K)]. (A.36)

K(k + r) contains the input data

Kk +r)= |10 flt(’;()k *E )} (A37)
with
1
F
Kl(!‘) =
R

r

and ® denoting the Kronecker product of the matrices.
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Collecting (A.35) for the 2n + 1 neighbouring frequencies k (r = 0,41, ..., +n) gives
the following set of equations
Yo =0OKn+ V) (A.38)

where Y, K, and V, are matrices of the form

Yo=[Y(k=n)Y(k=n+1)...Y(k) ...Y(k+n)]. (A.39)

nis a parameter of the method that has to be chosen by the user under the constraint
2n+1 > (R+1)(n,+ 1), with n, being the number of inputs. The constraint ensures
that (A.38) is an over-determined set of equations for the unknown estimate © that is
to be solved in the least-squares sense

min [|Yn — ©Kal| . (A.40)

The choice of the parameter n is a trade-off between an effective noise reduction (n
big) and a low interpolation error (n small). In [32], a method is described that allows
choosing the optimal n at every frequency k. This method is used in the LPM algorithm
implemented in FitlabGui.

Thus © provides the best fitting complex polynomials for G and T around frequency
k. The FR estimate at the k-th frequency is obtained from © using

G(wk) =6 ["3“] (A.41)

with /,, being the identity matrix of dimension n,. The steps above are repeated for
every frequency k of the spectrum. Note that special attention has to be paid to the
lower and higher edge frequencies of the spectrum. There, the 2n + 1 neighbouring
frequencies cannot be centered around the frequency k, but have to be shifted to the
right or to the left respectively.

LPM is available for both SISO and MIMO systems and is described in details in [30].
It has been shown in [33] that using concatenated data leads to a reduced bias and

variance error of the FR estimate. The MIMO algorithm of the LPM can be used
unchanged for concatenated data.

A.6. Uncertainty Bounds

For frequency responses with a corresponding coherence, i.e. those that have been
generated using either the Tischler or the Ockier method, the uncertainty bounds
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which are the 95% confidence bounds on magnitude and phase can be calculated.
They are defined as

|HI(1 —2¢,) < |H| < |HI(1 + 2€)
(Prad — 2€r) < |@rad| < (¢rad + 2¢r)

where |H| is the magnitude in linear units and ¢,,4 the phase in radians and ¢, is the
random error. If the frequency response has been generated with the Tischler method,
the random error is directly available. For frequency responses generated with the
Ockier method, an approximate random error is calculated from the coherence via
eg. A.13 assuming a number of non-overlapping windows of n; = 15 and setting
Ce = 1/(0.55) (80% overlap).

(A.42)
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B. Parameter Estimation

Itis assumed that the response z of a dynamic system to an input v has been measured.
The goal is to develop a mathematical model that describes the system behavior. It is
assumed that the model structure (system state function f and observation function
g) is known correctly and only the model parameters ¢ have to be adjusted so that
the simulated model output y matches the measured output z for the same input
history u.

S S dynamic system T SN

mathematical model

—4 - x(t) = f[x(¢), u(t), ¥] — ¥ 5 (B.1)
y(t) = g[x(t), u(t), ¢]

B.1. Maximum Likelihood Output Error Method

The dynamical system whose parameters are to be estimated is assumed to be de-
scribed by the following mathematical model:

X(t)=f (x(t),u(t),p);  x(to) =xo (8.2)
y(t) = g (x(t), u(t), p) ‘

Here, x and u denote the state and control input vectors. The model structure (f, g)
is given and the coefficients ¢ and the initial conditions x; form the vector 6 of the
unknown parameters.

6 = [p; o] (B.3)
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The state variables cannot be measured directly. Instead, other output or observation
variables y can be measured that depend on the unknown parameters and the state
and control variables. Measurements z of these output variables that are corrupted
with noise v exist for N discrete sampling times t.

z(tx) = y(tk) + v(tk); k=0,...,N-1 (B.4)

It is assumed that the state and observation equations correctly describe the dynamic
system, i.e. that no modeling errors are present. The measurement errors are usually
assumed to be characterized by stationary zero-mean Gaussian white noise with
covariance matrix R.

E{v(t)} =0,  E{v(t)v'(t)} =6;R (B.5)

Here, £{... } denotes the expected value and ¢;; the Kronecker delta. This means that
the measurement errors at different sample times are uncorrelated (i.e. white) and
that the covariance matrix is time invariant.

With these assumptions for the error distribution, the probability of making the
measurements z can be determined from the law of joint probability as

N-1
p(z10) = [(2m)™ det(R)"? exp {—% > [2() =y R [z(k) - J/(k)]} (B.6)
k=0

Here, p(z|0) denotes the probability of the measurements z for given parameters
9; m denotes the number of observation variables (dimension of z resp. y). In this
equation, like in the following ones, k was used as a shorthand notion for .

This function p is called the likelihood function. It is the probability distribution not of
the unknown parameters but of the measurements. Maximum Likelihood estimation
means to determine the parameter vector § that maximizes the function p(z|6). This
parameter vector 8 is called the most plausible because it gives the measurements
that were made the maximum probability.

An equivalent task to maximizing p(z|) is the minimization of the negative logarithm
L of the likelihood function:
1= N
L(Ze)=5 > [z(k) - y(RI" R [2(k) — y (k)] + 7 log(det(R)) (B.7)
k=0

This cost function L consists of two terms that both contain the measurement error
covariance matrix R. If R is known, the second term is constant and the variable part

reduces to
N—-1

> z(k) = y ()] R z(k) = y (k)] (B.8)

k=0
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Thus, the cost function in this case is a quadratic criterion. The sum of squares of the
differences between model outputs and measurements, weighted by the measure-
ment error covariances, are to be minimized.

If the measurement error covariance matrix R is unknown, as is usually the case, it
has to be estimated like the parameters. Minimizing the cost function with respect to
the elements in R~1 leads to the following Maximum Likelihood estimation for R (see
[3D:

N,
R="Y [z(k) — y(K)]lz(k) — y(K)]" (B.9)
k=0

[y

This means that the output error covariance matrix is the most plausible estimate for
R.

With this estimate for R the first term of L reduces to a constant and the variable part
reduces to
det(R) (B.10)

In FITLAB, as in the other identification programs used at the Institute, R is imple-
mented as a diagonal matrix. This means that the measurement errors are assumed
to be uncorrelated. As shown in [3], this also leads to faster convergence of the
identification.

The Maximum Likelihood cost function in the frequency domain is derived analogously

as

N-1
L(z]0) = Z [z(wk) — Y(wi)]* ST [z(wk) — y(wi)] + g log(det(S)) (B.11)
k=0

N —

This cost function is very similar to the one in the time domain (see equation (B.7))
with only the output error covariance matrix R replaced by the spectral density matrix
S of the measurement noise.

B.1.1. Cost Function

In the case of an unknown output error covariance matrix, the Maximum Likelihood
(ML) cost function for the output error method reduces to the determinant of the
covariance matrix. If this matrix is assumed to be diagonal, i.e. neglecting the error
covariances, the cost function reduces to the product of the output error variances
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(mean square error) of all m output variables.

Cost =[] o*(z — ) (B.12)
i=1
with
1 N-1 )
0%z - y) =3 > (@(t) = yi(te)) (B.13)
k=0

Two important characteristics of this cost function should be pointed out here:

— If a 10% improvement in the match of one observation variable can be gained at
the cost of a 10% deterioration in another, it will be done (as 0.9* 1.1 =0.99 <
1.00).

- The minimum of zero in the cost function is reached when one output achieves
an ideal match (irrespective of the match in the other outputs).

The second aspect rarely applies in practice as the presence of noise and measuring
errors usually precludes an ideal match.

B.1.2. Model Extensions and Linear Systems

The initial conditions xy of the state variables are usually not known and thus have to
be estimated together with the system parameters . Furthermore, the measured
input and output variables are usually corrupted by unknown systematic errors Au
resp. Az. These constant offsets shall also be included into the estimation as additional
unknown parameters. Equations (B.1) then transform into

() = f [x(t), u(t) — Au, @] ; x(to) =X

y(t) = g[x(t), u(t) — Au, 0] + Az (B.14)

In most cases it will not be possible to estimate all components of xg, Auand Az, as
they are linearly dependent or at least highly correlated with each other.

Often it is necessary to use several time slices of measured data to estimate one set
of parameters. In this case, the offsets Au and Az as well as the initial conditions xg
can have different values for the different time intervals. This leads to a parameter
vector of -

fi= [(,OT,XO,l, oy X, NZy D yevoy DN B oy AZNZ} (B.15)

in the general case of NZ time slices.
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If the system state and observation functions are linear in the state and control
variables, a different model is suitable. By substituting the state and control input
variables with their deviations from the initial condition and by accounting for time
delays, equations (B.14) are transformed into

x(t) = Alp) - x(t) +B(¢) - u(t = 7in) +byi x(to) =0

y(£) = C(@) - x(t ~ Tour) +D(9) - ut — (Tin + Tour)) +by (B.16)

In this linear model, b, and b, are the lumped bias parameters of the state and
observation equations respectively. They are linear combinations of the original initial
conditions and zero-offsets. All components of b, and b, can be estimated if the
system is observable.

T;p is the time delay between the input v and the state vector x and 7,,;: denotes
the time delay between x and the output y. These time delays correspond to the
InputDelay and OutputDelay properties of MATLAB LTI models (see the documenta-
tion of the MATLAB Control System Toolbox [16]). An input delay can for example be
an equivalent time delay whereas sensor delays correspond to output delays.

To estimate time delays in nonlinear Simulink models, a Transport Delay Block (see
"Transport Delay" in the Simulink documentation [10]) can be used with the time delay
of this block as an unknown parameter. It has to be noted, that in this case the value
of the time delay must not be less than the sample time. Therefore, 0 cannot be used
as the initial value and At should be used as lower bound.

B.1.3. Output Error Method in the Frequency Domain

A discretely sampled time dependent variable
Xn = x(nAt); n=0,..., N—-1 (B.17)

can be transformed into a frequency dependent variable using the Fourier transform

N—1
1 —J At .
x(Wi) = 5 D XN k=0, N -1 (B.18)
n=0
with
T =(N-1)At, wx =k -2m)T (B.19)

The variables x, x, u, y, z of a linear model are transformed into the frequency domain
in this way. One has to note that the state variables do not always fulfil the condition
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of periodicity. In this case, the Fourier transform of x is approximately given by [34]

%(w) = jux(w) — bpi(w)

B.20
by = & [y +oxw) — o1 +0)];  d=e (B.20)

1 .
SjwAt

which requires two additional data points x_; and xy not used in equation (B.18). As
the data used for system identification usually starts and ends at a trim condition, the
parameter b, is ignored in FITLAB.

The model equations in the frequency domain are therefore
y(w) =C(@) - x(w) + D(p) - u(w) '

The Maximum Likelihood function in the frequency domain is very similar to the one
in the time domain (see equation B.11) and thus leads to a similar cost function

Cost =[]0z — v) (B.22)
-1
with
L N1
o*(zi—yi) = N > (@iwi) = yilwi) (zi(wi) = yi(wi)) - (B.23)
k=0

Parameter estimation in the frequency domain has the advantage that it is possible to
significantly reduce the amount of data to be evaluated by restricting the evaluation
to the frequency range of interest. The higher frequencies can often be omitted
safely because they correspond to measurement noise and negligible higher order
dynamics.

When the lowest frequency (w = 0) is omitted, the estimation of bias parameters is
suppressed thus leading to much fewer unknown parameters, especially when several
time intervals are evaluated together. One possibility to include the estimation of
bias parameters is to first identify the system parameters ¢ using frequency domain
identification and afterwards to only identify the bias parameters using time domain
identification with ¢ fixed at the identified values.

As the model equations (B.21) are algebraic, no integration is necessary to calculate
the output variables. This makes frequency domain models very suitable for unstable
systems.

The substantial disadvantage of frequency domain identification is that it is restricted

to linear systems. An approximate way of including nonlinear terms is to calculate
nonlinear terms using measured signals and use them as additional inputs.
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Frequency domain identification yields a different weighting compared to time domain
identification. In the time domain, the lowest frequencies have the highest weighting
because they correspond to more time samples and thus have more influence in
the cost function. Obtaining the frequency domain data through a Fourier transform
leads to linearly spaced frequency points (see (B.19)). Thus, the higher frequencies
have comparably more data points and therefore more influence in the cost function.
To provide an option to reduce the weighting of the higher frequencies, FitlabGui
allows for using logarithmically spaced data in the ML frequency domain identification
(see section 5.2 and the decription of the routine fitlab_td2fd in section 11.4).

B.1.4. Startup Algorithm for Linear Systems

When the state variables are measured, starting values for the unknown parameters
can be obtained by running the identification in regression mode. In FITLAB, the model
is reformulated as follows for the startup calculation:

g [ u
x= [B A] {Xm}+bx
(B.24)

u

y=Cx+[D 0]-[){ }+by
m

This means that the measured states are used instead of the calculated ones in the
state equations and that the observation equations remain unchanged. Thus the
reformulated model is linear in the unknowns (parameters and calculated states) and
can be solved by regression.

B.2. Frequency Response Method

In section B.1.3, identification based on matching the Fourier transforms of the mea-
sured time histories has been described. Another method, the frequency response
method, is based on matching the frequency responses, i.e. the ratio of the output
per unit of control input as a function of control input frequency.

The frequency response method can be used to approximate an analytically derived
high-order model by a low-order model (LOES - Low Order Equivalent System). The
method can also be used to approximate frequency responses that were derived from
measured time histories of the input and output variables.
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A good overview of system identification using the frequency response method can
be found in [17].

B.2.1. Cost Function

An effective format for looking at a frequency response H is the Bode plot, which
displays log-magnitude (20logyq |H|, dB) and phase (Z/H, deg) vs log-frequency (w,
rad/s) on a semilog scale. Thus, the quadratic cost function L to be minimized for the
frequency response method is

Nw
L= fJ_O > wy(k) [(le(k)IdB — IH(K)aB)? + wap (LHc (k) = ZH(K))? (B.25)
Y k=1

When several frequency responses are approximated together, the overall cost func-
tion is the average of the individual cost functions. In (B.25) N, is the number of
frequency points in the frequency interval w1, wnw]. Hm is the frequency response of
the data to be approximated (either generated from measured time history data as
described in the preceding subsection or analytically generated in the case of a given
high-order system. H is the frequency response of the model. |.|45 is the amplitude in
dB and Z(.) the phase in deg.

W, is an optional weighting function based on the coherence between the input and
the output at each frequency. If coherence data is available and if coherence weighting
is used, then

2
wy (k) = |1.58(1 — k)|, (B.26)

otherwise w, = 1. This is the same weighting function as used e.g. in CIFER® [17].

wap is the relative weight between amplitude and phase errors. The normal convention
is wzp = 0.01745 and this value is the default used in FITLAB. The military standard on
flying qualities [18] suggests a value of wz, = 0.02.

Compared to the ML output error cost function from section B.1.3, the following
differences should be pointed out:

— The overall cost is based on the sum of the individual cost functions and not the
product. Thus a perfect match in one transfer function does not necessarily lead
to the best overall cost.

—~ As amplitude and phase errors always have the same scaling, the absolute value
of the cost function is a direct measure of the goodness of fit. A cost function
of J < 100 usually yields an acceptable level of accuracy for flight-dynamics
modeling.
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The cost function from equation B.25 can be written in matrix formulation as
20 +
L=—-¢€"(6)We(0) (B.27)
N

where € is a vector of the magnitude and phase errors between the identified model
and the flight data, namely

" (|Hclas — |HladB)1 T
(IHclag — |Hlag)2
_ | UHclas = |HlaB) n:
«(0) = |V R (B.28)
(LHe — ZH)o
| (LHc—ZH)pyy

Each frequency response row in (B.28) is associated with one frequency response to
be approximated and is actually composed of N, rows corresponding to the number
of frequency points. The weighting parameters wy (see equation (B.26)) and w;p in
the cost function are collected into the single diagonal weighting matrix W that is
dependent on the frequency but not on the unknown parameters 6.

The matrix formulation of the cost function in (B.27) is formally equivalent to a
Maximume-Likelihood cost function for known output error covariance matrix (com-
pare to (B.8)). Thus the same optimization methods as for the Maximum-Likelihood
method can be used for determining the unknown parameters.

B.2.2. Transfer Function Models

A transfer function model can be specified by numerator and denominator polynomi-

als

_ bns" 4+ bpas™ 4 A DS+ by
ans"+ ap_1s" 1+ ...+ a5+ a

F(s)

This model has to be normalized by either setting a, or ap to 1. In the model, 7 is
an equivalent time delay that can be used to account for unmodeled higher order
dynamics.

(B.29)

Alternatively, the transfer function can also be displayed in the factored form with
poles and zeros.

F(S) = (5 - Zl)(S - 22) s (5 - Zm) e~Ts (B.30)

(s—p1)(S—p2)...(5—pn)
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Here, z; and p; respectively denote the zeros and poles of the transfer function and k
is the high frequency gain. When the zeros or poles are complex conjugate pairs, they
are usually displayed in terms of the damping ratio ¢ and natural frequency w, as

[, wn] & [52 + 2(wns + w%]

which is also the notation used in the examples in section 10.

In FITLAB both model types (numerator/denominator and pole/zero) can be used in the
specification of transfer function identification models. Several frequency responses
can be approximated together, if the corresponding transfer function models have
the same denominator.

When the frequency response method is used with a polynomial model of the numer-
ator/denominator type, a startup calculation can be used when no starting values for
the coefficients are available. The startup algorithm uses a damped Gauss-Newton
method to minimize the cost function

L= 3 i) — LK) B.31
=) Wy |He(k) den(k) -
k=1

where num(k) and den(k) are the numerator and denominator polynomials of the
identification model. If the model contains a time delay, it is approximated by a first
order linearization. Thus the degree of the numerator polynomial is increased by
one and increments to a startup time delay are determined in each iteration. (More
detail on accounting for time delays in this way can be found in [35]). After the startup
calculation, normal iteration with the cost function from (B.26) is used.

Pole/zero models are more convenient when the approximate location of at least some
of the poles and/or zeros is known and bounds can be placed on the corresponding
parameters. No startup calculation is available for pole/zero models.

Once the identification run has ended, FITLAB will display the frequency and damping
of all poles and zeros of the identified models.

B.3. Minimizing the Cost Function

Adjusting the model parameters so that they minimize the cost function is an optimiza-
tion problem. The optimization method most widely used for parameter estimation is
the Gauss-Newton method (see appendix B.3.1) where, starting from an initial guess,
the parameters are obtained iteratively. In each iteration, a system of linear equa-
tions for the parameter improvement has to be solved. The Gauss-Newton method
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gives information about the accuracy and the correlation of the parameter estimates.
The Gauss-Newton method as implemented in FITLAB is enhanced by a line search
algorithm for improved performance and allows for parameter bounds.

For systems with discontinuities, where gradient based methods like the Gauss-
Newton algorithm fail, the Subplex algorithm (see appendix B.3.2), a variant of the
Nelder-Mead simplex minimum search algorithm, is provided as an alternative opti-
mization method. The FITLAB implementation of the Subplex algorithm also allows to
specify bounds for the unknown parameters.

If the MATLAB Optimization Toolbox [36] is installed, the optimization routines fmincon
and 1sqnonlin can also be used.

The optimization process is stopped when either the relative change of the cost
function or the relative change of the unknown parameters from one iteration to
the next is smaller than a specified limit or when the specified maximum number of
iterations is reached.

All optimization algorithms are described in more detail in the following sections.

B.3.1. Gauss-Newton Method

Finding the parameter vector 6 that minimizes the function L from (B.7), (B.11) or
(B.27) is an optimization problem. A necessary condition for the optimality is that the
partial derivative of [ with respect to  vanishes for 8 = 6.

8L (z|6)
0 o

,= L9 =0 (B.32)

Applying Newton’'s method to this equation yields an iterative solution starting from
an initial guess 6y via

L'(z]6;
Bryy =60+ A8 =8;y— %leé;)j (B.33)
with BQL( 6)
n A Z
L'(20) = —5p o (B.34)

For given R as well as for the Maximum Likelihood estimate from (B.9), the partial
derivative of L with respect to R vanishes so that the derivatives of L with respect to 6
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are

N—1 T
v =- Y |22 R -y (8.35)

k=0

N—-1
L"(z]6) =)

k=0

8;y9(2k)] L [z(k) - y(k)]+2[8y(k)] R [aya—(ek)] (5:30)

The firsttermin (B.36) requires the second derivative of y with respect to 8 that can only
be determined with great computational effort. It can be shown that this derivative
vanishes at the optimum, i.e. for § = 6. Therefore, the first term can be neglected
without affecting the convergence when the starting values are good enough.

The optimization algorithm with this approximation for L”(z|0) is called Gauss-Newton
or modified Newton-Raphson algorithm. The resulting system of linear equations for
the parameter improvement in each iteration is
N—-1 T N—-1 T
Oy(k)|" 51 [0y(K) _ y(K)]" 51
{;[ % ] R 6 A= 20 | Rz =y (k)] (B.37)

k=0

In equation (B.37), 0y /96 is the so called sensitivity matrix. For nonlinear systems, the
elements of this matrix are suitably approximated by finite differences
y(6+86) — y(6)

Oy
5~ =5 (B.38)

The Gauss-Newton method for solving the optimization problem automatically yields
information about the accuracy of the estimates. The information matrix J is equal
to the matrix on the left hand side of the linear system of equations (B.37) for the

parameter update,
1
_ 9y (k) Oy (k)
=S [o0) e [29) 39

For a bias free and efficient estimation method, the inverse of the information matrix
is equal to the estimation error covariance matrix (Cramér-Rao).

pP=J"t (B.40)

As the Maximum Likelihood estimation is asymptotically bias free and efficient, this
equation holds true when the number of data samples is large enough. Thus the
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standard deviations and correlation coefficients of the parameters can be calculated

as
o(6:) = /Pii (B.41)
and -
6,6,) = —~ B.42

As the cost function in the frequency domain is very similar to the one in the time
domain, applying the Gauss-Newton method leads to a similar system of equations
for the parameter improvement vector Af.

(o s 252 - (£ 28] o) o

k=0

Line Search

Generally, the standard Gauss-Newton method using the full step of the parameter
update as computed from equation (B.37) or (B.43) performs very well. However, due
to initial parameter values far from the optimum in combination with a non-quadratic
cost function (with regard to the parameters to be identified), the Gauss-Newton
algorithm may show intermediate local divergence. To overcome this difficulty, a line
search algorithm is added where the parameter step A0 serves as search direction.
The update equation (B.33) is thus replaced by

0ir1=06; +j*x A6 (B.44)
where the scaling factor ¢; is determined as follows.
First, two values ayear, Qfront are sought, that bracket a minimum ayip, i.€.

Qrear < Qmin < Olfront (B.45)

such that
L(arear) > L(amin) and  L(amin) < L(atrear) (B.46)

holds for the corresponding cost function values.

Brent's algorithm (see chapter 10.2 of [24]) to determine the optimal value ¢; for the
scaling factor.
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Solving for the Parameter Improvement

In [37] itis illustrated that equation (B.37) for the parameter improvement can be in-
terpreted as the normal equations of the following weighted least squares problem:

R H(1) R z(1) —y(1)

S |he= : : :Rij=1/\/Rjj
R H(N) R z(N) - y(N)

Therefore, solving this system is equivalent to solving (B.37). Equations (B.47) can be
solved by any method feasible for least squares problems, with QR decomposition
and SVD being the numerically best methods. Solving (B.47) with SVD is essentially a
Singular Value Decomposition of the sensitivity matrix and the results are, therefore,
easily interpretable.

FITLAB uses QR decomposition for each time slice to reduce the number of equations
and SVD for solving the final system of equations.

Considering Bounds

The parameters to be estimated are frequently subject to simple bounds. Typical
applications are parameters with a physical meaning, which are often constrained
to lie within a certain range (e.g. damping parameters that have to be negative if the
system is known to be stable).

The following sections describe the extension of the two optimization algorithms to
bounded problems. The linear-constraint optimization problem where the constraints
are simple bounds is formulated according to [38]:

min(L (6)) subjectto Bmin < 6 < Omax (B.48)

An active set strategy is implemented in FITLAB to solve problem (B.48). Starting from
the initially specified parameter values 6y, an active set containing the indices of the
variables reaching the bounds is formed and updated in every iteration. A variable
is called a free variable, if it is within the permissible bounds, and hence not in the
active set. The Gauss-Newton search directions for the free variables are computed
according to equation (B.37) for the free parameters:

N1 T N—1 T
Oy (k) _1 [0y (k) B Ay (k) ~
(T o 32 o (B ]

7Gfree
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The parameter updates resulting from equation (B.49) are checked for the specified
bounds, and any violation leads to inclusion of the corresponding parameter into the
active set. For such parameters the values are set to the respective bounds and the
search direction of equation (B.49) to zero. For the remaining parameters a new point
is computed using a line search.

An important aspect of the active set strategy is to appropriately alter the active set as
the optimization progresses. The active set is changed whenever a free variable hits its
bounds during an iteration. Furthermore, if the Kuhn-Tucker optimality conditions

(Gi<l, Tor Bi=80y) or

(Gi>0., for @i=~0imin) (B.50)

are not satisfied for any of the variables in the active set, then those variables are
dropped from the active set and are made free.

B.3.2. Subplex Algorithm

For systems with discontinuities, gradient based optimization methods like the Gauss-
Newton method usually fail and simplex based methods are used instead. The stan-
dard Simplex algorithm [39] for the case of n unknown parameters starts with an
n-dimensional simplex formed by n+ 1 points in the parameter space. Iteratively, the
worst point is replaced by a better point through reflection, expansion, or contraction
of the simplex. The algorithm ends when all points are close to each other.

The standard Simplex algorithm works well for problems with few unknowns but
often fails for more than five unknown parameters. Thus, the Subplex algorithm
developed by Rowan in [40] is implemented in FITLAB in a slightly modified version.
The Subplex algorithm subdivides the problem space into orthogonal subspaces of
lower dimension (between 2 and 5) and then uses the Simplex algorithm on these
subspaces. The main subspace is chosen such that the direction of main improvement
of the last iteration step is included in this subspace. More detail about the Subplex
algorithm can be found in [40, 41].

The basic Simplex and Subplex algorithms do not account for parameter bounds. In
[42] a method for considering bounds in the Simplex algorithms is presented. This
approach has been successfully integrated into the Subplex algorithm as used in
FITLAB [41].
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B.3.3. Optimization Toolbox Routines fmincon and Isqnonlin

The routine fmincon from the MATLAB optimization toolbox allows to find a minimum
of a function subject to constraints. For the implementation in FITLAB, only the lower
and upper bounds for the variable parameters are utilized. The maximum number of
iterations is taken from the FITLAB options structure. All other options for fmincon
are left at their default values.

The routine 1sgnonlin solves a nonlinear least-squares problem. Minimizing the cost
function of the frequency response method is such a least-squares problem as shown
in (B.27). The cost function of the Maximum Likelihood method (see (B.7)) only reduces
to a least-squares problem if the measurement error covariance matrix R resp. the
spectral density matrix S of the measurement noise is given (see (B.8)). This option is,
however, not implemented in FITLAB.

This means that 1sqnonlin can properly be used only for identification with the fre-
guency response method, i.e. only for polynomial models and for linear models that
are identified with the FR method.

To enable the use of 1sqnonlin also for the ML method, the following approach was
used: A simulation with the starting values of the parameters is used to determine
a starting value for R from (B.9). During the iteration, R is updated using the same
equation after each iteration. This approach, however, does not implement a true ML
method and convergence is not guaranteed.
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