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Abstract—Multistatic synthetic aperture radar (SAR) with
uncrewed aerial vehicles (UAVs) as platforms enables applications
not possible with monostatic SAR by spatially separating trans-
mitter and receiver. Single-pass interferometry and tomography
or the analysis of different scattering mechanisms becomes
feasible while having the large flexibility of UAV-based systems.
To fully exploit the advantages, the single nodes have to operate
cooperatively. Coherency is required in time, frequency, and
phase. In conventional approaches, these requirements necessitate
high synchronization accuracies. In this work, a highly scalable
concept is introduced that uses receive (Rx)-only nodes and a
dedicated transmitter in contrast to typical passive radar tech-
niques. Radar and reference signal required for demodulation are
received, directly sampled, and stored locally onboard the UAV.
The high demands on timing accuracy translate into localization
accuracy, which is needed for SAR processing anyway. Coherency
is created in postprocessing by digital demodulation, allowing for
phase coherent SAR imaging. The processing steps are explained,
and the influence of possible error sources is analyzed. The
concept is validated by static radar measurements and a bistatic
UAV-based SAR experiment of a realistic scenario.

Index Terms—Bistatic, chirp-sequence modulation, coherency,
frequency-modulated continuous-wave (FMCW) radar, multi-
static, passive radar, radar systems, signal processing, synthetic
aperture radar (SAR), uncrewed aerial vehicle (UAV).

I. INTRODUCTION

THE integration of radar technology onto uncrewed aerial
vehicles (UAVs) represents a significant advancement in

remote sensing, enabling operations in environments hardly
accessible. In addition, short revisit times are possible,
enabling the recording of time series.

Various applications of UAV-based radar imaging have
evolved in the past years [1]. These systems are used for
climate research [2], snow depth estimation [3], ice-penetrating
radar [4], and detection of avalanche victims or people in
collapsed buildings [5], [6].

Synthetic aperture radar (SAR) enhances radar imaging by
exploiting the movement of the UAV to improve the resolution.
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This has been proven to be feasible for landmine detection [7],
quantification of surface displacements [8], interferometry [9],
detection of foreign objects on airport runways [10], and a
variety of other applications [2], [11], [12], [13], [14], [15].

Complementary information can be obtained by deploying
bistatic SAR, where transmit and receive nodes are spatially
separated. This allows for applications such as single-pass
interferometry [16] or tomography [17], wind speed estimation
[18], soil moisture retrieval [19], [20], analysis of glacial
snow covers [21], or the estimation of 3-D displacement
vectors [22].

Bistatic SAR on UAVs has been demonstrated recently
for tomography [23], 3-D localization of objects [24], and
measurement of snow volumes [25]. Moreover, multistatic
SAR offers the opportunity to use a swarm of UAVs for
cooperative sensing.

However, multistatic SAR imaging requires the synchro-
nization of distributed nodes to coherently process radar
signals. Conventional methods in multistatic radar use hard-
ware synchronization by either distributing high-frequency
radar signals [26], [27] or sharing reference signals between
the nodes [28], [29], [30], [31]. The symmetry of occurring
errors can be exploited by both Tx and Rx with each node
[32], [33], [34] or by operating the sensors uncoupled while
establishing coherency in postprocessing [28], [31], [35],
[36], [37], [38]. However, to achieve synchronization precise
enough in a moving scenario like a swarm of UAVs, only
atomic onboard reference clocks or fiber optic cables between
UAVs are currently feasible [39]. GNSS-derived oscillators
have also been proven feasible for bistatic SAR imaging on
UAVs [25]; however, they require valid GNSS data throughout
the measurement.

There are also approaches, which do not require any syn-
chronization, such as repeater-based concepts [24], [40], [41],
[42], or passive radars [43], [44], [45], [46], [47], [48], [49],
[50]. Passive radar concepts suffer from inflexibility due to
the fixed frequency range and bandwidth of the illuminators
of opportunity used as transmitter. This issue can be circum-
vented by providing a dedicated transmitter with carefully
chosen signal parameters suited for radar imaging.

Synchronization of the single nodes within a multistatic
radar network is also commonly done using a reference link
between the nodes. This approach has been realized in satellite
systems like TanDEM-X [16], [51] as well as in ground-based
systems [29]. The direct link can be used as a reference path
too, where a copy of the radar signal is transmitted. With the
use of this second reference path, absolute range information
can be obtained [52]. However, in [52], the reference signal is

© 2025 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.
For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0002-2254-6245
https://orcid.org/0000-0001-6963-6144
https://orcid.org/0009-0005-7497-7388
https://orcid.org/0000-0002-5892-4017
https://orcid.org/0009-0003-3199-2129
https://orcid.org/0000-0002-4548-0285
https://orcid.org/0000-0003-2090-6136


KANZ et al.: COHERENT MULTISTATIC UAV-BASED SAR 1057

used to estimate the time of flight (ToF), but not to coherently
demodulate the Rx signal. A similar concept is shown by
Ash et al. [53], where the radar signal is also transmitted
via two paths and then demodulated by mixing both the
signals. This approach is referred to as over-the-air deramping
(OTAD). Lee et al. [54] developed hardware to deploy this
concept onboard UAVs. However, only the deramped low-
frequency signal is recorded, which offers few possibilities
for error correction, since demodulation already occurred.

This article introduces a concept, in which the signal is
transmitted via two paths, the desired radar path and the direct
line-of-sight (LoS) path. The high-frequency (RF) Rx signal is
directly sampled, stored locally, and coherent demodulation is
performed in postprocessing. Both the signals are combined in
the analog domain and sampled, preventing unnecessary data
to be stored. Demodulation is performed in the digital domain
by squaring the combined signal.

Thereby, the required synchronization accuracy is reduced
significantly compared with conventional approaches. This is
because only radar and localization data need to be allocated
for SAR processing. In contrast to wireless synchronization
or repeater-based approaches, no multiplexing is required,
resulting in an easily scalable concept.

Starting from Rx-only nodes, this article introduces the con-
cept of using a digital receiver for multistatic SAR imaging.
The radar signal is transmitted via two paths and directly
sampled at the receiver node. A signal model is defined and
the steps of digital demodulation are described. Possible error
sources are explained and methods to reduce their impact are
pointed out. It is shown that the proposed concept is suited for
SAR processing. The influence of relevant errors and methods
to compensate them are demonstrated.

After describing the system concept in Section II, the
coherent demodulation is explained in Section III. The single
sensor radar concept is expanded in Section IV to enable
multistatic SAR imaging. The concept is validated with static
radar measurements and UAV-borne SAR measurements in
Section V.

II. SYSTEM CONCEPT

This section aims to introduce the system concept of
Rx-only nodes for multistatic SAR imaging in large swarms
of UAVs. The process of establishing coherency in frequency,
time, and phase is explained, and requirements on localization
and synchronization as well as on the system configuration are
discussed. Finally, constraints on the geometry are introduced,
to further investigate and compare the performance of various
flight formations.

A. Rx-Only Nodes for Coherent Multistatic SAR

Multistatic concepts based on wireless synchronization or
joint processing on one node combined with repeater nodes
are hard to scale for large swarms of UAVs. This is due to
the multiplexing necessary to prevent interference of signals
from different nodes. Fig. 1 illustrates the Rx-only concept
introduced in this work for two UAVs with one transmit and
one receive node.

The transmit signal is distributed not only on the desired
sensing path but also via the direct path between the nodes.

Fig. 1. Illustration of the receive-only concept for one transmit (Tx) and one
receive (Rx) node with the path lengths Rrad and Rsl for the radar and sidelink
path, respectively.

This direct reference path is referred to as sidelink in the
following.

Receive-only nodes receive both the radar and sidelink
signal simultaneously, while their ToF differs due to different
geometric path lengths Rrad and Rsl of the two-way radar and
one-way sidelink signal, respectively. Since the sidelink path
is the direct link between two nodes, the following condition
is always fulfilled:

Rrad ≥ Rsl. (1)

The sidelink signal is used as a reference for demodulation of
the radar signal.

Monostatic radar processing uses the known transmit signal
to demodulate the received radar signal. In the proposed
multistatic setup, the transmit signal is available at the receiver
nodes too, only shifted in time by the ToF of the sidelink path.
For that reason, the concept is independent of a particular
modulation.

In contrast to approaches with two synchronized radar
nodes, the range relative to the sidelink path length

Rmeas = Rrad − Rsl (2)

is measured in this concept. This is because the sidelink signal
serves as the reference signal for demodulation. The negative
range offset is later corrected for relying on precise localization
data of the single nodes, which is required for SAR processing
anyway. The estimated radar path length R̂rad is then obtained
by adding the estimated sidelink distance R̂sl

R̂rad = Rmeas + R̂sl = Rrad − Rsl + R̂sl. (3)

In contrast to conventional passive radar concepts, where
illuminators of opportunity like GNSS or DVB-T are used as
transmit signals, the transmit signal is specifically designed for
the sensing purpose in this concept. Problems like a predefined
frequency range, restricted bandwidth, or limitations in the
acquisition geometry due to fixed transmit nodes can thus be
avoided.

Demodulation of the radar receive signal is performed dig-
itally. At the receiver, both the radar signal and the reference



1058 IEEE TRANSACTIONS ON RADAR SYSTEMS, VOL. 3, 2025

signal are received simultaneously and converted into the
digital domain by sampling at an ADC.

The RF signal is available as digitalized sample values,
allowing for preprocessing steps before demodulation. Since
both the receive signals rely on the same transmit signal,
deviations like a frequency offset or phase noise are the same
for all received signals.

Knowledge of the parameters of the radar signal is not
required at the receiver nodes. If the hardware is suitable for
the desired frequency range, the start frequency, bandwidth,
and chirp rate can be changed without changing the receiver
hardware. Scaling to a large swarm of UAVs is done using
more than one UAV-based receive-only node. Due to the
passive receive concept, no multiplexing is required, only the
sidelink signal must be available at each receive node. This
can be achieved, for example, via several dedicated antennas or
one omnidirectional antenna. When designing the formation,
it must be ensured that the sidelink is not obstructed and the
antenna pattern is appropriate.

B. Coherency
Radar imaging with distributed nodes requires coherency in

time, frequency, and phase [55]. All three types of coherency
are jointly resolved by receiving the radar signal via two ways,
in which the ToF of one is known precisely. Timing conditions
are translated into localization requirements and frequency and
phase coherency is ensured by demodulating with the time-
shifted transmit signal.

The impact of phase noise and linearity of the radar signal is
the same as for monostatic radars. For range correlation effects
of the phase noise, the requirements may even be relaxed in
the multistatic setup by choosing the geometry appropriately.
According to (2) only a relative range Rmeas is measured,
which is smaller than the radar range Rrad. For long-range
radar scenarios in particular, this effect may be significant and
phase noise can be reduced.

C. Timing Requirements
As shown in (3), the accuracy of the radar measurement

relies on a precise sidelink distance estimation. In contrast,
time-based synchronization approaches rely on a minimal
timing offset between the nodes.

The required localization accuracy for monostatic UAV-
based SAR depends on bandwidth and center frequency
of the radar signal [56]. A maximum tolerable one-way
range offset of δRmax = 2 cm is assumed to derive the max-
imum timing offset. For a center frequency of 1.4 GHz,
as used in the subsequent experiments, this corresponds to
approximately λ/10. The derivation and justification of this
value are provided in Section IV-D, where it is shown that
for errors above this value SAR images become degraded and
targets are no longer focused. The range offset affects both the
transmit and receive path. This results in a maximum range
error of 2δRmax in the worst case.

To achieve the same accuracy with time-based synchroniza-
tion, the allowed timing offset between the nodes is given by

δtmax,sync = 2δRmax/c0 ≈ 133 ps. (4)

If the time reference is only used to allocate measurements
of different receive nodes for joint processing, the timing

Fig. 2. Geometrical illustration of the investigated UAV formations.

error should not exceed the pulse repetition interval Tpri. The
allowed timing offset is

δtmax,pri = Tpri = 1/ fprf = 10 ms (5)

for an exemplary pulse repetition frequency fprf = 100 Hz as
deployed in our system. However, the more stringent boundary
for δtmax is now determined by the localization error intro-
duced when localization data are time-stamped with erroneous
time data. The movement of the UAV translates timing errors
to localization errors. The resulting limit can be approximated
by

δtmax,loc = 2δRmax/vmax = 4 ms (6)

where v is the platform velocity and a maximum velocity
vmax = 10 m

s is assumed. A relaxation of the timing accuracy
of approximately seven orders of magnitude is achieved.

D. Geometric Constraints
The presented concept requires an LoS path between each

pair of transmitter and receiver. For a swarm of UAVs con-
ducting a joint acquisition, this is a feasible requirement.

In addition to the properties of the radar sensor and the flight
trajectory, the formation geometry provides another degree of
freedom, which can be used to enhance SAR imaging. Single-
pass interferometry and tomography as well as a forward
scattering geometry allow for obtaining height information
[17], [24]. Furthermore, complementary information may be
gained through different bistatic angles.

To compare the performance of the concept for different
realistic scenarios, three defined flight formations are intro-
duced. These are illustrated in Fig. 2 showing rear and top
view each. Here, the rear view indicates a plane orthogonal
to the flight direction. Note that bistatic geometries with
one transmitter and one receiver are considered. Multistatic
geometries are obtained by combining bistatic pairs.

The tomographic formation is suitable for single-pass
tomography or interferometry, the tandem formation for imag-
ing with varying bistatic angles, and the forward scattering
geometry for resolving the third dimension or analyzing
scattering mechanisms. These formations are analyzed and
compared in Section IV.

III. DIGITAL DEMODULATION

In this section, a frequency-modulated continuous-wave
(FMCW) modulation is assumed. First, a model of the received
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Fig. 3. Flowchart of the signal processing chain for SAR imaging with the
digital Rx-only concept.

signal for an arbitrary number of targets is introduced. The
steps of digital demodulation are explained subsequently.

Fig. 3 shows the signal processing chain required to evaluate
the sampled signals. The first four steps representing the
processing of single radar measurements are described in detail
in this section. The last step combines the single measurements
coherently to form a synthetic aperture, which is explained in
detail in Section IV.

A. Signal Model
The transmit signal of the mth radar measurement is an

FMCW chirp and is described by

sTx (t) = aTx cos (φTx (t)) , 0 ≤ t − mTpri ≤ T (7)

where aTx represents the amplitude, T the chirp duration,
Tpri the pulse repetition interval, and

φTx (t) = 2π f0t + πKrt2 + φ0 (8)

the instantaneous phase of the chirp with start frequency f0,
chirp rate Kr, and start phase φ0. The frequency is obtained
by the derivation of the phase over time

fTx (t) =
1

2π
∂φTx

∂t
= f0 + Krt. (9)

The signal is split and transmitted simultaneously via both the
radar and the sidelink path. A scene with an arbitrary number
of N targets or scattering centers is assumed. The received
signal is a superposition of the direct sidelink signal and the
returns from each of the targets. It is described by

sRx (t) = sRx,sl (t) +
NX

n=1

sRx,n (t)

= asl cos
�
φRx,sl (t)

�
+

NX
n=1

an cos
�
φRx,n (t)

�
(10)

where the index sl refers to the sidelink component and n to
the backscattered signal from the nth target. The frequency of
the sidelink signal components is given by

fRx,sl (t) = fTx (t − ∆tsl) (11)

where
∆tsl =

Rsl

c0
(12)

Fig. 4. Schematic representation of the received FMCW signal with start
frequency f0, bandwidth B, chirp duration T, and pulse repetition interval Tpri
for an exemplary two-target scenario.

is the ToF of the sidelink signal. Similarly, the frequency of
the target signal components is

fRx,n (t) = fTx (t − ∆tn) (13)

where
∆tn =

RTx,n + RRx,n

c0
, n = 1, . . . ,N (14)

are the ToFs of the target signals. The relative velocities of the
targets to the sensor platform are neglected, as its impact is
orders of magnitude smaller than the range-dependent terms.
Note that the ToF of the sidelink signal is always smaller than
the ToF of the scattered signals.

The difference in ToF can be derived by subtracting (14)
and (12)

∆trel,n = ∆tn − ∆tsl =
RTx,n + RRx,n − Rsl

c0
. (15)

This relative ToF is measured by the radar and its value can
be controlled by the acquisition geometry.

In Fig. 4, the frequencies of the received signal components
introduced in (11) and (13) are depicted over time. An exem-
plary two-target scenario is assumed, where targets 1 and 2
act as boundaries for the targets with minimum and maximum
ranges. The exemplary relative ToF ∆trel illustrated causes
signal components with beat frequency fB when demodulating
the received signal. This is derived in Section IV-B

The sampling values of the received signal in (10) are stored
locally and form the input of the subsequent digital processing.
By controlling the data recording, e.g., triggered by detecting
a chirp [57] or a known transmitted sequence, storing samples
without valid measurement data can be prevented.

B. Squaring of Received Signal
To obtain the desired modulation products, the sidelink

signal is multiplied with the single radar signals

sdem,des (t) = sRx,sl (t) ·
NX

n=1

sRx,n (t) . (16)

In practice, this approach is prone to errors, because the
sidelink signal couples in the radar antenna and vice versa.
Furthermore, two separate channels would be needed to sep-
arately store sidelink and radar signal, resulting in twice the
amount of data.

For this reason, sidelink and radar signal are combined in
the analog domain and only one Rx channel is deployed. The
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superimposed signal is sampled at the ADC and stored locally.
Another reason is that potential sample frequency offsets are
prevented, which can occur if two different channels are used.

The combined signal is then squared samplewise to demod-
ulate the signal

sdem (t) = sRx (t)2 . (17)

The principle of squaring a superimposed signal for demodula-
tion is known from single-ended diode mixers [58]. In contrast
to the analog squaring due to nonlinearities, demodulation here
is performed in the digital domain. This allows preprocessing
of the stored RF signal before demodulation.

Combining (10) and (17), the demodulated received signal
can be derived. Applying the generalized multinomial formula,
this results in

sdem (t) = sRx (t)2 =

I‚ …„ ƒ
sRx,sl (t)2 +

II‚ …„ ƒ
2

NX
n=1

sRx,sl (t) sRx,n (t)

+

NX
n=1

sRx,n (t)2

„ ƒ‚ …
III

+ 2
N−1X
k=1

NX
l=k+1

sRx,k (t) sRx,l (t)„ ƒ‚ …
IV

. (18)

The different signal components are investigated in detail in
the following. The squared signals (I and III) are similar and
differ only by the subscript. For signal I, this can be expressed
as

I (III) : sRx,sl (t)2 = a2
sl cos

�
φRx,sl (t)

�2

=
a2

sl

2

264 1„ƒ‚…
DC

+ cos
�
2φRx,sl (t)

�„ ƒ‚ …
chirp

375 . (19)

Two signal components can be observed, a dc component and
a chirp with twice the chirp rate of the transmit signal. Its
frequency is expressed by

fRx,sl,2 =
1

2π
· 2 ·

∂φRx,sl

∂t
= 2 f0 + 2Kr (t − ∆tsl) . (20)

Both dc signal and chirp can be filtered digitally and are not
considered in the following processing steps. The same holds
for the squared radar signals sRx,n.

The modulation signals (II and IV) differ only by the
subscript similar to parts I and III above. For signal II, this
results in

II (IV) : sRx,sl (t) sRx,n (t) =
aslan

2

264 chirp‚ …„ ƒ
cos

�
φRx,sl (t) + φRx,n (t)

�

+ cos
�
φRx,sl (t) − φRx,n (t)

�„ ƒ‚ …
beat signal

375 .
(21)

Again, the first component represents a chirp with twice the
start frequency and chirp rate. The second part of the signal
is the demodulated chirp, i.e., the desired beat signal.

A generalized expression of the beat signal is given by

sB (t) =
akal

2
cos (φB (t)) (22)

Fig. 5. Schematic representation of the beat frequency components of the
squared Rx signal for the exemplary two-target scenario introduced in Fig. 4.

with

φB (t) = φRx,k (t) − φRx,l (t)

= −2π ( f0 + Krt) (∆tk − ∆tl) + πKr
�
∆t2

k − ∆t2
l

�
≈ −2π ( f0 + Krt) (∆tk − ∆tl) (23)

where the indices k and l can correspond to either two radar
signals or one radar and the sidelink signal. The simplification
made above is valid for ∆tk�t.

The beat frequency is described by

fB =
1

2π
∂φB (t)
∂t

= −Kr (∆tk − ∆tl) = −
Kr

c0
(Rk − Rl) (24)

where Rk is the total range of the path corresponding to the
index k. Each beat frequency in the demodulated signal is
thus proportional to a range difference. This can be either
a difference in sidelink range and radar range or two radar
ranges. Note that Rk denotes a two-way range for radar signals
and a one-way range for the sidelink signal.

Fig. 5 illustrates the beat frequency components of the
demodulated signal based on the two-target scenario assumed
in Fig. 4.

C. Intermodulation Products
In addition to the desired modulation products, the demod-

ulated signal contains undesired products that may affect the
performance. An exemplary demodulated signal is illustrated
in Fig. 5, where the undesired product corresponds to the
component with the frequency fB,21. In the following, the
undesired products are referred to as intermodulation products
in contrast to modulation products that are desired.

From (24), it can be concluded that all occurring beat fre-
quencies are proportional to a difference in ranges. Modulation
products are represented by the difference in a radar range
Rrad,k and the sidelink range Rsl, intermodulation products by
the difference in two radar ranges Rrad,k and Rrad,l.

Intermodulation products can result in ghost targets at a
range that equals the difference in two radar ranges. Only
if all differences in radar ranges are outside the evaluated
range spectrum, unambiguous imaging is possible. By appro-
priately choosing the acquisition geometry, the unambiguous
range section can be controlled. The influence of intermod-
ulation products on SAR imaging is explained in detail
in Section IV-C.

Intermodulation products outside the evaluated part of the
range spectrum are removed by bandpass filtering. This step
is, however, optional, as intermodulation products at ranges
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not evaluated in the subsequent processing do not influence
the imaging.

D. Range Compression

After demodulation by squaring, range compression is per-
formed to transfer the superimposed beat signal into range
information. This is done by applying a fast Fourier transform
(FFT) along the fast time samples for each chirp.

The processing follows the steps explained in [41]. The
resulting range-compressed signal of the mth measurement for
a single-target case is given by

S B,m (R) = T sinc
�

T
�

2Kr (R − Rm)
c0

��
· exp

�
jφB (R,Rm)

�
(25)

with

φB (R,Rm) =
4π f0Rm

c0
−

2πKrT (R − Rm)
c0

−
4πKrRm

c2
0

(2R − Rm) (26)

where Rm is the target range relative to the sidelink range and
R is the range axis of the range-compressed signal. Rm corre-
sponds to the one-way measured range Rmeas/2 from (2), which
varies for every single measurement m. The factor 2 ensures
one-way ranges to be considered and thus comparability to
standard monostatic radar processing algorithms.

For the conversion of the beat frequency fB into range
information, the knowledge of the chirp rate Kr is required.
This is the only parameter of the FMCW radar signal that has
to be known in the signal processing.

E. Range Offset Correction

From (2), it can be stated that only a range relative to the
sidelink is measured. This has to be corrected to use the accu-
rate geometric information for subsequent SAR processing;
see (3).

In practice, Rsl is not a constant offset during the mea-
surement, even when flying in a constant formation. Because
of fluctuations in movement and heading due to wind, the
sidelink distance has to be estimated and corrected for every
single measurement m. These data are available because
localization data are required for each measurement to apply
SAR processing.

IV. SAR PROCESSING

Section III showed the coherent demodulation and range
compression of single multistatic radar measurements. The
phase coherence between the individual measurements is next
used for synthetic aperture processing.

In this section, the single steps of the processing are
explained to create an unambiguous SAR image from range-
compressed radar data and localization data. Subsequently, the
influence of intermodulation products, localization errors, and
amplitude deviations is investigated.

A. Allocation of Radar and Localization Data
Following the processing steps explained in Section III,

range-compressed data with absolute range information are
provided. For each single measurement, localization data of
all nodes are required as well to generate an SAR image.

For this purpose, both radar and localization data are time-
stamped with a common time reference. Here, GNSS time is
used for this purpose. The required accuracy is dependent on
the platform velocity, as timing errors result in position offsets
due to the movement of the UAV.

B. Backprojection
Azimuth compression of the range-compressed data is done

via time-domain backprojection [59]. This approach does not
make any assumptions about the geometry and is thus well-
suited for multistatic UAV-based SAR [2]. The processing
follows the extended backprojection algorithm described by
Grathwohl et al. [41] without the repeater-specific demodula-
tion step.

The area where the SAR image should be created is divided
into pixels, and for each pixel and acquisition, the range-
dependent expected phase is calculated. This phase is then
subtracted from the measured phase by multiplication of (25)
with a complex exponential term and subsequent summation
over the single measurements m

A (x0) =
X

m

S B,m (Rm) exp
�
− jφe (Rm)

�
(27)

where A(x0) is the complex pixel value at the position x0 in
the SAR image and

φe (Rm) = φB (Rm,Rm) =
4π f0Rm

c0
−

4πKrR2
m

c2
0

(28)

the expected phase for the range Rm with φB(R,Rm) given
in (26). If a scatterer is located at the range Rm, the phase
of S B,m(Rm) equals φe(Rm). Given the pixel location x0 of the
scatterer, this holds for all m and a large amplitude in the SAR
image is obtained.

Note that for linear SAR, the range progression along the
trajectory is described by a hyperbola. Hence, azimuth com-
pression by backprojection corresponds to a phase-coherent
integration over such a hyperbola. This shape of the integration
path is important when analyzing the intermodulation prod-
ucts, as shown in the following.

C. Suppression of Intermodulation Products
In the range-compressed data, both modulation and inter-

modulation products occur, as explained in Section III-C. For
a number of acquisitions along a trajectory, all these products
have distinct range progressions, as range varies along the
trajectory.

There are three ways to ensure the suppression of the inter-
modulation products, resulting in an unambiguous SAR image.
These approaches are described in detail in the following.

1) Choosing an Appropriate Geometry: The range at which
intermodulation products occur can be controlled by the
geometry, i.e., the flight formation of the UAVs. In the
backprojection algorithm, only radar returns at those ranges
Rm are evaluated, which correspond to the distance between
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Fig. 6. Monostatic geometry for the derivation of the maximum unambiguous
swath width.

radar and pixel. This can be seen in (27). Thus, by choosing
a geometry, where no intermodulation products occur at the
evaluated ranges Rm, unambiguous SAR images are created.

Assuming a side-looking geometry with a depression angle
of 45◦, the unambiguous swath width can be derived for a
monostatic geometry and the three formations introduced in
Section II-D.

First, the unambiguous swath width is derived for a monos-
tatic geometry, i.e., transmitter and receiver nodes are located
at the same point in space. The geometry used in the derivation
is shown in Fig. 6.

The minimum range with expected radar backscatter is
given by the height h of the UAV, which corresponds to
the nadir return. The maximum range is dependent on the
maximum elevation angle θmax, defining the maximum swath
width. Note that the elevation angle is measured relative to
the vertical, with 0◦ representing nadir and 90◦ a horizontal
signal path.

For unambiguous imaging, the following condition has to
be fulfilled:

Rmax − Rmin = h
�

1
cos (θmax)

− 1
�

!
≤ h = Rmin. (29)

This means that the maximum range difference has to be
smaller than the minimum range evaluated in the backpro-
jection algorithm. Thus, all the intermodulaton products occur
at ranges that are not evaluated.

For the monostatic geometry, solving (29) results in
θmax = 60◦ and a maximum unambiguous swath width

rg,max = h tan (θmax) =
√

3 · h ≈ 1.73 · h (30)

measured from nadir.
For the multistatic formations, i.e., tandem, tomographic,

and forward scattering, θmax is derived the same way. In every
case, one UAV is fixed at the monostatic position indicated
in Fig. 6. The other UAV is moved with increasing relative
distance. In the tandem case, the center point between both
the UAVs is constant, while the UAVs are moved apart in
the azimuth direction. The second UAV in the tomographic
formation is moved along a line orthogonal to slant range
while increasing its height. The azimuth position remains the
same. In the forward scattering formation, the center point
is fixed and the height of both the UAVs is increased while
retaining the depression angle of 45◦. In the latter case, only

Fig. 7. Maximum elevation angle for which SAR imaging is not affected by
any modulation products for a monostatic geometry and the three considered
multistatic formations.

the area in ground range between the UAVs is considered as
swath.

For the tandem case, the maximum unambiguous range is
derived in the Appendix

rg,max =
1
2

q
3R2

sl + 12h2. (31)

Note that the monostatic result (30) represents a special case
of (31) for Rsl = 0.

The result is dependent on the relative distance of both the
UAVs and is shown in Fig. 7. With increasing relative distance
of the UAVs, θmax and thus the unambiguous swath width can
be increased. In case of forward scattering, the condition for
unambiguous imaging is fulfilled for all distances, indicated
by a maximum elevation angle θmax = 90◦. The tandem and
tomographic formation behave like one monostatic node for
small distances and converge to the forward scattering case
for large distances. Saturation is reached at smaller angles in
the tomographic case. This behavior can be easily explained
by the geometry assumed for the derivation.

By moving the UAVs apart and increasing the bistatic angle,
i.e., the angle between the radar transmit and receive paths,
the unambiguous swath width can be increased. Unambiguous
imaging up to a swath width of (3)1/2 · h is possible in any
case.

2) Influence of the Integration Path: If the unambiguous
swath width is not large enough, the coherent integration
in SAR processing can be used to suppress intermodulation
products. The range progression of modulation products is
described by a hyperbola along the azimuth direction y in a
monostatic geometry

R (y) =

q
h2 + r2

g + y2. (32)

Intermodulation products have the shape of the difference in
two hyperbolas.

A comparison of the shapes is illustrated in Fig. 8 for an
exemplary two-target scenario and a linear trajectory. The
azimuth-dependent target distances are R1 and R2 and are
calculated by (32). Intermodulation products show a range
progression proportional to the difference in ToF according
to (15). This is also proportional to a difference in range
R2−R1. Desired range progressions show a positive curvature,
and undesired progressions a negative curvature. The amount
of the curvature is dependent on the relative change in distance
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Fig. 8. Theoretical range progression of modulation and intermodulation
products along azimuth assuming a linear trajectory for an exemplary two-
target scenario.

Fig. 9. Simulated range progression (left) and SAR image (right) of a two-
target scenario in tandem formation, where the condition of unambiguous
imaging is not fulfilled.

along azimuth. Given a high range resolution and small flight
altitudes, the progression spans over many range cells and
its shape has a great impact on SAR processing. In bistatic
geometries, the shape is no longer described by a hyperbola.
Still, the curvature behaves similarly.

Fig. 9 shows a simulation of a scenario with two point-
like targets, where the condition of unambiguous imaging
is not fulfilled, i.e., θ > θmax. Tandem formation is
considered with h=10 m, Rsl = 5 m, a synthetic aperture
Lsa = 20 m, velocity v=1.5 m

s , and a measurement rate
fprf = 100 Hz. Targets are located at rg,1 = 10 m and rg,2 = 30 m.
The amplitudes of modulation and intermodulation products
are assumed to be equal. The resulting SAR image shows an
artifact due to the undesired modulation product in addition
to the two desired focused points. However, it is suppressed
by 24.7 dB. In a similar simulation with a tomographic
formation, a suppression of 24.4 dB is achieved.

3) Amplitude of the Radar Signals: Further suppression
of the intermodulation products is possible by adjusting the
amplitude of the transmitted signals via sidelink and radar

path. As explained in (21), the amplitude of modulation
products is proportional to both the sidelink and radar signal
amplitude. The intermodulation products are approximately
proportional to the square of the radar signal amplitude. This
results in a suppression by the factor asup=asl/arad.

To provide a reference for dimensioning the system, |asup|

is derived in the following. The sidelink received signal power
is modeled by the Friis equation for transmission and is given
by [58]

|asl|
2 ∝ PRx,sl = PTx,sl

GTx,slGRx,slλ
2

(4πRsl)2 (33)

where PTx,sl is the transmit power of the sidelink signal, λ the
wavelength of the signal, and GTx,sl and GRx,sl are the antenna
gains of the sidelink transmit and receive antenna, respectively.
The radar received signal power is modeled by the bistatic
radar equation [60]

|arad|
2 ∝ PRx,rad = PTx,rad

GTx,radGRx,radλ
2σRCS

(4π)3 R2
Tx,radR2

Rx,rad

(34)

where GTx,rad and GRx,rad are the radar antenna gains and σRCS
is the radar cross section (RCS) of the measured target or
scene. Combining (33) and (34) results inˇ̌

asup
ˇ̌

=

ˇ̌̌̌
asl

arad

ˇ̌̌̌
=

s
4π
σRCS

·

s
PTx,sl

PTx,rad
·

s
GTx,slGRx,sl

GTx,radGRx,rad

·
RTx,radRRx,rad

Rsl
. (35)

This factor can be controlled by adjusting transmit power,
antenna gain, or geometry. It represents the amplitude ratio
of the modulation and intermodulation products after demod-
ulation. Due to the linearity of the FFT, this applies also after
range compression.

D. Influence of Localization Errors

The localization data required for both range offset correc-
tion and backprojection may be erroneous. This section aims
to analyze the influence of such errors on SAR imaging with
the concept introduced in this article.

According to (27), the range-compressed signal is evaluated
at the range Rm and the expected phase is calculated for the
same range. Thus, Rm is the only variable that determines the
value of the range-compressed signal to be summed. Rm is
estimated as the distance between the pixel position and the
phase center of the transmit or receive antenna. Errors in
the estimated antenna position thus translate into range errors
in (27). Furthermore, the estimation of the sidelink distance
R̂sl is affected and also translates into a range error.

Two criteria for the maximum tolerable range error can be
specified. First, the range error has to be smaller than the size
of a range cell. Otherwise, the range-compressed signal would
be evaluated at false ranges. This is particularly relevant in
systems that use a high bandwidth. Second, the range error
directly translates into a phase error, as the phase around a
target peak decreases linearly [56]. This affects focusing when
applying backprojection. In contrast to the first criterion, this
error is dependent on the center frequency and not on the
bandwidth. Therefore, the phase error criterion is typically
more stringent than the first criterion.
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TABLE I
SAR SIMULATION PARAMETERS

There are several types of errors affecting the localization
accuracy. GNSS data may drift spatially because of atmo-
spheric effects. This is largely compensated for if real-time
kinematic (RTK) GNSS is deployed. The estimation of the
expected phase applied in (27) requires the precise knowledge
of the phase center of the antenna. Inaccuracies may cause
offsets in all spatial dimensions.

Errors in the estimation of the heading also translate into
spatial offsets. If the center of rotation is assumed to be
known without errors, the coordinate transformation to the
phase center of the antennas is still erroneous if the heading
data are incorrect. This is because the local lever arm vector
(xl, yl, zl) has to be rotated with the knowledge of the head-
ing data. In the system under consideration, the component
xl = 25 cm is the dominant vector component. A heading offset
∆ϕ would result in a corresponding spatial displacement

∆x = xl (1 − cos ∆ϕ) . (36)

For exemplary heading errors ∆ϕ= 5◦, 10◦, and 20◦ and
considering the limiting case where the heading offset results
in twice a range offset, the resulting range errors are
δR=2∆x = 0.2, 0.8, and 3.0 cm.

Assuming a maximum tolerable range offset λ/10 = 0.2,
0.8, and 3.0 cm as discussed in Section II-C, the maximum
tolerable heading offset results in

∆ϕmax = arccos
�

1 −
λ

20xl

�
= 16◦. (37)

In the following analysis, offsets in x, y, and z are assumed
without further specification of their source. Normal dis-
tributed independent error vectors in each dimension are
generated and low-pass-filtered by applying a moving average
with length M f along the single measurements m to prevent
discontinuities along the trajectory. The initial standard devi-
ation is set to (M f )1/2σpos so that after applying the moving
average filter, the resulting standard deviation is σpos. Random
offsets are then added to each of the axes, assuming the errors
on Tx and Rx are uncorrelated.

SAR simulations are performed with the parameters given
in Table I and error vectors with differing standard deviations
σpos. Four point-like targets are considered and N=1000 runs

Fig. 10. Simulated SAR images in bistatic tandem formation and a four-target
scenario for localization error vectors with different standard deviations σpos.

Fig. 11. Simulated influence of the standard deviation of the localization error
on the phase distribution before summation over m.

per value of σpos are performed. Fig. 10 shows four exemplary
SAR images for a bistatic tandem formation.

The targets appear focused for σpos ≤ 20 mm while the
clutter level increases with increasing standard deviation of the
error vector. SAR images itself, however, provide only a visual
estimation of the error impact. To allow a quantitative analysis,
the phase distribution of a pixel value at a target position
is considered before summing along m. This distribution
allows a prediction of how well a target is focused the SAR
image [61]. Uniform phase distribution results in no focusing,
while a constant phase value for all m causes the maximum
possible pixel amplitude.

SAR simulations with the same parameters are performed
for the three formations introduced in Section II-D and for a
monostatic geometry. Fig. 11 shows the standard deviation of
the phase σph of all pixel phases at the target positions before
summation. The minimum standard deviation of around π/8 is
due to the presence of multiple targets and their impact on each
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Fig. 12. Amplitude error due to erroneous sidelink distance estimation after
correction with (33).

other. An increase in the standard deviation can be observed
for a decreased localization accuracy. At approximately
50 mm, a uniform distribution is reached, resulting in no
focusing of the targets.

For lower accuracies, tandem and tomographic formations
perform slightly better than monostatic and forward scattering.
The reason for this is that in a bistatic geometry, i.e., tandem
and tomographic, differential parts of the error vector can
cancel each other out, while errors in a monostatic geometry
always impact both transmit and receive path in the same
direction.

E. Influence of Amplitude Deviations
In contrast to synchronization methods, where local oscilla-

tors at each node are synchronized, the reference signal in this
concept is transmitted via a wireless link. Hence, the amplitude
of this signal is not constant along the single acquisitions of
an SAR measurement.

The received power of the sidelink signal used as reference
is given by (33). If the heading of the UAV varies, the
antenna gain changes, as transmission in boresight can be no
longer assumed. However, this effect is small in a constant
flight formation and can be corrected if necessary, as the
heading should be known anyway for precise localization of
the antenna phase centers.

Fluctuations in range, i.e., in Rsl, are more severe. In close
formations, a change in a few meters can have a major
impact on the signal amplitude. However, these changes can
be modeled using the precise knowledge of Rsl and (33). Then,
the amplitude deviation can be corrected.

Assuming a maximum error of δRmax in the estimation of
Rsl, the amplitude error after the correction is analyzed and
illustrated in Fig. 12. For a minimum UAV distance of 4 m
and an error δRmax = 2 cm, the amplitude error is below 0.1 dB.
The value of δRmax was chosen according to the analysis in
Section IV-D. Thus, no loss in performance is to be expected.

F. Influence of the Antenna Pattern
The previous explanations assumed that only one sidelink

signal and one radar signal for each target is present at the
receiver. In practice, sidelobes in the antenna pattern may
cause additional signal components. The sidelink signal is
received not only via the direct path but also via the specular

Fig. 13. Desired ( ) and relevant undesired ( ) components at the
sidelink Rx antenna with attenuation values due to the antenna pattern from
the configuration used in Section V.

ground reflection. Fig. 13 illustrates the relevant desired and
undesired signals that are received by the Rx sidelink antenna.
The reflected sidelink signal, however, is suppressed due to
three factors.

First, the sidelobes that may lead to these additional paths
are usually low compared with the main beam. In the consid-
ered system, the radiation pattern of the sidelink antenna in
the direction of the specular reflection is 12 dB. This value
affects both Tx and Rx and thus results in an attenuation of
24 dB due to the pattern. Second, the ground path is generally
longer than the direct path. Hence, the free-space path loss is
larger and the signal is further suppressed. The path length of
the specular reflection path is given by

Rspec = Rsl

s
1 +

4h2

R2
sl
. (38)

In most practical scenarios that use a side-looking geometry,
this path length is both significantly larger than the sidelink
path and lower than the minimum expected radar return.
In the considered geometry provided in Section V-C, (38)
yields Rspec = 10.0 m. This is 5.7 m more than the sidelink,
even in a low-altitude scenario such as the one considered
here. Third, not all the power is reflected from the ground
toward the receiver. The amount of the reflected power can
be determined using Fresnel’s equations. Furthermore, in a
side-looking scenario, this signal appears at a range, which is
typically lower than all ranges considered in the backprojection
algorithm and thus does not degrade the imaging quality.

Moreover, the sidelink signal may also be transmitted via
the sidelobes of the radar antennas, as illustrated in Fig. 13.
By designing the pattern to have low sidelobes orthogonal
to the boresight and carefully positioning the antennas, the
power of this signal component can be effectively suppressed.
Assuming the same transmit power, the ratio of the sidelink
and direct radar signal equals the attenuation due to the pattern
of the radar antenna in sidelink direction. In the considered
case, the direct radar signal is 14 dB lower in power than the
desired sidelink signal. However, the difference in path length
is only 8 cm, so both the signals are in the same range cell. The
same holds for the signal transmitted by the sidelink antenna
and received by the radar antenna.

V. EXPERIMENTAL VERIFICATION

The concept is demonstrated via bistatic radar measure-
ments. In the first part of this section, the system used as
transmit and receive node is presented. Static measurements
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TABLE II
RADAR PARAMETERS OF THE MEASUREMENT SYSTEM

Fig. 14. Photograph of the UAV carrying the digital receiver system as used
in the experiment.

are carried out to validate the signal processing described in
Section III and prove the coherency achieved in the concept.
A UAV-based bistatic measurement demonstrates the applica-
tion of the concept for SAR imaging of objects in a realistic
scenario based on the results of Section IV.

A. System
A radar with FMCW modulation operates as transmitting

node. The signal parameters are given in Table II. The transmit
signal is split into two paths, the radar and the sidelink path,
each with a dedicated antenna.

The digital receiver consists of the same antennas for radar
and sidelink path, an RFSoC with fast ADCs to sample the
RF signal, and a memory interface to SSD storage devices.
The sampling rate at the receiver ADC is given in Table II.

Digital demodulation is performed with a carrier frequency
of fc = 1.2 GHz and a resulting small carrier frequency off-
set compared with the transmit signal is corrected digitally.
A decimation by a factor of 4 is applied after sampling,
resulting in a sampling rate of fs =1.024 GS

s for the signals
used in postprocessing. These steps are only done for practical
reasons and do not affect the system concept. Signal processing
is done offline after data acquisition.

For the SAR experiment, the transmit and receive systems
are mounted on a multicopter each, shown in Fig. 14. A TEM
horn antenna is used for the radar path [62], a Vivaldi antenna
for the sidelink path.

GNSS data are used for both generating a common time
reference and providing the localization data necessary for
SAR processing. A commercially available dual-band GNSS
receiver combined with RTK data from a base station is used

TABLE III
POSITIONS WITHIN STATIC SCENE

Fig. 15. Photograph of the static measurement setup consisting of a two-target
scenario and spatially separated transmitter (Tx) and receiver (Rx) nodes with
one-way radar ranges R1 and R2.

for this purpose. For a subcentimeter localization accuracy,
these data are fused with data from an onboard inertial
measurement unit [63].

B. Static Radar Measurement
Two metallic cylindric targets are placed inside an anechoic

chamber to validate the concept of digital demodulation from
Section III and to analyze the coherency. Fig. 15 shows the
experimental setup indicating the positions of Tx and Rx nodes
and both the targets. The positions of the Tx and Rx nodes
and both the targets are provided in Table III.

The sidelink relies on a cable between Tx and Rx nodes.
This prevents multiple reflections inside the chamber, which
are more severe in an indoor scenario compared with the
subsequent free-space experiment. Taking into account the per-
mittivity within the cable, the sidelink distance is Rsl = 1.1 m.
Radar and sidelink signal are stored separately, digitally com-
bined, and squared for demodulation. An analog combination
would provide the same result, and digital combination was
only performed to check the data before. To reduce the side-
lobe level, a Hann window is applied and range compression is
performed. A series of 150 measurements are then combined
coherently by averaging them and normalizing the resulting
data to the maximum. The resulting range-compressed signal
is shown in Fig. 16.

The peak location after correcting the estimated sidelink
range offset R̂sl is consistent with the geometrically expected
ranges indicated by vertical dashed lines. The intermodulation
product at R=R2 − R1 + Rsl/2 = 2.35 m is not visible, as the
amplitude of the modulation products is significantly larger.
Note that the range-compressed signal in Fig. 16 shows the
one-way radar range.

Phase coherence is crucial for SAR processing. Thus, the
phase of the range-compressed signal at the target positions is
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Fig. 16. Range-compressed signal of the static measurement of the two-target
scenario shown in Fig. 15 with ground-truth ranges indicated by dashed lines.

Fig. 17. Phase deviation relative to the mean phase at the target peak
maximums of the range-compressed data in Fig. 16.

considered before summation of the 150 single measurements.
The resulting phase deviations relative to the mean phase are
shown in Fig. 17.

A measure of the coherence that allows predictions on
the resulting SAR image after applying the backprojection
algorithm is the coherence factor [64]

Γcf =

ˇ̌̌PM
m=1 S B,m (Rm)

ˇ̌̌2
M ·

PM
m=1

ˇ̌
S B,m (Rm)

ˇ̌2 (39)

where M is the number of single measurements that are
processed jointly. By comparing coherent and incoherent sum-
mation of complex values, the impact of phase deviations
over repeated measurements can be measured. In this context,
Γcf = 0 means destructive summation, Γcf=(1/M) incoherent
summation, i.e., no usable phase information, and Γcf = 1
coherent summation.

Since backprojection uses the coherent sum to focus targets,
a direct correlation between coherence factor and backpro-
jection exists. Ideally, the phase in a static measurement is
constant. Deviations in the phase along a series of measure-
ments can thus be considered as performance limit for coherent
processing.

For the targets, the coherence factor is determined as Γcf,1 =

0.997 and Γcf,2 = 1.000, respectively. Thus, no perceptible loss
in performance is expected when applying the concept for
SAR imaging. This is analyzed in the following by a bistatic
SAR experiment.

Fig. 18. Illustration of the measurement geometry of the bistatic UAV-based
SAR experiment in tandem formation with flight direction ~v.

TABLE IV

UAV-BASED MEASUREMENT GEOMETRY

Fig. 19. Photograph of the measured scene with the extended target and
surrounding consisting of multiple metallic targets and a grass-covered mound
on the right behind the targets. Edge length a of the corner reflector as well
as length L and diameter ∅ of the cylinders are indicated.

C. UAV-Based SAR Measurement

After proving the phase stability and coherent nature of the
concept, a UAV-based bistatic SAR measurement is carried
out. This experiment aims to verify the SAR processing
explained in Section IV.

The UAVs fly in tandem formation with the receiving
system in the front. A schematic representation of the mea-
surement geometry is displayed in Fig. 18, and the related
parameters are given in Table IV. The radar parameters are
the same as in the static measurement and are presented in
Table II. In contrast to the previous evaluation, a measurement
rate of 10 Hz is used. The antennas are mounted in a vertically
polarized configuration.

The measured scene consists of a grass surface with several
metallic objects, as shown in Fig. 19. A grass-covered mound
is located behind the targets at a slightly larger range. The
positions and orientations are denoted in Table V. For the fol-
lowing analysis, a power generator as an exemplary extended
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Fig. 20. Photograph of the UAVs and the measurement setup during the
bistatic SAR experiment.

Fig. 21. Measurement geometry for the bistatic SAR experiment with transmit
( ) and receive nodes ( ) as well as the pixel grid ( ) and positions
of the evaluated ( ) and additional targets ( ) indicated.

TABLE V

POSITIONS AND ORIENTATION OF OBJECTS WITHIN THE SCENE

object is considered. Fig. 20 shows a photograph taken during
the acquisition with both the UAVs and the dimensions of the
measured target. An illustration of the trajectory for both the
transmit and receive nodes, the evaluated area, and the target
positions is given in Fig. 21. The dimensions of the power
generator are indicated in Fig. 20.

Digital demodulation and range compression are performed
following the signal processing described in Section III.
A Hann window is applied before range compression to
suppress sidelobes. SAR processing is performed by applying
the backprojection algorithm described in Section IV. The
expected resolutions in ground and cross range direction can
be calculated for point-like targets and a monostatic geometry
[65]. The resulting values are listed in Table IV.

Fig. 22. Simulated PSF of the measurement system and geometry (left) and
simulated SAR image of a simplified model of the power generator (right).

TABLE VI

RESOLUTIONS IN CROSS RANGE AND GROUND RANGE

With the results from Section IV-C1 and Fig. 7, the unam-
biguous elevation angle can be determined to θmax = 61◦. This
results in an unambiguous swath width of rg,max = 8.12 m.
Thus, the first condition to suppress intermodulation products
is not fulfilled because of the low flight altitude, close UAV
distance, and flat elevation angle. However, the second condi-
tion explained in Section IV-C2 is met because of the extreme
close-range geometry and high radar resolution.

The third condition derived in Section IV-C3 can be verified
by estimating the amplitude ratio |asup| between modulation
and intermodulation products from (35). The sidelink transmit
power is 20 dB lower than the radar transmit power to ensure
a high dynamic range at the receiver. The antenna gains
are Gsl=8 dBi and Grad=6 dBi for sidelink and radar path,
respectively. Transmit and receive antennas are identical.

The RCS of the power generator can only be estimated
roughly because of its complex shape. The target is modeled
as a rectangular plate that represents the front surface of
the object. This is done because of the flat elevation angle
of approximately 22◦ measured from ground. Combining
the geometric parameters in Table IV and the derivation by
Jackson et al. [66], this results in σRCS=−2.3 dBsm. Calculat-
ing (35), a further suppression of |asup|= 26 dB is achieved.
However, this is only an estimate to show the order of
magnitude of the suppression.

A simulation of the point-spread function (PSF) was
performed with the system and geometric parameters in
Tables II and IV. Furthermore, a simplified model of the
power generator was simulated, where the vertical metal edges
were modeled as infinitesimally thin rods. Due to the vertical
polarization used, these are expected to contribute most to the
radar return of the object. The results of both the simulations
are depicted in Fig. 22. The 3 dB-resolutions in cross range
and ground range are provided in Table VI.
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Fig. 23. Measured bistatic SAR image of the scene shown in Fig. 20 with
two UAVs in tandem formation. The considered target is marked by a red
box, other objects by red lines and marks. Cuts along cross and ground range
are marked by green dashed lines.

Fig. 24. Cuts through the bistatic SAR image shown in Fig. 23 along cross
and ground range for measured ( ) and simulated ( ) data.

Fig. 23 shows the measured bistatic SAR image of the
scene. The ground-truth position of the power generator is
marked with the red box, and additional objects in the sur-
rounding area with red lines and marks.

Despite the high-clutter environment caused by the uneven
surface topology and returns by the grass itself as shown
in Fig. 19, a focusing of the extended object is clearly
visible. The presence of two focused shapes corresponds to
the simulated generator model in Fig. 22. Returns from the
other targets cannot be distinguished from the clutter present
in the SAR image. The cylinders are placed flat on the ground,
thus the backscattered power is expected to be small. In
addition, the return of the corner reflector is expected to be
weak because the signal is scattered back toward the incident
direction, i.e., the UAV with the transmitting node. Clutter in
the SAR image may be due to returns from the grass or from
a small hill behind the targets. Moreover, multiple reflections
and different scattering centers of extended objects can degrade
the focusing and broaden the target peak.

To further analyze the performance of the concept, cuts
along ground and cross range are evaluated. The results
are displayed in Fig. 24. The measured 3 dB-resolution is
indicated in the cuts and denoted in Table VI. The simulation
results of the generator model are used as reference. Both
along cross range and ground range, the measured SAR data in
the vicinity of the target closely match the simulated data. The
proposed concept ensures coherency not only within a single
radar acquisition but also across all the measurements along
the trajectory. This is validated by the measured cross range

resolution, which shows good agreement with the theoretically
achievable resolution. Due to the high resolution, the two metal
rods of the power generator are distinguishable in the SAR
image. In the ground range direction, the measured resolution
is between the expected value for a point-like target and the
simulated result for the generator model. The deviation may
result from the limitations of the simplified model, which does
not fully capture the complexity of the real scenario.

VI. CONCLUSION

Multistatic SAR on spatially separated independent plat-
forms places high demands on the coherency in time,
frequency, and phase. For conventional approaches, this often
results in a need for high synchronization accuracy. With
the concept introduced in this work, timing requirements
are reduced by several orders of magnitude, enabling high-
resolution UAV-based multistatic SAR processing. Digital
receive-only nodes allow scalability to a large swarm of UAVs
and thus applications such as single-pass tomography.

By receiving the radar signal via two paths, sampling the
RF signal, and squaring the combined signal, coherent demod-
ulation is performed. The required synchronization accuracy
is translated into localization accuracy of the nodes, which is
necessary for UAV-based SAR imaging anyway. This allows
for multistatic SAR imaging, where phase coherence is crucial.

After explaining the digital demodulation and SAR process-
ing using a model of the received signal, the influence of
intermodulation products, localization errors, and amplitude
deviation were considered. Each of these aspects results in
limitations that are not more restrictive than in a monostatic
UAV-based scenario.

The concept was verified by analyzing static measurements
in an anechoic chamber and carrying out an experiment with
two UAVs in a realistic scenario. With that, the coherent
processing was proven and a high-resolution bistatic SAR
image could be generated.

APPENDIX
DERIVATION OF THE BISTATIC UNAMBIGUOUS RANGE

Analogous to the derivation of the monostatic unambigu-
ous range in Section IV-C1, the bistatic unambiguous range
for the tandem formation is derived. The condition in (29)
that the difference of Rmax and Rmin has to be smaller or
equal to Rmin is generally valid. Similar to the derivation
in Section IV-C1, one-way radar ranges are considered.

The minimum range in the bistatic tandem scenario is
represented by the specular ground reflection and can be
expressed by

Rmin =

s
R2

sl

4
+ h2. (40)

The maximum range is limited by the maximum elevation
angle θmax as explained in the monostatic case. Taking into
account the distance Rsl between transmit and receive node,
the following value is obtained

Rmax =

s
R2

sl

4
+

h2

cos (θmax)2 . (41)
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The condition in (29) yieldss
R2

sl

4
+

h2

cos (θmax)2 −

s
R2

sl

4
+ h2

!
≤

s
R2

sl

4
+ h2. (42)

Rearranging the equation yieldss
R2

sl

4
+

h2

cos (θmax)2 ≤ 2

s
R2

sl

4
+ h2

R2
sl

4
+

h2

cos (θmax)2 ≤ 4
�

R2
sl

4
+ h2

�
h2

cos (θmax)2 ≤
3R2

sl

4
+ 4h2

cos (θmax)2

h2 ≥
1

3R2
sl

4 + 4h2

cos (θmax) ≥
2hq

3R2
sl + 16h2

. (43)

With (30), the maximum unambiguous swath width can be
calculated. Using the relation

tan (arccos (x)) =

√
1 − x2

x
(44)

the maximum unambiguous swath width results in

rg,max = h

vuuuut1−

0B@ 2hq
3R2

sl+16h2

1CA
20B@ 2hq

3R2
sl+16h2

1CA
−1

=
1
2

s
3R2

sl + 12h2

3R2
sl + 16h2

q
3R2

sl + 16h2

=
1
2

q
3R2

sl + 12h2. (45)

Note that for Rsl = 0, the monostatic scenario is represented as
explained in Section IV-C1.
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