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 Abstract—Interferometric synthetic aperture radar (InSAR) is 

a well-known technique for a wide range of remote sensing 

applications, among which is the generation of accurate, high-

resolution digital elevation models (DEMs). The selection of the 

orbit altitude for InSAR systems is currently based on the heritage 

of previous SAR missions, for which altitudes lower than 500 km 

are typically avoided. This paper presents a novel criterion for 

optimizing the orbit altitude for InSAR missions when considering 

a formation of two or more satellites. Such a criterion is based on 

the minimization of the total energy required by the instrument 

and the control system while ensuring DEM accuracy and posting 

over a given observed area. This work considers both the well-

known helix formation and an innovative fixed-baseline 

configuration and showcases specific design examples that 

combine the potential of both options. The analyses show that orbit 

altitudes around 400 km, i.e., lower than those that are typically 

considered nowadays, lead to a reduction of energy consumption, 

especially as the orbit duty cycle increases. The increased energy 

demand of the control, in fact, is compensated by the decreased 

energy demand of the radar. Additionally, when a satellite 

formation operates with short fixed baselines once per month, the 

increase in energy demand per orbit of a traditional helix 

configuration has a minimal impact on the system design while 

providing notable observation advantages. The outcomes of these 

analyses are of paramount relevance for the design of optimized 

future InSAR missions for DEM generation. 

 
Index Terms—Synthetic aperture radar (SAR), across-track 

SAR interferometry, digital elevation model (DEM), low Earth 

orbit (LEO), Earth observing system, closed loop control, 

formation flying, relative motion.  

I. INTRODUCTION 

N the last decades, interferometric synthetic aperture 

radar (InSAR) has gained increasing importance in the 

field of remote sensing in low Earth orbit (LEO). Most 

studies are driven by the need for more accurate information on 

numerous geophysical parameters in nearly all-weather day and 

night conditions [1]-[4]. The power of InSAR lies in the 

possibility of coherently combining two or more complex SAR 

images characterized by a temporal or a spatial baseline [1]. In 

this context, across-track interferometric SAR (XTI-SAR) has 

seen significant advancement in producing high-resolution 

digital elevation models (DEM) [5]-[7]. Single-pass XTI-SAR 
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removes temporal decorrelation, which impacts the repeat pass 

approach of monolithic architectures [6],[8], and requires two 

antennas separated in the across-track direction. This layout can 

be acquired with two different approaches: a single platform 

with two instruments, one of which could be mounted at the 

edges of a boom [9],[10], or multiple instruments mounted on 

multiple satellites. One of the first experiments in this field was 

the TOPSAR radar system with airborne C-band SAR. The 

system featured two antennas mounted on a single platform 

with a cross-track separation of about 2.5 meters. This setup 

showed promising results in improving the performance of the 

SAR system, and it was subsequently applied to space missions 

[9]. Following this experiment, the shuttle radar topography 

mission (SRTM) was operated for 10 days by the Space Shuttle 

Endeavour. It marked a significant advancement in acquiring 

three-dimensional images of the Earth's surface [11]. The 

SRTM was the first experiment to demonstrate the benefit of 

spaceborne single-pass InSAR for near-global high-resolution 

DEMs, thanks to a 60-meter mast that extends from the Shuttle 

payload area [11].  However, the use of a deployable boom for 

single-pass InSAR, as in the SRTM experiment, poses severe 

limitations on the maximum baseline that can be achieved, 

which in most cases only represents a very small fraction of the 

optimum one, impacting the height accuracy of the DEM. 

Furthermore, once the boom is deployed, its length cannot be 

modified or adjusted during the mission, preventing the 

possibility of dynamically optimizing or correcting the baseline 

for various mission requirements or interferometric 

applications. Additionally, it poses a risk to the overall mission, 

in case of a failure or malfunction during the deployment. At 

the same time, vibrations or misalignments in the boom directly 

impact the stability of the baseline and, consequently, the 

interferometric phase accuracy of the radar signal, leading to 

reduced accuracy of the DEMs.  

To overcome such limitations, formation flying of satellites 

for InSAR has been investigated, leading to the TanDEM-X 

mission. Launched in 2010, TanDEM-X has become one of the 

most important bistatic missions employing a two-satellite 

formation for single-pass InSAR [12],[13]. Thanks to the 

formation geometry based on the helix configuration [13]-[15], 

TanDEM-X was able to provide unprecedented accuracy and 
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resolution of the DEM on a global scale. The requirements of 

12 m horizontal resolution and 2 m relative vertical accuracy 

(to be intended as 90th- percentile) for terrain slopes less than 

20%, in fact, were not only met, but even exceeded [16]. The 

helix configuration consists of a secondary spacecraft moving 

around the primary satellite on a closed trajectory, with helical 

behavior. This design was selected to obtain a baseline that 

slowly varies in the hundreds of meters range for the data 

acquisition of the X-band SAR instruments [14],[17]. Another 

relevant study on single-pass InSAR is based on the MirrorSAR 

multi-baseline concept, where three small receive-only 

satellites were conceived as add-ons for the High-Resolution 

Wide-Swath (HRWS) X-band mission [18]. This concept is 

based on the possibility of employing multiple nested helix 

trajectories around the primary satellite to acquire multiple 

baselines in a single pass. A SAR system, where the 

backscattered radar signal is simultaneously received by at least 

two distinct platforms, such as TanDEM-X or HRWS, is 

defined as multistatic. Within this framework, addressing the 

design of single-pass multistatic InSAR missions is crucial for 

various scientific applications, particularly for the accurate 

generation of DEM through XTI-SAR [5]-[7]. While 

significant progress has been made in designing multistatic 

systems for future missions, not only in the SAR domain [19]-

[22], existing approaches mainly rely on the helix relative 

trajectory. On the one hand, the helix concept brings many 

advantages, such as the intrinsic passive safety of the close 

trajectory of the secondary around the primary satellite and the 

small amount of fuel for maintaining the stable close relative 

orbit [23],[24]. On the other hand, the helix configuration 

produces a time-varying baseline for SAR acquisition, which 

can affect the DEM [25]. Based on this consideration, we have 

recently proposed a different setup of the relative motion 

enabling fixed baselines, in parallel with the classical helix 

configuration, in order to achieve potential advantages in the 

DEM generation [26],[27]. 

Additionally, most past and current SAR mission studies rely 

on space mission heritage for the orbit height selection in the 

classical range of 500 km to 700 km, and few studies analyze 

the benefits of a very low Earth orbit region, as in [28]. This 

selection is commonly a trade-off of many factors, such as the 

availability of the launch, the limitation on the lifetime, and the 

5-year re-entry regulation for LEO protected region clearance 

[29]. Few studies address the possibility of optimizing the orbit 

altitude (i.e., the orbit height) depending on the application, and 

even fewer studies are available for very low altitudes [28],[30]. 

The potential of reducing the orbit altitude is directly related to 

the possibility of employing SAR instruments with lower 

transmit power. Finally, the selection of the onboard engine 

technology for current InSAR studies is classically based on the 

chemical thruster heritage, providing impulsive control, as for 

TanDEM-X [13]. Such an approach, however, may be prone to 

lower control accuracy of the trajectory compared to other 

technologies, such as electric engines, which continuously 

produce the control force to maintain the reference trajectory 

[31],[32]. Thanks to such potential, there is an increasing 

interest in electric engines for future space studies, as they can 

improve the performance of the mission, depending on the 

specific application. Addressing the previous challenges is 

crucial for improving the performance of XTI-SAR and 

enabling new multi-satellite configurations, also based on 

NewSpace approaches. This research aims to bridge the 

existing gaps in orbit height selection, multi-satellite formation 

configuration, instrument transmission power, interferometric 

height accuracy, and onboard engine technology by providing 

an approach to address these challenges.  

In light of these considerations, we propose a novel 

methodology to optimize the orbit altitude for multistatic XTI-

SAR missions for DEM generation, scenario, i.e., where one 

satellite of the formation transmits the signal and at least two 

receive it (this can include the one transmitting it or not). The 

model seeks to minimize the total energy required by the 

onboard engines and the SAR instrument. The approach is 

demonstrated through a design example considering three 

spacecraft flying in formation, which opens the possibility of a 

single-pass multi-baseline XTI-SAR. The formation 

configuration is set up with a multiple nested helix orbit to 

retain the passive safety of the satellite formation. Furthermore, 

the fixed-baseline concept is introduced and analyzed in 

combination with the helix geometry to identify the potential of 

this novel XTI-SAR mission mode.  

The paper is organized as follows. Section II describes the 

problem formulation, presenting the key concepts, variables, 

and parameters for a multistatic interferometric SAR mission. 

Section III presents the methodology, including the relative 

dynamical model and the guidance and control strategy for a 

generic formation flying configuration. Then, the optimal 

altitude analysis is derived, with the main performance 

parameters for optimal altitude selection to minimize the energy 

consumption of the system. Section IV discusses the results for 

two design examples, presenting the performance and 

considerations for different formation configurations. Finally, 

Section V concludes the paper with a summary of the essential 

findings and an outlook to future research. 

II. PROBLEM FORMULATION 

This work considers a satellite formation in LEO for DEM 

generation using single-pass XTI-SAR performing multistatic 

acquisitions. The initial layout is set up for the two-satellite 

case, with one main and one secondary spacecraft. The same 

approach can be adapted to the case of three or more satellites 

for multi-baseline InSAR to resolve phase unwrapping errors 

and improve the DEM quality [33]. Starting from the approach 

in [13],[18], we consider the following problem set-up: 

• A formation of two or more satellites in LEO; 

• A primary satellite flying at the center of the formation; 

• One or more secondary satellites; 

• Both the main and the secondary spacecraft are equipped 

with a SAR instrument; 

• Multistatic acquisition scenario, where one of the 

satellites transmits the signal and at least two satellites 

receive it (the transmitting satellites can also receive); 

• Two different formation configurations: 

o Helix relative trajectory [13],[18], 
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o Parallel relative trajectories to enable fixed 

baselines [26],[27]. 

In the context of multistatic scenario, an acquisition plan is 

foreseen as for TanDEM-X, where for each acquisition it is 

decided which satellite is transmitting. One of the direct 

consequences of this assumption is the possibility to keep 

identical design of the platforms. To perform single-pass XTI-

SAR, the instruments on different platforms observe the same 

area on the ground, and they are separated by a baseline with a 

component orthogonal to the direction of motion [6],[8],[34]. 

The joint processing of the two SAR images of the same area 

results in an interferogram, from which a DEM is obtained. 

Multiple interferograms can be combined to detect and correct 

phase unwrapping errors, following the approach in [35], or 

jointly processed according to the maximum likelihood 

principle [36]. In this way, a robust, high-quality DEM can be 

produced. Given these premises, the present work aims to 

provide a criterion for optimal altitude selection for XTI-SAR 

missions, considering different values for the interferometric 

baselines, instrument power demand, and electric engine 

technology.  

In the following, we present the main assumptions and the 

main relationships among the performance figures for the 

analysis. First, we provide an overview of the main 

performance figures of a DEM, giving insights into the 

dependence of the DEM height accuracy on the baseline and 

orbit altitude. Second, we introduce a derivation to assess the 

power demand of the instrument, depending on the orbit 

altitude, under the assumption of imaging the same swath with 

the same geometric resolution. Then, the subsequent subsection 

is dedicated to analyzing the main aspects that influence the 

absolute orbit design, such as the orbit altitude and the engine 

technology. Finally, we describe the reference system used for 

the relative motion of a formation flying. 

Fig. 1 shows the basic geometry considered in this work. The 

primary and secondary satellites are identified with 𝑆1 and 𝑆2, 

respectively, in the local-vertical-local-horizontal reference 

frame {𝑥, 𝑦, 𝑧}. This frame is centered in the main satellite, 

where the radial direction 𝑥 points from the Earth center toward 

the main satellite, the across-track direction 𝑧 is aligned with 

the angular momentum of the orbit of the main satellite, and the 

along-track direction 𝑦 completes the right-hand side frame in 

the direction of motion. The distance between 𝑆1 and 𝑆2 is the 

interferometric baseline B. The look angle of the radar is 

identified by the angle 𝜃𝑙, which is essential to identify the 

ranges 𝑟1 and 𝑟2 from each antenna to a generic point 𝑃. Finally, 

𝐻 represents the altitude of the primary satellite. 

A. Height accuracy and resolution of DEM 

This subsection presents an overview of the most relevant 

performance figures of a DEM. We consider the interferometric 

system in Fig. 1, with wavelength 𝜆𝑤 and range or chirp 

bandwidth 𝐵𝑟 . The first important parameter for the 

interferometric analysis is the computation of the orthogonal 

baseline 𝐵⊥, which is the projection of the baseline B on the 

direction perpendicular to the look direction in the radial-

across-track plane, and can be expressed as: 

 
Fig. 1 InSAR geometry configuration for a two-satellite 

formation.  

 

𝐵⊥ = |𝐵𝑥 sin 𝜃𝑙 − 𝐵𝑧 cos𝜃𝑙|, (1)  

where 𝜃𝑙 is the look angle and 𝐵𝑥  and 𝐵𝑧  are the radial and 

across-track components of the baseline 𝐵. The orthogonal 

baseline is essential to evaluate many interferometric 

performance figures, as it relates the standard deviation of the 

interferometric phase 𝜎𝜑 to the standard deviation of the height 

𝜎ℎ (height accuracy) through the following relation:  

𝜎ℎ =
𝜆𝑤  𝑟 sin 𝜃𝑙
2 𝜋 𝐵⊥

 𝜎𝜑 , 
(2)  

where r ≅ 𝑟1 ≅ 𝑟2 is the slant range to the target. Multi-looking 

the interferogram (e.g., by spatial averaging) allows for 

accuracy improvement at the expense of a degradation of the 

DEM resolution (or independent posting). The relation between 

the equivalent number of looks 𝑁𝐿 and the correlation 

coefficient 𝛾 (or interferometric coherence) that can be used to 

obtain the standard deviation of the interferometric phase 𝜎𝜑 

can be found, e.g., in [2]. The Cramer-Rao bound relation 

provides an approximation of the standard deviation of the 

interferometric phase 𝜎𝜑 highlighting its dependence on the 

number of looks and the interferometric coherence under the 

assumption of high coherence and a large number of looks [2]:  

𝜎𝜑 ≅
1

√2 𝑁𝐿

√1 − 𝛾2

𝛾
 

(3)  

Additionally, the 90th percentile of the height accuracy 𝜎ℎ,90𝑝 

is also often used to characterize the DEM accuracy and can be 

approximated as [13]:  

𝜎ℎ,90𝑝 ≅ 2.33 ⋅ 𝜎ℎ . (4)  

Furthermore, the geometric (or baseline) decorrelation, a 

multiplicative component of the interferometric coherence, is 

directly proportional to the ratio 𝐵⊥/𝑟 and inversely 

proportional to the wavelength 𝜆𝑤, when the surface slope and 

misregistration can be neglected [9]. Most of the 

aforementioned performance figures depend on the baseline-to-

range ratio 𝐵⊥/𝑟. Since the range 𝑟 depends on the orbit altitude 

𝐻 and the look angle 𝜃𝑙 via geometrical correlation, the ratio of 

the orthogonal baseline to the orbit altitude 𝐵⊥ 𝐻⁄  plays an 

important role in the determination of the DEM performance. 

B. Power consideration for the SAR instrument 

Starting from the system in Fig. 1, we introduce a derivation 

to assess the power demand of the SAR instrument as a function 
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of the orbit altitude, under the assumption of mapping the same 

swath with the same ground range and azimuth resolutions and 

with the same noise-equivalent sigma zero (NESZ). 

Specifically, it is possible to identify a dependence of the power 

demand on the orbit altitude and derive an equation to connect 

this dependence. First, we consider an interferometric SAR 

system designed to operate at a reference altitude 𝐻𝑟𝑒𝑓, with 

given DEM accuracy, DEM posting, and swath width. We 

assume that, by varying the altitude 𝐻, the aforementioned SAR 

system can still provide the same DEM performance and maps 

the same swath and strip length in azimuth. According to the 

SAR theory, the range resolution is independent of the orbit 

height, if the chirp bandwidth and the incidence angle are kept 

constant. Similarly, the azimuth resolution is also nearly 

independent of the orbit height, under the hypothesis that the 

antenna length is fixed. The slight variation of the azimuth 

resolution with height due to the spherical Earth geometry will 

be neglected in this work and could be compensated by slightly 

adapting the processed Doppler bandwidth.  

In general, we are interested in the required power of the 

antenna during data taking. The average radiated power  𝑃𝑎𝑣𝑔 is 

given by the product of and the radiated peak power 𝑃𝑝𝑒𝑎𝑘 and 

the instrument duty cycle 𝜁𝑖𝑛𝑠𝑡𝑟 :  
𝑃𝑎𝑣𝑔 = 𝑃𝑝𝑒𝑎𝑘 ⋅ 𝜁𝑖𝑛𝑠𝑡𝑟 . (5)  

Then, the power demand during the transmission is computed 

from the average radiated power. In the power budget, it is 

important to consider the power losses due to the inefficiencies 

in the transmission chain through the transmission chain 

efficiency 𝜂𝑡𝑥. The primary sources of such inefficiencies are 

the losses in the high-power amplifiers in the transmit-receive 

modules and the electronics components of the transmission 

chain. The power demand 𝑃𝑑 needed by the instrument during 

data taking to achieve the required average radiated power 𝑃𝑎𝑣𝑔 

is given by: 

𝑃𝑑 = 𝑃𝑎𝑣𝑔/𝜂𝑡𝑥  . (6)  

Considering TanDEM-X as an example, the radiated peak 

power is 𝑃𝑝𝑒𝑎𝑘𝑟𝑒𝑓 = 2260 W, the instrument duty cycle is 

𝜁𝑖𝑛𝑠𝑡𝑟 = 18%, and the efficiency of the transmission is 𝜂𝑡𝑥 =
11% [37]. The average radiated power is  𝑃𝑎𝑣𝑔𝑟𝑒𝑓 = 406.8 W 

and the power demand during data taking is approximately 

constant and equal to 𝑃𝑑 = 3.7 kW. In this work, we neglect the 

power required when the instrument is not transmitting, 

considering a constant standby power with the altitude. Further 

considering the orbit duty cycle 𝜁𝑜𝑟𝑏𝑖𝑡, the energy required per 

orbit is calculated as the energy needed during data taking:  

𝐸𝑑 = 𝑃𝑑 ⋅ 𝑇 ⋅ 𝜁𝑜𝑟𝑏𝑖𝑡 , (7)  

where 𝑇 represents the orbital period, given by 

𝑇 = 2 𝜋(𝑎3/𝜇)1/2, (8)  

where 𝜇 = 3.986 ⋅ 105 km3/s2 is the Earth's gravitational 

parameter, and 𝑎 is the orbit semi-major axis. Considering the 

example of TanDEM-X, the energy required per orbit 

corresponds to 𝐸𝑑 = 175.29 Wh, for an orbit duty cycle of 

𝜁𝑜𝑟𝑏𝑖𝑡 = 3% and an orbital period 𝑇 of 1.58 hours.  

For the purpose of this paper, we are interested in assessing 

the power and the energy demand at different orbit altitudes. 

The approach adopted is based on the possibility of computing 

these quantities from the properties of a reference SAR system 

at a reference orbit altitude 𝐻𝑟𝑒𝑓. Specifically, the reference 

values were considered from the TanDEM-X satellite, flying at 

an altitude 𝐻𝑟𝑒𝑓 = 512 km. From these reference values, the 

relation for the average radiated power 𝑃𝑎𝑣𝑔 at a generic altitude 

𝐻 has been derived as: 

𝑃𝑎𝑣𝑔 = 𝑃𝑎𝑣𝑔𝑟𝑒𝑓 ⋅
𝐻

𝐻𝑟𝑒𝑓
⋅ √
𝑅⊕ + 𝐻𝑟𝑒𝑓
𝑅⊕ + 𝐻

, (9)  

where 𝑅⊕ is the Earth's mean equatorial radius. Specifically, 

we observe a reduction in the radiated power moving from the 

reference altitude to a lower height 𝐻 < 𝐻𝑟𝑒𝑓. To map the same 

swath from a lower height, in fact, a proportionally narrower 

antenna with a lower gain in both transmit and receive is 

required and the NESZ has an inverse quadratic dependence on 

the gain. Additionally, we should consider that the same NESZ 

is achieved with a far lower average transmit power when the 

orbit height is decreased; namely, the NESZ has a cubic 

dependence on the range and, therefore, on the orbit height. The 

combination of the inverse quadratic dependence due to the 

gain and the cubic dependence due to the range explains the 

term 𝐻/𝐻𝑟𝑒𝑓. Instead, the factor under the squared root 

originates from the ratio of the different velocities at different 

orbital altitudes and is almost equal to one for altitudes in LEO. 

For example, considering the TanDEM-X values for the 

reference orbit height 𝐻𝑟𝑒𝑓 = 512 km and a radiated reference 

power 𝑃𝑎𝑣𝑔𝑟𝑒𝑓 = 406.8 W, we obtain the average radiated 

power at different altitudes. For a lower altitude of 400 km, the 

average power demand reduces to 320 W, while increasing the 

altitude to 600 km, the corresponding average power rises to 

473 W. Further assuming that the same azimuth strip length 

should be covered on the ground and that a shorter time (and 

duty cycle) is required for that at a lower altitude, we can 

compute the corresponding energy required by the SAR 

instrument per orbit:  

𝐸𝑑,𝐻 = 𝐸𝑑,𝑟𝑒𝑓 ⋅
𝐻

𝐻𝑟𝑒𝑓
⋅ √

𝑅⊕ + 𝐻

𝑅⊕ + 𝐻𝑟𝑒𝑓
. (10)  

Please note that constraining the length of the azimuth strip on 

the ground results in a change of the term under the square root 

between Eqs. (9) and (10). Considering the example of 

TanDEM-X, reducing the altitude to 400 km results in a lower 

energy demand of 138 Wh, whereas increasing the altitude to 

600 km results in a higher energy demand of 204 Wh. Under 

the previous assumptions, the relationships in Eqs. (9) and (10) 

describe how the antenna power and energy demand vary 

depending on the altitude. To keep the same phase-to-height 

ratio, the orthogonal baseline should be scaled proportionally to 

the height, resulting in the same coherence loss due to baseline 

decorrelation. 

C. Orbit design  

Following the derivation of the main performance figure for 

the SAR system, this section is devoted to analyzing the main 

aspects that influence the absolute orbit design. The mission 

design of multistatic interferometric SAR systems can be 

connected to three primary parameters: the orbit altitude, the 

baseline, and the number of satellites. Each one of them 

influences the orbit design and the interferometric performance. 
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In this work, we consider a formation of two or more satellites, 

each mounting a SAR instrument, as shown in Fig. 1. The main 

satellite is at the center of the relative Cartesian frame, and the 

secondaries orbit around it. As mentioned in the introduction, 

few systematic studies analyze the optimal altitude for SAR 

applications, including considerations such as power demand, 

control effort, and propellant budget. Most current and past 

space missions devoted to SAR interferometry have been 

launched in LEO, in the altitude range (400 − 700) km and on 

quasi-circular sun-synchronous orbits (SSO). Table I shows the 

altitude distribution of past and current space missions 

mounting a SAR system. About 170 space objects have been 

considered in the graph. The data have been retrieved from the 

ESA Database and Information System Characterizing Objects 

in Space (DISCOS) [40]. The graph shows that most SAR 

missions are in the LEO region. Few missions are at an orbital 

altitude below 500 km: the military USA 276 mission is one of 

the few at an orbit altitude of 400 km [41], while the Quill 

demonstration mission was one of the few SAR satellites flying 

below 300 km for a very short lifetime [42]. 

As introduced in Sections II.A. and II.B, the orbit altitude 

influences the interferometric performance and the power 

demand of the SAR instrument during the transmission phase. 

Two further important aspects must be introduced during the 

mission design procedure. First, the mission lifetime is strictly 

connected with the orbit altitude due to the predominant effect 

of the atmospheric drag on the orbit decay at lower altitudes. 

Second, the control effort and, consequently, the propellant 

mass for orbit maintenance vary with the altitude and must be 

considered when designing a future mission. The effect of the 

atmospheric drag becomes more severe as the altitude 

decreases, and it strictly depends on solar activities. In this 

work, we consider the Schatten model for the solar cycle 

prediction, characterized by two indices: the 10.7 solar radio 

flux or 𝐹10.7 index, which is the noise level generated by the 

Sun, and the geomagnetic 𝐴𝑝 index, which represents the 

general level of electromagnetic activity over the globe for a 

given day [38]. Fig. 2 illustrates the evolution of the solar cycle 

prediction between 2023 and 2053. We can observe that 

maximum conditions repeat with a cycle of about 11 years. 

These predictions are essential to compute the time variation of 

the atmospheric density 𝜌, as function of altitude and time. We 

adopted the NRLMSISE empirical model of the atmosphere, 

incorporating the information on 𝐴𝑝 and 𝐹10.7 [39], to define the 

atmospheric density as a function of the altitude 𝜌 = 𝜌(𝐻). 
Additionally, the effect of atmospheric drag depends on the 

altitude and the physical parameters of the satellites. Notably, 

the acceleration imparted by the drag is proportional to the area-

to-mass ratio of the vehicle: 

𝑎𝑑𝑟𝑎𝑔 = −0.5 𝜌 𝐶𝐷
𝑆

𝑚
 𝑣2, (11)  

where 𝜌 is the atmospheric density, 𝐶𝐷 is the drag coefficient 

(generally in the range 2.2–3.1). The area-to-mass ratio 𝑆/𝑚  
represents the ratio between the cross-sectional area in the 

direction of motion and the spacecraft mass, and the quantity 𝑣 

represents the spacecraft's velocity. The ratio 𝑆/𝑚  is critical to 

assess the effect of the atmospheric drag on the absolute orbit 

evolution in time, and it depends on the physical characteristics 

of the space platform. The ESA DISCOS database provides  

 
Fig. 2. Solar cycle prediction for the 𝐹10.7 and 𝐴𝑝 indexes, based 

on the Schatten model. 

TABLE I 

DISTRIBUTION OF ORBIT ALTITUDE FOR PAST AND CURRENT 

MISSIONS CARRYING A SAR SYSTEM.  

Orbit Altitude (km) Number of objects (-) 

< 400 5 

400 − 500 23 

500 − 600 97 

600 − 700 26 

> 700 20 

TABLE II 

DISTRIBUTION OF AREA-TO-MASS RATIO VALUES FOR 

CURRENT AND PAST SPACE MISSIONS CARRYING A SAR 

SYSTEM. 

Area-to-mass ratio (𝒎𝟐/𝒌𝒈) Number of objects (-) 

< 0.005 71 

0.005 − 0.010 51 

0.010 − 0.020 22 

0.020 − 0.025 27 

> 0.025 4 

information on the mass and cross-sectional area of current and 

past space missions [40]. Table II shows the distribution of the 

area-to-mass ratio for current and past SAR missions: the 

majority of satellites have a ratio 𝑆/𝑚 smaller than 0.01 m2/
kg. Understanding of the most common range of this parameter 

is fundamental for evaluating the typical effect of the 

atmospheric drag on the dynamical motion. Additionally, a 

control strategy based on a propulsive system is implemented 

to compensate for the external orbital perturbations. The control 

effort and, consequently, the propellant mass mainly depend on 

the engine technology and the control strategy. We selected 

electric thruster technology to ensure more accurate trajectory 

control against external perturbations, such as gravitational 

potential field, atmospheric drag, and solar radiation pressure. 

The advantages of electric thrusters are the precise continuous 

control against deviation from the nominal trajectory and a 

reduced mass of propellant on board, thanks to the higher 

specific impulse compared to the chemical technology. This 

aspect is derived from the well-known Tsiolkovsky equation, 

which provides a relation between the spacecraft mass and the 

propellant mass: 

𝑚𝑝 = 𝑚0 (1 − 𝑒
−Δ𝑣
𝐼𝑠𝑝 𝑔0), (12)  

where 𝑚𝑝 is the propellant mass, 𝑚0 is the spacecraft initial 

mass, 𝐼𝑠𝑝 is the engine specific impulse, 𝑔0 is the gravitational 
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acceleration (i.e., 9.81 m/s2), and Δ𝑣 is the change of velocity 

of the satellite. Note that the specific impulse 𝐼𝑠𝑝 is a measure 

of how efficiently a reaction mass engine generates thrust. Its 

values are typically 150-300 s for chemical thrust, and 1500-

3000 s for electric propulsion [43]. The efficiency of electric 

engines becomes an advantage in reducing the mass of 

propellant on board for the same Δ𝑣 of a chemical thruster. On 

the other hand, we have to deal with some limitations of the 

electric engines. First, the thrust level, typically in the range 

0.01 − 100 mN [43], is much lower than chemical propulsion 

and, consequently, the time for maneuvering increases. 

Additionally, they have a more demanding requirement from 

the power point of view, depending on the thrust level, typically 

in the range of 200-700 W [43]. This second aspect is crucial to 

evaluate the feasibility of the mission, and it is included in the 

optimization procedure of Section III. 

D. Relative trajectory and baseline definition 

This section presents the fundamental parameters to describe 

the relative motion. As shown in section II.A, one essential 

aspect of single-pass multi-satellite XTI-SAR is the baseline 

definition. Its value and evolution in time depend on the relative 

trajectory among the main and secondary satellites. We have 

identified two possible scenarios based on the analysis in [26]. 

The first one consists of a relative trajectory based on the 

natural solution of the unperturbed relative motion, e.g., the 

helix trajectory. This solution results in a time-varying baseline, 

as for the TanDEM-X configuration [13]. The second option 

consists of a relative trajectory under a fully forced relative 

motion to obtain a fixed baseline in time. This second 

configuration requires continuous control of the relative 

trajectory against the natural dynamics to keep a constant 

baseline [26]. Due to the nature of continuous thrust, this 

second scenario is far more expensive in terms of control effort 

and propellant mass for the mission lifetime, whereas the helix 

configuration requires the control force only to compensate for 

external orbital perturbations [27]. 

To adequately describe the relative motion, the absolute orbit 

of the main satellite is identified by non-singular Keplerian 

elements 𝒆𝒍𝑐 = {𝑎, 𝜆, 𝑒𝑥, 𝑒𝑦 , 𝑖, Ω}𝑐. Similarly, the non-singular 

Keplerian elements of the 𝑁 secondary satellites are identified 

by the index 𝑗, with 𝑗 = 1, … , 𝑁, as 𝒆𝒍𝑗 = {𝑎, 𝜆, 𝑒𝑥 , 𝑒𝑦 , 𝑖, Ω}𝑗. 

The quantity 𝑎 is the semi-major axis, 𝜆 = 𝜔 +𝑀 is the mean 

argument of latitude depending on the argument of perigee 𝜔 

and the mean anomaly 𝑀, 𝑖 is the orbit inclination, Ω is the orbit 

right ascension of the ascending node, and {𝑒𝑥, 𝑒𝑦} are the 𝑥 and 

𝑦 components of the eccentricity vector, 𝑒 cos𝜔 and 𝑒 sin𝜔, 

respectively. From this representation, the relative motion of 

the 𝑗-th secondary around the primary can be described by the 

quasi-non-singular mean relative orbital elements (ROE) [23]: 

𝜹𝜶𝑗 =

{
 
 

 
 
𝛿𝑎
𝛿𝜆
𝛿𝑒𝑥
𝛿𝑒𝑦
𝛿𝑖𝑥
𝛿𝑖𝑦}

 
 

 
 

𝑗

=

{
  
 

  
 

(𝑎𝑗 − 𝑎𝐶)/𝑎𝐶

𝜆𝑗 − 𝜆𝐶 + (Ω𝑗 − Ω𝑐) cos 𝑖𝑐
𝑒𝑥𝑗 − 𝑒𝑥𝑐
𝑒𝑦𝑗 − 𝑒𝑦𝑐
𝑖𝑗 − 𝑖𝑐

(Ω𝑗 −Ω𝑐) sin 𝑖𝑐 }
  
 

  
 

, (13)  

where 𝛿𝑎𝑗 is the relative semi-major axis, 𝛿𝜆𝑗 is the relative 

mean argument of latitude, 𝛿𝑒𝑥𝑗 and 𝛿𝑒𝑦𝑗 are the 𝑥 and 𝑦 

components of the relative eccentricity vector 𝜹𝒆𝒋, whereas 𝛿𝑖𝑥𝑗 

and 𝛿𝑖𝑦𝑗 are the 𝑥 and 𝑦 components of the relative inclination 

vector 𝜹𝒊𝒋. To connect the ROE description with the Cartesian 

representation, we adopt a first-order linear mapping into 

relative Cartesian coordinates {𝑥, 𝑦, 𝑧, 𝑣𝑥, 𝑣𝑦 , 𝑣𝑧}: 

{
 
 
 
 

 
 
 
 

𝑥

𝑎𝑐
=

𝛿𝑎

𝑎𝑐
− 𝛿𝑒𝑥 cos 𝑢 − 𝛿𝑒𝑦 sin 𝑢                                       

𝑦

𝑎𝑐
= −

3

2
(𝜆𝑐 − 𝜆0)

𝛿𝑎

𝑎𝑐
+ 𝛿𝜆 + 2𝛿𝑒𝑥 sin 𝑢 − 2𝛿𝑒𝑦 cos 𝑢

𝑧

𝑎𝑐
= 𝛿𝑖𝑥 sin 𝑢 − 𝛿𝑖𝑦 cos 𝑢                                                  

𝑣𝑥

𝑣𝑐
= 𝛿𝑒𝑥 sin 𝑢 − 𝛿𝑒𝑦 cos 𝑢                                                 

𝑣𝑦

𝑣𝑐
= −

3

2

𝛿𝑎

𝑎𝑐
+ 2𝛿𝑒𝑥 cos 𝑢 + 2𝛿𝑒𝑦 sin 𝑢                           

𝑣𝑧

𝑣𝑐
= 𝛿𝑖𝑥 cos𝑢 + 𝛿𝑖𝑦 sin 𝑢                                                  

,  (14)  

where 𝑣 is the circular velocity of the primary satellite, 𝑢 = 𝑛𝑡 
with 𝑛 the mean motion and 𝑡 the time. The mean motion is 

defined as 𝑛 = √𝜇/𝑎3, with 𝜇 the gravitational parameter. 

From the first order linear mapping into relative Cartesian 

coordinates, the orthogonal baseline 𝐵⊥ is obtained as a linear 

combination of the vertical (radial) and horizontal (across-

track) components of the relative trajectory for a given radar 

look angle 𝜃𝑙, as in Eq. (1). For a two-satellite formation, the 

selection of the orthogonal baseline for XTI-SAR is usually 

driven by the height of ambiguity and limited by phase 

unwrapping. If multiple baselines are available, the largest 

baseline can be selected to maximize the height accuracy of the 

DEM trading off the effect of baseline decorrelation and phase-

to-height scaling. In this analysis we do not consider that two 

or more images can be filtered to a common band to avoid 

volume decorrelation at the expense of a reduction of the range 

resolution and therefore of the number of looks for the same 

DEM posting [44], as we expect this does not significantly 

impact the final results. 

Finally, depending on the value of the baselines, we obtain 

different separations among the satellites, and this could impact 

the control effort in terms of velocity variation Δ𝑣 imparted by 

the engine. For example, considering the TanDEM-X 

configuration, the impulsive Δ𝑣 imparted to control the 

formation is linearly proportional to the satellite separation 

[23]. An increment in the Δ𝑣 corresponds to an increment in the 

control acceleration, and, for the same satellite mass, to a higher 

thrusting level and power demand of the engine. Specifically, 

input electrical power 𝑃𝑖𝑛 is a function of the thrust level 𝐹𝑡, the 

thrust efficiency 𝜂, and the specific impulse 𝐼𝑠𝑝 [45]: 

𝑃𝑖𝑛
𝐹𝑡
=
𝑔0𝐼𝑠𝑝
2 𝜂

, (15)  

where the thrust 𝐹𝑡 can be computed from the knowledge of the 

control acceleration and the satellite mass properties.  

III. METHODOLOGY 

The most important outcome of Section II is the impact of 

both the baseline and the orbit altitude on different mission 

design aspects. Depending on 𝐻 and 𝐵⊥, we can identify a 

specific energy requirement, depending on the payload demand, 
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propulsive technology, and orbital parameters. This section 

presents a novel procedure for defining a criterion for the orbit 

altitude selection, based on the minimization of the overall 

power demand and propulsion effort. During the derivation, we 

account for the different considerations presented in Section II. 

Additionally, we assume an ideal orbit navigation with no error 

in the absolute and relative position reconstruction. This aspect 

should be included in the model formulation during the mission 

design procedure, for a more precise control routine 

assessment.  

A. Relative dynamical model 

This subsection describes the relative dynamical model of 

distributed space systems. Similar to the Hill-Clohessy-

Wiltshire (HCW) equations [46], we retain the assumption of a 

quasi-circular orbit of the primary satellite. On the other hand, 

we include the effect of the main external perturbation for the 

LEO region in the dynamics. We adopt a dynamic 

representation based on ROE to include the differential mean 

Earth's oblateness 𝐽2 and atmospheric drag. In a first 

approximation, the effect of the differential drag is described by 

the drift in the relative semi-major axis 𝛿𝑎̈, which can be 

considered together with the ROE components in an augmented 

state 𝜹𝒂∗ [47]:  

𝜹𝒂∗ = {𝛿𝑎, 𝛿𝜆, 𝛿𝑒𝑥 , 𝛿𝑒𝑦 , 𝛿𝑖𝑥 , 𝛿𝑖𝑦, 𝛿𝑎̈}. (16)  

Note that we have neglected the differential drift in the relative 

eccentricity components 𝛿𝑒̈𝑥 and 𝛿𝑒̈𝑦. The resulting equations 

of motion are the followings: 

𝜹𝜶̇∗(𝑡) = 𝐀(𝑡, 𝑡0)𝜹𝜶
∗(𝑡0),                

𝐀(𝑡, 𝑡0) =  (𝐀𝒉𝒄𝒘(𝑡) + 𝐀𝒋𝟐,𝒅𝒅(𝑡)),  
(17)  

where the matrix 𝐀𝒉𝒄𝒘 includes the unperturbed contribution 

from HCW equations, whereas the matrix 𝑨𝒋𝟐,𝒅𝒅 includes the 

effect of the Earth's oblateness and differential drag 

perturbation. The first term is represented by: 

𝑨𝒉𝒄𝒘(𝑡) = [
0

−1.5 𝑛 
𝟎𝟐×𝟓

𝟎𝟒×𝟏 𝟎𝟒×𝟓
] (18)  

where the quantity 𝟎𝑑𝑟×𝑑𝑐 is a matrix full of zeros with 

dimensions {𝑑𝑟 , 𝑑𝑐}, 𝑡 is the time variable, and 𝑛 is the mean 

motion of the primary orbit. The component including the 

effects of 𝐽2 and differential drag is defined as: 

𝑨𝒋𝟐,𝒅𝒅(𝑡) = [
𝐀𝒋𝟐(𝑡) 𝐀𝒅𝒅(𝑡)

𝟎𝟏×𝟔 1
] (19)  

where 𝐀𝑗2 is the part including the Earth's oblateness effect, and 

it was derived from [47]: 

𝐀𝑗2

= 𝑘

[
 
 
 
 
 
 
 
 
 

0 0 0 0 0 0

−
7

2
𝐸𝑃 0 𝑒𝑥𝐺𝐹𝑃 𝑒𝑦𝐺𝐹𝑃 −𝐹𝑆 0

7

2
𝑒𝑦𝑄 0 𝐴3,3 𝐴3,4 5𝑒𝑦𝑆 0

−
7

2
𝑒𝑥𝑄 0 𝐴4,3 𝐴4,4 −5𝑒𝑥𝑆 0

0 0 0 0 0 0
7

2
 𝑆 0 −4𝑒𝑥𝐺𝑆 −4𝑒𝑦𝐺𝑆 2𝑅 0]

 
 
 
 
 
 
 
 
 

 
(20)  

The complete expression of each term of the matrix is 

obtained from [47] and adapted for the case of quasi-circular 

orbit of the primary satellite using the following expressions for 

the parameters (where 𝜚 = 1): 

𝐸 = 1 + 𝜚; 𝐹 = 4 + 3𝜚;   

𝑃 = 3 cos2(𝑖) − 1; 𝑆 = sin(2i) ; 𝑅 = sin2(𝑖);  

𝑄 = 5 cos2(𝑖) − 1; 𝐺 = 1/𝜚2; 𝜔̇ = 𝑘𝑄;  

𝑘 =
3

4

𝐽2 𝑅⊕
2
√𝜇

𝑎7/2 𝜚4
 ; 𝜔𝑓 = 𝜔 + 𝜔̇𝑡;    

𝐴3,3 = −4𝑒𝑥𝑒𝑦𝐺𝑄;        𝐴3,4 = −(1 + 4𝐺𝑒𝑦
2)𝑄;    

𝐴4,3 = (1+ 4𝐺𝑒𝑥
2)𝑄;   𝐴4,4 = 4𝑒𝑥𝑒𝑦𝐺𝑄.               

The second part of (19) is connected to the differential drag, 

i.e., 𝐀𝑑𝑑 , and it was derived by [47] following the density model 

free formulation:  

𝐀𝑑𝑑(𝑡) = [
1
𝟎5,1

]. (21)  

The selected model is able to provide an accurate representation 

of the dynamics, independently from the distance among the 

satellites in the formation, as demonstrated in [47].  

B. Guidance and control strategy 

This subsection defines the strategy for the formation control 

to keep the spacecraft on the reference relative trajectory and to 

compensate for external perturbations. First, to maintain the 

proper configuration for SAR acquisition, we consider a 

continuous control to compensate for the natural oscillation of 

the relative trajectories under external perturbations. The 

guidance is set equal to the trajectory for the case of no external 

perturbations, i.e. the ideal trajectory for SAR acquisition:  

𝜹𝜶̇𝒓𝒆𝒇(𝑡) = 𝐀𝒉𝒄𝒘(𝑡)𝜹𝜶𝒓𝒆𝒇(𝑡0), (22)  

where 𝜹𝜶𝒓𝒆𝒇(𝑡0) is the reference trajectory at the initial time 

instant. Subsequently, we derive the control strategy. 

Continuous control is envisioned to keep the desired across-

track separation, obtained with low-thrust engines, such as ion 

or hall thrusters. We identify two primary objectives of the 

control: keep the orbit altitude against the natural decay due to 

atmospheric drag (see Section II.C), and maintain the secondary 

spacecraft on the reference trajectory around the primary, in the 

presence of external perturbations. In this analysis, we have not 

included the control effort to compensate for other effects on 

the absolute orbit due to external perturbations, such as nodal 

drifting and inclination variation. Two different strategies have 

been implemented to assess the magnitude of the control effort 

for the two objectives. First, an analytical derivation of the 

control acceleration is carried out to estimate of the order of 

magnitude of the control. Subsequently, a numerical 

implementation with a closed-loop control is presented to 

properly include the effects of the external perturbations in the 

control effort.  

1) Semi-analytical control strategy 

In first approximation, the control effort to keep the absolute 

orbit altitude of a satellite is computed directly from the 

acceleration imparted by the atmosphere on the platform [see 

Eq. (11)]. Consequently, to assess the velocity variation Δ𝑣𝑎𝑏𝑠 
to keep the altitude 𝐻 over a certain time Δ𝑡, the system needs 

to produce an acceleration with the same magnitude of Eq. (11), 

but in the opposite direction: 

Δ𝑣𝑎𝑏𝑠
𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙 = |− 𝑎𝑎𝑐𝑐,𝑑𝑟𝑎𝑔Δ𝑡|, (23)  
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where the quantity |⋅| indicates the absolute value. Similarly, a 

first approximation of the control effort to keep the relative 

motion can be identified for different formation configurations. 

For the case of helix orbit, as in TanDEM-X, a good estimation 

of the velocity variation Δ𝑣𝑟𝑒𝑙 to maintain the relative motion 

was provided in [23]: 

Δ𝑣𝑟𝑒𝑙
𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙 = |

𝑣

2
 𝛿𝑒 𝜑̇ Δ𝑡|, (24)  

where 𝑣 is the velocity of the secondary satellite, 𝛿𝑒 is the 

magnitude of the relative eccentricity vector (see Eq. (13)), and 

𝜑̇ represents the effect of 𝐽2 on the relative motion: 

𝜑̇ =
3

2

𝜋 𝐽2

𝑇
 (
𝑅⊕

𝑎𝑐
)
2
(5 cos2 𝑖𝑐 − 1), (25)  

where 𝑇 is the orbit period of the main satellite.  

As introduced in Section I, this paper also investigates the 

possibility of setting up fixed-baseline configurations among 

the satellites in the across-track direction, similarly to the 

analyses presented in [26]. In order to maintain a fixed 

separation in across-track, the relative position of the secondary 

is continuously controlled in the radial-across-track plane 

against the natural oscillations of the relative dynamics. Starting 

with the linear description of the relative motion in the absence 

of external perturbation (i.e., the HCW dynamics in Eq. (22)), 

we solve the system in terms of control accelerations 

components when the separation in radial and across track 

direction is kept constant and no along track separation is 

present [26]. For this condition, the acceleration imparted to the 

secondary is approximated as: 

{

𝑎𝑎𝑐𝑐,𝑥 = −3𝑛
2𝑥0

𝑎𝑎𝑐𝑐,𝑦 = 0            

𝑎𝑎𝑐𝑐,𝑧 = 𝑛
2𝑧0      

, (26)  

where the quantities 𝑥0 and 𝑧0 represents the separation in the 

radial and across-track direction, respectively, i.e, the radial and 

across-track components of the baseline 𝐵, defined in Eq. (1) as 

𝐵𝑥  and 𝐵𝑧 . This solution is obtained for a system that maintains 

the initial radial and across-track separations constant in time, 

against the natural oscillations of the relative motion. As it can 

be observed in Eq. (26), maintaining a fixed separation in the 

radial direction is three times more expensive than a separation 

in across-track. This means that, for typical look angles of 

InSAR systems, the same orthogonal baseline is achieved from 

a separation in the across-track direction with a smaller effort 
in terms of velocity variation: 

Δ𝑣𝑟𝑒𝑙
𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙 = |𝑎𝑎𝑐𝑐,𝑥Δ𝑡| + |𝑎𝑎𝑐𝑐,𝑧Δ𝑡| (27)  

Note that the derivation presented in this paragraph is only a 

first estimate of the control effort. A more refined analysis is 

obtained by implementing the closed-loop control strategy. 

2) Closed-loop control strategy 

Following the semi-analytical procedure, we derived a 

numerical closed-loop control strategy for a more accurate 

assessment of the control effort. In this case, we included both 

the Earth's oblateness and the atmospheric drag perturbations in 

the equations of the dynamic. The control is described in the 

Cartesian frame as acceleration components 𝒂𝒂𝒄𝒄(𝑡)  =
 {𝑎𝑎𝑐𝑐,𝑥 , 𝑎𝑎𝑐𝑐,𝑦 , 𝑎𝑎𝑐𝑐,𝑧}(𝑡). To include the control effort in the 

ROEs state space representation of the dynamics [see Eq. (17)], 

the control matrix 𝑩̂𝒄 is introduced. Starting from the linearized 

equations of the dynamic, we get the following system: 

𝜹𝜶̇∗(𝑡) = 𝐀(t, t0)𝜹𝜶
∗(𝑡0) + 𝑩̂𝒄(𝑡, 𝑡0)𝒂𝒂𝒄𝒄(𝑡) (28)  

where 𝑩̂𝑐(𝑡) is the control matrix for the linearized equations 

of the relative motion [48]:  

𝑩̂𝒄(𝑡) =
1

𝑛 𝑎𝑐

[
 
 
 
 
 

0 2 0
−2 0 0
 sin 𝑢 2cos 𝑢 0

− cos𝑢 2 sin 𝑢 0
0 0 cos𝑢
0 0 sin 𝑢]

 
 
 
 
 

. (29)  

The control logic is based on the linear quadratic regulator 

(LQR) controller. The control aims to maintain the desired 

formation geometry, operating the system at the minimum cost. 

Linear quadratic controllers have been used in different works 

involving formation flying [49],[50], and the control logic is 

represented in Fig. 3. The guidance provides the reference 

trajectory, and the semi-analytical estimation of the control 

provides the nominal control profile. The initial conditions of 

the distributed system are propagated using the dynamical 

model in Eq. (28) to compute the actual state, including the 

contribution of the external perturbations. The error between 

the actual state and the guidance trajectory is computed at each 

time step. This control logic assumes that only the deputies 

perform manoeuvers to keep the guidance relative trajectory 

around the chief. The control error and the corresponding 

control action has been computed for each couple deputy 𝑗 – 

chief satellites. Hence, the optimal control is tailored for each 

single element of the formation. 

The error is used to design the optimal gains of the LQR 

controller, which provide the feedback control to the system 

dynamics. The aim of the LQR is to minimize the error between 

the actual 𝜹𝜶 and the reference state 𝜹𝜶𝑟𝑒𝑓: 

lim
𝑛→∞

𝜹𝜶 − 𝜹𝜶𝑟𝑒𝑓 = 0, (30)  

where the quantity 𝜹𝜶 − 𝜹𝜶𝑟𝑒𝑓 defines the error and it is equal 

to the variable 𝒙𝑒. Following the LQR theory, the optimal 

control acceleration 𝒂𝐿𝑄𝑅 = − 𝒌𝐿𝑄𝑅 𝒙𝒆 is based on the 

computation of the gain matrix 𝒌𝐿𝑄𝑅, via the minimization of 

the following quadratic cost function: 

𝐽 =
1

2
∫ (𝒙𝑒

𝑇𝑸 𝒙𝑒 + 𝒂𝒂𝒄𝒄
𝑡  𝑹 𝒂𝒂𝒄𝒄),

𝑡𝑓

𝑡0

 
(31)  

where the matrices 𝑸 and 𝑹 represent the state gain matrix and 

the control effort matrix, respectively. The matrix 𝑸 is 

symmetric and positive semi-definite, while 𝑹 is symmetric and 

positive definite.  

 
Fig. 3. LQR control logic for a single spacecraft. 
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Equation (31) represents the infinite-time LQR quadratic cost 

function, which provides different convergence durations 

depending on the selection of the control weights. The optimal 

feedback gain is provided by solving the Riccati equation, and 

it is given by: 

𝒂𝑎𝑐𝑐,𝐿𝑄𝑅(𝑡) =  −𝑹
−1𝑩̂𝑇𝑷𝑇  𝒙𝑒 +𝒂𝑎𝑐𝑐,𝑟𝑒𝑓 , (32)  

where the matrix 𝑃 comes from the solution of the Riccati 

equation: 

𝑷̇(𝑡) = −𝑷(𝑡)𝑨(𝑡) − 𝑨𝑻(𝑡)𝑷(𝑡) − 𝑸 +𝑷𝑩̂𝑹−1𝑩̂𝑇𝑷(𝑡) (33)  

The time dependence for the case under analysis only depends 

on the time variation of the plant matrix of the relative motion, 

which includes the effects of differential drag and mean 𝐽2. The 

matrices 𝑸 and 𝑹 were chosen after a parametric analysis and 

set equal to:  

𝑸 = 𝑑𝑖𝑎𝑔[1,1,1,1,5,5] 
𝑹 = 𝑑𝑖𝑎𝑔 [1,1,1]          

(34)  

We recover the velocity variation from the optimal controlon, 

corresponding to the reference trajectory maintenance, by 

multiplying the control acceleration components for the 

discretization time of the simulation 𝑑𝑡. Additionally, 

depending on the spacecraft mass, it is also possible to compute 

the corresponding thrust level as 𝐹𝑡 = 𝑎𝑎𝑐𝑐,𝐿𝑅𝑄𝑚𝑠𝑐, with 𝑚𝑠𝑐 

being the mass of the platform. This is fundamental to include 

the maximum acceleration that the thruster technology can 

provide as a limitation to the optimal thrust obtained with the 

LQR controller, and at the same time, the power demand of the 

electric engine.  

C. Optimal altitude analysis 

Fig. 4 shows the step-by-step procedure used to identify the 

optimal altitude condition for each 𝐵⊥/𝐻 ratio. First, we 

initialize the problem, then we perform the parametric 

simulation, considering the orbit altitude and the baseline-to-

altitude ratio as fundamental parameters. Finally, we compute 

the power required by the system, and we define which one is 

the optimal altitude condition to minimize the energy cost and 

keep the desired interferometric performance. 

 

1) Problem initialization 

During the initialization of the scenario, we select the input 

parameters for the SAR instrument. Concerning the carrier 

frequency 𝑓, we consider the exemplary case of Ka band (𝑓 =
35.75 GHz). The selection of the Ka band is based on the 

reduced penetration in the terrain of the electromagnetic wave 

and, at the same time, the opportunity to achieve good 

interferometric performance with small baselines (< 100 m), 

due to the dependence of the height of ambiguity on the 

wavelength. The former aspect is important for obtaining 

observations that are less affected by the penetration and 

therefore a more accurate DEM [1]. Still, the proposed 

approach is general and can be transferred or adapted to 

different frequency bands. Depending on the desired range 

resolution, the system or chirp bandwidth has to be selected. 

Similarly, the look angle 𝜃𝑙 influences the SAR performance 

and the orthogonal baseline computation. Then, we select the 

desired range and azimuth resolution for dimensioning the 

antenna. Additionally, we assume a system with the same 

posting, swath width, antenna length, and pulse repetition 

frequency (PRF). With a change in altitude, for example, a  

 
Fig. 4. Step-by-step procedure for the identification of the 

minimum altitude condition for each 𝐵⊥/𝐻 ratio. 

 

reduction, to map the same swath from a lower height, a 

proportionally narrower antenna with a lower gain is used, and 

the same NESZ is achieved with a lower peak and average 

transmit power. In parallel with the dimensioning of the SAR 

system, we initialize the distributed space system, setting the 

number of satellites 𝑁, and their physical properties (spacecraft 

mass 𝑚 and cross-sectional area 𝑆). These parameters influence 

the magnitude of the atmospheric drag on the spacecraft's 

dynamics.  

As described in Section II.C, we can identify two main 

common ranges for the 𝑆/𝑚 ratio: satellites with 𝑆/𝑚 in the 

order of 0.005 m2/kg and satellites with 𝑆/𝑚 in the order of 

0.025 m2/kg. The former is representative of some exemplary 

missions, such as the Swarm mission by ESA and TanDEM-X 

mission; the latter is for example representative of the SMOS 

mission by ESA. To minimize the differential effect of the 

atmospheric drag on the relative motion, we assumed that the 

𝑆/𝑚 is the same for all the satellites in the formation. As 

discussed in Sections I and II, we identify the following 

scenario. A multistatic system based on nested helix relative 

trajectories. The chief satellite is at the center (origin) of the 

formation. The deputies fly around the chief on relative helix 

trajectories, similar to TanDEM-X. A multistatic acquisition 

scenario is considered, where one of the satellites transmits the 

signal and at least two receive it. Note that the within the 

transmission plan, the transmission role can be exchanged 

among the satellites in the formation, keeping the mission 

flexible and balanced from energy consumption point of view. 

 

2) Parametric simulation 

A parametric simulation is carried out in terms of varying 

altitude 𝐻 and orthogonal baseline 𝐵⊥. Starting from the SAR 

parameters and the desired resolution, we identify the expected 

coherence, including the system and baseline decorrelations. 

The coherence 𝛾 is used for evaluating the standard deviation 

of the interferometric phase 𝜎𝜓, and consequently, the standard 

deviation of the interferometric height 𝜎ℎ. Fig. 5 represents the  
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Fig. 5. Height accuracy (90th percentile) 𝜎ℎ,𝑝90 for variable 

baseline over altitude ratio and coherence levels, with 52 looks. 

 

90th percentile of the interferometric height error, considering 

a SAR system with 𝑓 = 35.75 GHz, 𝐵𝑟 = 100 MHz, number 

of looks equal to 52 and 𝜃𝑙 = 35°. The figure shows how the 

height accuracy improves with higher 𝐵⊥/𝐻 ratios and higher 

coherence levels. Additionally, to maintain constant 

performance, one possibility is keeping a constant ratio 𝐵⊥/𝐻 

and a constant NESZ. Note that the accuracy of the DEM will 

also be constant if a specific posting is considered. The SAR 

instrument input power is computed with the procedure in 

Section II.B, as a function of the orbit altitude and the NESZ.    

Different orbit duty cycles, from 5% to 50% of one orbit period, 

were considered. In the computation of the instrument input 

power, we assume that the geometric decorrelation remains the 

same for a fixed baseline-to-altitude ratio. Consequently, we 

consider only the influence of the altitude on the instrument 

input power. The energy required per orbit 𝐸𝑑 by the SAR 

instrument is shown in Fig. 6 for an altitude range of 

(200, 1000) km. The energy demand increases with the 

altitude and the orbit duty cycle, as predicted in the model [see 

Eq. (9)]. Consequently, the instrument power demand would 

greatly benefit from a reduction in the orbit altitude for the same 

orbit duty cycle. However, the latter aspect is connected with 

the observation period of the SAR instrument over one orbit 

period, and, ideally, a higher orbit duty cycle allows for a larger 

data volume and better coverage of the imaged area. These two 

aspects should be balanced during the mission design. 

 

3) Parametric maps as a function of altitude and 

interferometric baseline 

Multiple maps have been generated to represent the delta-

velocity budget and the energy budget for the multistatic system 

to assess the combined impact of the control for formation 

maintenance and the energy required for transmission. Each 

map represents the optimal condition for the manoeuvering 

satellite in each chief-deputy couple. The performance maps are 

generated in terms of two parameters: the orbit altitude 𝐻, and 

the baseline-to-altitude ratio 𝐵⊥/𝐻, as depicted in Fig. 7. Note 

that the y-axis reports the value of the ratio between the 

orthogonal baseline and the altitude in terms of (m/km): for an 

altitude of 400 km and a ratio of 0.2 m/km, we obtain an 

orthogonal baseline of 80 m. When considering the case of 

nested helix orbit, the interferometric baselines coming from 

the maps represent the value of the baseline at the initial time 

step, and it varies in time due to the time evolution of the helix 

geometry. The approach followed in the analysis is as follows. 

First, the procedure evaluates the velocity variation required for 

one day to keep the formation configuration. The methodology 

described in Section III.B is used to compute the combined 

control effort for absolute orbit maintenance, as well as for 

perturbing effects correction of the relative trajectory with the 

closed-loop numerical simulator. Considering the scenario 

described in Section C.1), Fig. 8 shows the delta-velocity 

required to control the formation over one day. The Δ𝑣 is 

reported for each manoeuvering satellites, namely the deputy 𝑗.   

 
Fig. 6. Energy requirement (per orbit) of the SAR instrument 

for different orbit duty cycles and orbit altitudes.  

 
Fig. 7. Example of performance map for the representation of 

each performance index. 

 

 
Fig. 8. Daily velocity variation Δ𝑣 for absolute and relative 

orbit maintenance. Helix relative trajectory with 𝑆/𝑚 =
0.005 m2/kg (top) and 𝑆/𝑚 = 0.025 m2/kg (bottom).  
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The control cost Δ𝑣 is evaluated for two area-to-mass ratios 

𝑆/𝑚: 0.005 m2/kg (top graph) and 0.025 m2/kg (bottom 

graph). In addition, the minimum delta-v condition for each 

𝐵⊥/𝐻 ratio is represented by the yellow dotted line. As 

expected, higher 𝑆/𝑚 ratios are more affected by the 

atmospheric drag at lower altitudes. Moreover, we observe how 

the control effort increases for large baseline-to-altitude ratios 

and low altitudes (below 400 km), due to the higher 

atmospheric drag effect. For high orbit altitude, instead, the 

predominant contribution to the control is given by the 

formation maintenance, as the effect of the drag decreases 

almost exponentially with the altitude.  

After the generation of the maps in terms of delta-velocity, 

we are also interested in evaluating the energy required by the 

electric engine. From the knowledge of the control acceleration 

level needed by the controller and the satellite mass, the 

required acceleration poses a requirement for the thrust level 

that the electric engine should be able to guarantee 

continuously. Then, the engine input power is computed from 

the thrust level, the engine specific impulse and the engine 

efficiency. The resulting energy required per orbit by the 

electric engine is shown in Fig. 9, where we considered a 

satellite with a mass of 125 kg and a hall effect thruster with a 

specific impulse of 2500 s and an efficiency of 0.4. To account 

for the preliminary design of the propulsive system, we add a 

40% margin on the thrust level required by the controller. The 

maps in Fig. 9 exhibit a similar behavior to the delta-velocity 

maps, with higher requirements at lower altitudes, and a 

dependence on the 𝐵⊥/𝐻 ratio at higher altitudes. The third step 

in the procedure is the computation of the combined energy 

requirement, considering the contribution of the electric engine 

and the transmitting instruments for different values of the orbit 

duty cycle.  

The aim of the analysis is to identify the altitude that 

minimizes the energy demand. In this work, we do not assess 

the impact of the altitude on the energy used by other 

subsystems, as this is dependent on the specific scenario and 

would imply strong assumptions. Given the SAR instrument 

and the electric engine power requirements, we compute the 

combined energy demand per orbit for the system. First, 

increasing values of the orbit duty cycles for the SAR 

instrument have been considered: 5%, 15%, 25%, and 50%. 

Then, the combined energy per orbit is computed as: 

𝐸𝑠/𝑐 = 𝐸𝑑 + 𝐸𝑖𝑛, (35)  

where 𝐸𝑑 is the energy demand of the SAR instrument from Eq. 

(10), 𝐸𝑖𝑛 is the energy demand of the electric engine (from maps 

in Fig. 9). During this analysis, we assume a constant power 

demand over the altitude for the other subsystems of the  

 

 
Fig. 9. Energy (per orbit) required by the electric engine for 

absolute and relative orbit maintenance. Helix trajectory with: 

𝑆/𝑚 = 0.005 m2/kg (top), 𝑆/𝑚 = 0.025 m2/kg (bottom). 

 

spacecraft, e.g., the attitude control system, the onboard 

computer, etc., consequently, we have not included this term in 

the optimal altitude analysis.  

Fig. 10 shows the resulting maps for the energy demand per 

orbit 𝐸𝑠/𝑐 in kWh as function of the orbit altitude and the 

baseline-to-altitude ratio, for the case of a 125-kg satellite with 

𝑆/𝑚 = 0.005 m2/kg on a helix relative trajectory and a 

transmitting SAR for the four different orbit duty cycles. In the 

figures, the yellow dashed line represents the condition of 

minimum energy demand per orbit, for each 𝐵⊥/𝐻 value. As a 

result, for various baseline-to-altitude ratios, we can identify the 

optimal orbit altitude condition, which depends on the orbit 

duty cycle 𝜁𝑜𝑟𝑏𝑖𝑡. As expected, a lower orbit duty cycle results 

in a lower contribution of the energy demand of the SAR 

instrument, resulting in a higher optimal altitude, with the 

solution driven by the energy demand of the engine. On the 

other hand, a higher duty cycle (i.e. 𝜁𝑜𝑟𝑏𝑖𝑡 = 25% or 50%) 

results in a higher impact of the SAR instrument on the energy 

per orbit, specifically, increasing the demand at higher altitudes. 

Consequently, the optimal orbit altitude is lower for higher 

𝜂𝑆𝐴𝑅. For example, we consider the case of a 400 m orthogonal 

a) Case 𝜁𝑜𝑟𝑏𝑖𝑡 = 5%      b) Case 𝜁𝑜𝑟𝑏𝑖𝑡 = 15%  c) Case 𝜁𝑜𝑟𝑏𝑖𝑡 = 25%       d) Case 𝜁𝑜𝑟𝑏𝑖𝑡 = 50% 

Fig. 10. Total energy demand per orbit, considering a 125-kg satellite on a helix trajectory with 𝑆/𝑚 = 0.005 m2/kg and a transmitting 

SAR instrument. 
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baseline for an orbit altitude of 500 km (similar to the TanDEM-

X case), obtaining a 𝐵⊥/𝐻 ratio of 0.8 m/km. Recall that 

the 𝐵⊥/𝐻 is intended as the ratio computed at the initial 

condition for 𝑢 = 0. For a short orbit duty cycle (as for the case 

of 5% and 15%), the baseline can be considered quasi constant 

even for a helix configuration. On the other hand, for the case 

of higher orbit duty cycle, the baseline cannot be considered 

constant anymore, and the value of 𝐵⊥/𝐻 is used for the 

formation initialization. Additionally, from the graphs in  Fig. 

10, we can identify the corresponding required energy per orbit 

for this condition. Specifically, we observe that the optimal 

orbit altitude for a 𝐵⊥/𝐻 ratio of 0.8 m/km is always lower than 

the selected 500 km for TanDEM-X case, and we can compute 

the corresponding minimum energy, keeping the same 𝐵⊥/𝐻 

and reducing the orbit altitude to the optimal one (𝐻𝑜𝑝𝑡). To 

better visualize such considerations, Fig. 11 provides the cuts 

of the energy per orbit for 𝐵⊥/𝐻 = 0.8 m/km. Specifically, the 
two contributions from the transmission of the SAR instrument 

and the electric engine are shown, together with the required 

total energy per orbit for different orbit duty cycles (as in Fig. 

10). From these plots, we can clearly see how the main 

contribution at lower altitudes is caused by the energy required 

by the electric engine to keep the orbit altitude and the 

formation geometry. This contribution depends exclusively on 

the orbit altitude and the a 𝐵⊥/𝐻 ratio, while it is independent 

from the orbit duty cycle. On the other hand, the contribution 

due to the SAR instrument increases at higher altitudes and 

higher duty cycles, while it is independent of the 𝐵⊥/𝐻 ratio. 

We observe how at higher altitudes, the contribution of the SAR 

instruments becomes predominant compared to the electric 

engine requirement for higher duty cycles, as in Fig. 11 c) and 

d), causing the shift of the optimal condition towards a lower 

orbital altitude. Summing up these two contributions, we obtain 

the total energy required per orbit (see the black line in the 

graphs of Fig. 11). The optimal condition is identified by the 

minimum of the total energy per orbit: it is achieved for lower 

orbit altitudes as the orbit duty cycle increases, going from 

about 380 km at 𝜁𝑜𝑟𝑏𝑖𝑡  = 5% to about 306 km for 𝜁𝑜𝑟𝑏𝑖𝑡 =50%.  

The results of these considerations are reported in Table III, 

which shows the optimal altitude for the selected baseline-to-

altitude ratio, the energy per orbit at 500 km, and the energy per 

orbit at the optimal altitude. We can observe an improvement 

from 5% to 15% of the energy per orbit, moving the optimal 

orbit altitude. As expected, the larger improvement corresponds 

to a larger duty cycle 𝜁𝑜𝑟𝑏𝑖𝑡, and therefore, this analysis is more 

beneficial for a mission design where the satellite should 

transmit for a larger fraction of the orbit. In addition, the 

optimal orbit altitude to minimize the propellant consumption 

is reported as well: we observe that this value is about 409 km 

for the case under analysis and corresponds to a higher altitude 

compared to the results of the energy analysis. Consequently, it 

is important to recall that going in the direction of lower orbit 

altitude improves the energy demand per orbit, but, at the same 

time, it results in a non-optimal solution from the formation 

maintenance point of view, requiring more propellant to control 

the formation.  

Both considerations should be accounted for during the design 

of a mission scenario, and a trade-off must be performed to 

assess the feasibility of selecting lower orbital altitudes. For 

example, for the scenario described in Table III, selecting the 

optimal altitudes from the energy analysis corresponds to an 

increase in the delta-velocity budget of 10% for the case of 𝜂𝑆𝐴𝑅 

of 5%, and up to 60% for the case of 𝜁𝑜𝑟𝑏𝑖𝑡 of 50%. This aspect 

must be carefully considered during the mission design. 

Similar considerations are valid for the case of 𝑆/𝑚 =
0.025 m2/kg. For simplicity, only the case with 𝜁𝑜𝑟𝑏𝑖𝑡 = 25% 

has been reported in Fig. 12. Comparing the value to the case in 

Fig. 10 c), first we observe an increase of the energy per orbit 

at the same orbit altitudes, and at the same time an increase in 

the optimal altitude 𝐻𝑜𝑝𝑡 (see the yellow dashed line). As shown 

in Fig. 8, an increase in the optimal altitude is also present in 

the delta-velocity analysis. This behavior is caused by the larger 

area-to-mass ratio, which impacts mainly the control effort at 

lower orbital altitudes. The larger 𝑆/𝑚 ratio, results in a higher 

 

TABLE III 

COMPARISON OF THE REQUIRED ENERGY PER ORBIT AT 

500 𝑘𝑚 AND 𝐻𝑜𝑝𝑡  ALTITUDES, FOR THE CASE 𝐵⊥/𝐻 =

0.8 𝑚/𝑘𝑚 AND 𝑆/𝑚 = 0.005 𝑚2/𝑘𝑔. 

Parameter Case 

Duty Cycle 𝜁𝑜𝑟𝑏𝑖𝑡 (-) 5% 15% 25% 50% 

Optimal altitude from delta-v 

maps in Fig. 8 (km) 
409 

Optimal altitude from energy 

maps in Fig. 12 (km) 
380 360 320 306 

Energy per orbit at 500 km 

(kWh) 
0.42 1.1 1.6 3.1 

Minimum energy per orbit at 

𝐻𝑜𝑝𝑡 (kWh) 
0.33 0.74 1.09 1.97 

Improvement of energy per 

orbit from 500 km to 𝐻𝑜𝑝𝑡 
20% 31% 32% 38% 

a) Case 𝜂
𝑆𝐴𝑅

= 5%          b) Case 𝜂
𝑆𝐴𝑅

= 15%          c) Case 𝜂
𝑆𝐴𝑅

= 25%                   d) Case 𝜂
𝑆𝐴𝑅

= 50% 

Fig. 11. Contribution to the total energy demand per orbit for the case 𝐵⊥/𝐻 = 0.8 m/km, considering a 125-kg satellite on a helix 

trajectory with 𝑆/𝑚 = 0.005 m2/kg and a transmitting SAR instrument.  
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Δ𝑣 budget at lower altitudes: for the case of 𝑆/𝑚 =
0.025 m2/kg, the altitude to obtain a minimum delta-v 

condition is about 518 km, in contrast to the 409 km of  𝑆/𝑚 =
0.005 m2/kg. Similarly, the optimal altitude from the energy 

analysis increases from 320 km to 408 km, respectively. 

A similar behavior would be observed for other orbit duty 

cycles. This is an important result, as for the scenarios under 

analysis, we demonstrated that the altitude to get minimum 

energy demand per orbit can be below the 500 km altitude when 

in combination with smaller 𝑆/𝑚 ratios. This analysis can open 

to new application at very low Earth orbits, considering a 

mission design that combines both SAR instrument and 

formation control considerations. The selection of minimum 

energy conditions is critical to optimize the satellite's battery 

and solar panel design, which influences not only the wet mass 

at launch, but also the attitude control and the propulsion system 

design. 

Additionally, we performed a more extensive analysis to 

assess the impact of larger values of 𝐵⊥/𝐻. Specifically, 

starting from the analysis in Fig. 12, we examined the impact of 

doubling or tripling the baseline on the minimum energy curve. 

By keeping a constant altitude, this procedure allows us to 

consider the effect of larger baselines on the system 

performance. Larger baselines can be associated with longer 

wavelengths: for example, a factor of three starting from Ka-

band is representative of SAR operations in X-band. The results 

are reported in Fig. 13, which depicts the conditions of 𝐵⊥/𝐻 

equal to [0.8, 1.6,2.4] m/km for an orbit duty cycle of 15%. As 

the baseline increases, to keep similar performance at longer 

wavelengths, the power demand per orbit is higher and, 

therefore, it is even more important to reduce the orbit altitude. 

 

 
Fig. 12. Total energy per orbit, with a 125-kg satellite on a helix 

trajectory with 𝑆/𝑚 = 0.025 m2/kg and a transmitting SAR. 

 
Fig. 13. Energy demand per orbit for three different values of 

𝐵⊥/𝐻 ratios, considering a 125-kg satellite on a helix trajectory 

with 𝑆/𝑚 = 0.005 m2/kg and a transmitting SAR instrument.   

Such consideration makes the proposed analysis even more 

relevant for frequency bands lower than the considered Ka 

band, where larger baselines are required to achieve the same 

height of ambiguity. 

IV. RESULTS AND DISCUSSION 

This section presents some design examples for the 

methodology described in Section III, which provides a 

criterion for identifying the optimal orbit altitude to minimize 

the energy requirement and delta-velocity budget for a 

multistatic SAR system. Each map in Section III can be 

obtained for different mission configurations. Specifically, we 

investigate the feasibility of different formation configurations, 

including the possibility of fixed-baseline, analyzing two 

different scenarios:  

1. Design example 1: Multistatic SAR system with three 

satellites in a nested helix configuration. 

2. Design example 2: Same as in 1., with an additional 

analysis to estimate the impact of a fixed-baseline 

configuration, in combination with the helix one. 

The concept of fixed baseline has already been studied in the 

literature [26], and shows potential improvements in SAR 

performance. Specifically, it removes the baseline variation in 

time of the helix configuration, as in TanDEM-X. The concept 

of maintaining the baseline constant during the satellite motion 

is enhanced by the possibility of implementing a continuous 

thrust with electric engines to compensate for the natural 

oscillation in the across-track direction of the relative motion. 

A similar concept for passive L-band interferometry was 

proposed in [51], where a triangular formation of three satellites 

was exploited to increase the virtual aperture of a passive 

interferometer. In this work, we address the possibility of 

including short-time, fixed-baseline operation in combination 

with the baseline helix operation, to assess the impact on the 

delta-velocity budget and the optimal altitude selection.  

A. Design example I: Three satellites in helix configuration 

The first design example considers a multistatic SAR system 

with three satellites in a nested helix configuration. Some 

studies in this direction were conducted in [18][52] to evaluate 

the performance of multiple baselines in a single-pass 

configuration. The parameters of the design example are shown 

in Table IV. The system operates in Ka band, with three 

identical platforms: one primary satellite and two secondary 

ones. The two secondary satellites are characterized by 

baseline-to-altitude ratios of 0.4 m/km and 0.1 m/km, 

respectively, starting from the outcomes of [52]. The geometry 

of this first design example is shown in Fig. 14. The helicoidal 

behavior is represented around the primary satellite as a 

function of orbit position in time, for two orbital periods. The 

nested helix configuration is shown for the value of the 

perpendicular baseline at 460 km of altitude: 172 m and 43 m, 

respectively. The graph also represents the projection in the 

radial and across-track direction. This configuration is similar 

to the one described in [52], where the benefit of a third satellite 

in the helix configuration was analyzed to improve the final 

interferogram. Specifically, this geometry generates two main 

baselines between the secondaries and the primary satellite, and 

one additional baseline between the two secondaries. The time 
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evolution of these three perpendicular baselines is shown in Fig. 

15, where the latter is denoted as the medium baseline. We can 

observe that the perpendicular baseline generated by a helix 

configuration varies in time due to the nature of the relative 

dynamics. Using the maps in Fig. 8 and Fig.10, we obtain the 

optimal altitude that minimizes the delta-v budget and the 

energy consumption for the secondary satellite. Note that we 

are considering the performance of the two secondaries with 

respect to the primary satellite.  

The achieved DEM has a height accuracy (90th percentile) 

of 35 cm, considering 52 looks and a coherence level of 0.8, as 

shown in Fig. 5. The corresponding optimal altitude for the first 

deputy of 360 km minimizes the energy demand to 765 Wh. On 

the other hand, the delta-v is minimized for an orbit altitude of 

465 km, with a daily delta-v of 0.4 m/s. Reducing the orbit 

altitude to 360 km from the energy analysis causes an increase 

in the delta-v of a factor of 1.5.  

 

TABLE IV 

SYSTEM PARAMETERS FOR THE DESIGN EXAMPLE 1 

Central Frequency (GHz) 35.5  

Bandwidth (MHz) 100  

Number of looks 52 

Coherence  0.8 

Satellites 𝑆/𝑚 ratio (m2/kg) 0.005 

Deputy 1 𝐵⊥/𝐻 ratio at 𝑢 = 0 (m/km) 0.4 

Deputy 2 𝐵⊥/𝐻 ratio at 𝑢 = 0 (m/km) 0.1 

Orbit duty cycle 𝜁𝑜𝑟𝑏𝑖𝑡 15% 

 

 
Fig. 14. Design example 1: Multi-baseline three satellite 

formation in nested helix configuration. 

 

 
Fig. 15. Design example 1: Time evolution of the perpendicular 

baselines. 

The corresponding optimal altitude and energy demand of the 

second deputy are similar to the values obtained for the primary 

spacecraft: 360 km and 750 Wh, respectively. As for the 

previous case, the optimal altitude that minimizes the delta-v is 

higher, corresponding to 519 km. For this second case, reducing 

the optimal orbit altitude to 360 km causes an increase in the 

delta-v of a factor of 2.  

This result demonstrated that, for both secondary satellites, 

we obtain the same optimal orbit altitude, i.e., 360 km, which 

minimizes the energy consumption, but a different orbit altitude 

that minimizes the delta-v budget, requiring a proper trade-off 

of the final geometry selection. Specifically, depending on the 

specific scenario, the minimization of the delta-v might be more 

significant than the minimization of the energy demand, or vice 

versa. The maps in Fig. 8 and Fig. 10 provide a preliminary 

guideline for the initial stage of the mission design, suggesting 

that an investigation of orbit altitude below 500 km might be 

beneficial for the trade-off analysis. However, from an 

operational point of view, maintaining an orbit altitude below 

500 km brings the challenge of more frequent maneuvers to 

compensate for the atmospheric drag. Such aspects must be 

considered during the design of the mission. As explained in 

Section I, keeping the baseline fixed can improve the current 

performance of the XTI-SAR. For this reason, section IV.B 

focuses on the possibility of introducing a fixed-baseline 

configuration during mission operations.    

B. Design example 2: Impact of fixed baseline configuration 

The second design example considers the same parameters 

as Table IV and evaluates the impact on the mission design of 

a fixed-baseline configuration. As demonstrated in [26], the 

delta-velocity budget to keep a constant baseline increases 

proportionally with the spacecraft separation. The analysis in 

[26] shows how a feasible delta-velocity budget can be obtained 

from the mission design point of view with baseline-to-altitude 

ratios below 0.2 m/km. For this reason, this section analyses 

two possible scenarios: keeping the same 𝐵⊥/𝐻 ratios of Table 

IV, and scaling down the ratio to get 𝐵⊥/𝐻 < 0.2 m/km.  

First, using the same procedure of section IV.B, we compute 

the maps for the fixed-baseline configuration. Fig. 16 and Fig. 

17 provide the delta-velocity budgets and the total energy 

demand, considering the maintenance of parallel tracks. 

Comparing the results with section IV.B, we observe that the 

daily delta velocity budget increases to a maximum of 120 

m/s/day for high altitude and large 𝐵⊥/𝐻, as expected. 

Additionally, we identify a significant increase in the energy 

demand, up to 18 kWh. Only considering a 𝐵⊥/𝐻 < 0.2 m/km, 

provides lower delta-velocity and energy budgets. Considering 

the initial conditions of Table IV, we imposed a forced 

dynamical evolution to keep parallel relative tracks. 

Specifically, the relative orbital position in the across-track is 

kept constant in time, thanks to a continuous thrust, as in [26]. 

The secondary satellites 1 and 2 produce a large and small 

orthogonal baseline with the primary satellite, and a combined 

medium baseline between them. This allows the generation of 

multi-baseline interferograms for the accurate DEM [52]. To 

analyze the effect of including a short fixed-baseline phase for 

a space mission in combination with helix configuration, we 

compare the daily delta-v and the energy demand per orbit, 
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considering the 1 day of SAR image acquisition, with one 

primary satellite and two secondaries. We also assume all the 

satellites to have the same mass and SAR instrument on 

board.The mission is initialized with a baseline-to-altitude ratio 

of 0.4 m/km and 0.1 m/km for each secondary. We analyze the 

spacecraft budgets under the following scenarios:  

a. Nested helix relative trajectories (see Fig. 14); 

b. Fixed-baseline acquisition under parallel relative tracks. 

Table V shows the results for the baseline-to-altitude ratio of 

0.4 m/km and 0.1 m/km. For case a), under nested helix relative 

trajectories, the results are the same as the design example I, 

and were already discussed in Section IV.A. Considering a 

fixed-baseline configuration for case b) for a short time causes 

a change in the mean budgets in terms of delta velocity and 

energy demand. Specifically, we assumed the same baseline-to-

altitude ratio as for the helix case. As shown in Fig. 17, each 

value of 𝐵⊥/𝐻 corresponds to an optimal altitude, different 

from the optimal condition of the helix configuration. The 

results are shown in Table V. First, we distinguished between 

the optimal altitude condition from the delta-v analysis and the 

one related to the energy per orbit. For scenarios a) and b), the 

optimal altitude for minimizing the energy consumption is 

lower than the optimal altitude for minimizing the delta-v. 

Additionally, we can observe how the optimal altitude for the 

fixed-baseline acquisition is always lower than the suggested 

one for the helix case. 

 

 
Fig. 16. Control effort in terms of daily velocity variation Δ𝑣 

for absolute and relative orbit maintenance. Fixed-baseline 

relative trajectory with 𝑆/𝑚 = 0.005 m2/kg. 

 
Fig. 17. Total energy per orbit, considering a 125-kg satellite on 

a fixed-baseline trajectory with 𝑆/𝑚 = 0.005 𝑚2/𝑘𝑔 and a 

transmitting SAR instrument. 

 

TABLE V 

VELOCITY AND ENERGY BUDGET FOR DESIGN EXAMPLE 2 

Deputy s/c 1  s/c 2  

Case a) 

helix 

b) 

fixed 

a) 

helix 

b) 

fixed  

𝐵⊥/𝐻 (m/km) 0.4 0.4 0.1 0.1 

Optimal altitude for minimum energy consumption 

𝐻𝑜𝑝𝑡 (km) 360 260 360 300 

min 𝐸𝑠/𝑐 (kWh) 0.75 2.52 0.70 1.31 

Optimal altitude for minimum delta-v  

𝐻𝑜𝑝𝑡 (km) 465 304 520 360 

min Δ𝑣 (m/s/day) 0.45 18.5 0.12 5.1 

Trade-off selected altitude 

𝐻𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑  (km) 400 

Δ𝑣 (m/s/day) 0.5 20.4 0.3 5.5 

𝐸𝑠/𝑐 (kWh) 0.81 3.30 0.78 1.58 

 

Furthermore, considering a mission design with a more 

extended acquisition phase in nested helix configuration (case 

a), we consider the possibility of adding a short phase with 

fixed-baseline acquisition, considering the following rationale. 

First, multiple days are scheduled with a nested helix 

configuration. As the baseline varies in time, the accuracy of 

the acquisition is affected by such behavior. Then, the 

formation is reconfigured in the fixed-baseline configuration, 

and interferometric acquisitions are performed for multiple 

orbital revolutions to improve the accuracy for selected regions 

of the Earth's surface. Considering a mission scenario where the 

main formation configuration is based on nested helixes, the 

higher delta-v and energy budgets for the short fixed-baseline 

configuration should be considered during the mission design. 

Concerning the delta-velocity budget, the impact on the mission 

design should be minimized, reducing the frequency of the 

fixed-baseline phases. To assess the feasibility of such an 

approach, a trade-off analysis is performed to select a 

suboptimal orbit altitude that accommodates both the 

requirements of the two different formation configurations and 

the minimum velocity and energy budgets.  The results of this 

analysis are reported in Table V, selecting a suboptimal altitude 

of 400 km for the three-satellite system. For example, we 

consider the values in Table V for the trade-off altitude. 

Considering a frequency of observation under a fixed-baseline 

configuration for one day per month, the system design should 

consider the following increase on the monthly delta-v budget: 

• For deputy 1, the monthly delta-v increases from 15 m/s to 

35 m/s, corresponding to an increase of a factor of 2; 

• For deputy 2, the monthly delta-v increases from 9 m/s to 

14 m/s, corresponding to an increase of a factor of 1.5. 

Similarly, the energy demand per orbit during configuration b) 

increases of a factor of 4 and 2 compared to the energy demand 

for phase a), for deputy 1 and 2, respectively. During the design 

of the mission, it is essential to assess if the onboard batteries 

can cover this increase in energy demand, or if larger batteries 

or solar panels must be considered within the system design.  

An additional consideration must be done on the trade-off 

altitude in Table V. The trade-off altitude was selected to 

minimize the worsening of both energy demand and delta-v 
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budget, with a priority given to Δv due to its direct impact on 

propellant mass and mission duration. In contrast, increased 

energy demand can be more flexibly managed through 

temporary enhancements in power availability (e.g., solar 

panels and batteries) during specific operational windows. As a 

result, the trade-off altitude is selected so that the increase in 

delta-v for the fixed baseline configuration (case (b)) is limited 

to 10%; while the worsening in the energy demand is limited to 

30%. These thresholds reflect a balanced compromise and can 

be adapted depending on the mission architecture and 

subsystem constraints. From Table V, we can observe how for 

satellite 1, the energy demand increases of about 20% to 30% 

for both cases a) and b) at an altitude of 400 km. Similarly, for 

satellite 2, the increase is about 10% to 20%. For this case, the 

impact of a short phase in a fixed-baseline configuration is 

lower than for the cases with larger 𝐵⊥/𝐻. We can also observe 

that the suboptimal orbit altitude, resulting from the trade-off 

selection, is between the optimal conditions of helix and fixed-

baseline. This difference may be considered in a future design 

study to optimize the mission design further. Furthermore, the 

suboptimal altitude is lower than the typical orbital altitudes for 

SAR missions (around 500 km), especially when the fixed 

baseline acquisition phase is introduced, suggesting that a lower 

orbit altitude could be investigated depending on the 

application and the mission scenario.  

This aspect appears particularly attractive for small 𝐵⊥/𝐻  
ratios (< 0.1), as such condition guarantees a similar 

requirement from the energy point of view as shown in Table 

VI. Considering a ratio of 0.05 and 0.02, a 10% increase is 

observed in the energy demand per orbit, resulting in a small 

impact on the design of the power subsystem. For example, the 

subsystem margins during the design of the power systems are 

typically set to 30%: the 10% increase observed in Table VI 

could therefore be covered by the system margins. On the other 

hand, considering the solution for the minimum delta-v, we 

compute the delta-v required by the formation over one month 

of operation. Similar to the previous analysis, we compared the 

delta-v considering 30 days of helix configuration, and, as the 

second solution, we added a total of 1 day in the fixed helix 

configuration. The delta-v sees an increase of a factor of 2.5 and 

1.4 for the cases of 0.05 and 0.02, respectively. Note that 

considering such small 𝐵⊥/𝐻 ratios, results in short baselines 

of few tens of meters especially at low orbit altitude. As 

demonstrated in recent ESA study, TriHex, the feasibility of a 

formation with short intersatellite distance in the range of 5 to 

10 m is mainly limited by the precision of the relative 

navigation and control system. Sub-millimiter accuracy in the 

relative navigation was demonstrated by PROBA-3 mission 

[53]; while the VISOR study demonstrate the capability of a 6U 

CubeSat to keep the on-board autonomous navigation error in 

the relative position below 1 cm level [54].   

A final consideration on the corresponding propellant mass 

has been carried out. Specifically, without loosing generality, 

we have considered an electric engine with a specific impulse 

of in the order of 2000 sec, in line with the currently available 

hall thrust engines for small satellites. Considering the delta-v 

required by helix and fixed configuration with 𝐵⊥/𝐻 in Table 

VI, the corresponding mass of propellant for one day of 

formation maintenance corresponds to about 0.4 g and 8.5 g per 

day, for the helix and the fixed configuration respectively. We 

can observe how the propellant required by the fixed 

configuration is higher, as expected, but its feasibility must be 

assessed depending on the mission selection.  

 

TABLE VI 

VELOCITY AND ENERGY BUDGET FOR SMALL BASELINE-TO-

ALTITUDE RATIOS. 

Case helix fixed helix fixed 

𝐵⊥/𝐻 (m/km) 0.05 0.05 0.02 0.02 

Optimal altitude for minimum energy consumption 

𝐻𝑜𝑝𝑡 (km) 360 320 360 346 

min 𝐸𝑠/𝑐 (kWh) 0.78 0.95 0.73 0.80 

Optimal altitude for minimum delta-v  

𝐻𝑜𝑝𝑡 (km) 690 410 780 480 

min Δ𝑣 (m/s/day) 0.06 2.8 0.05 1.2 

V. CONCLUSION 

A procedure to evaluate the optimal orbit altitude for a 

formation of two or more satellites was proposed to provide a 

criterion for the geometry and altitude selection of single-pass 

(multi-baseline) SAR interferometry for DEM generation. This 

approach derives a model based on important parameters that 

can be used to assess and optimize the performance and the cost 

of a space mission in SAR, such as the height accuracy, the 

delta-velocity budget, and the energy demand per orbit cycle. 

Two configurations were analyzed: the multiple helix 

geometry, similar to TanDEM-X, and the fixed-baseline 

condition. The first one provides promising results, showing 

how a lower altitude than the one commonly used for SAR 

missions can be selected to minimize energy consumption. 

Many current and past missions are launched at about 500 km 

altitude or higher. In comparison, some potential benefits could 

be achieved with altitudes around 400 km, when including the 

power demand of the SAR instrument and the control effort to 

keep the absolute orbit and the relative trajectory, especially as 

the orbit duty cycle increases.  

For formations with a fixed baseline, a higher control effort is 

generally required due to the nature of the continuous thrust to 

compensate for the natural oscillations of the relative motion. 

However, for short baselines, we demonstrated that a mission 

based on helix geometry could include an operational phase, up 

to a few days per month, with fixed-baseline maintenance 

without impacting the spacecraft design and configuration. For 

a short 𝐵⊥/𝐻 ratio (e.g., 0.05 m/km and 0.02 m/km), the energy 

demand per orbit (Wh) increases by less than 10% for the fixed 

baseline phase. Additionally, a fixed baseline configuration can 

improve the SAR interferometric performance compared to the 

time-variable helix baseline, especially for high-frequency 

bands (e.g., Ka band), where shorter baselines are required to 

achieve a given height of ambiguity. The model proposed in this 

work can also be exploited for different formation 

configurations for fixed-baseline realization or CubeSat-size 

platforms with SAR instruments. This work therefore makes a 

relevant contribution to future single-pass spaceborne 

interferometric missions based on formations of satellites for 

high-quality DEM generation.   
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