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Abstract

The impact of the lower boundary condition for potential temperature is investigated in
idealized large-eddy simulations of the stable boundary layer. The numerical simulations
are conducted by the flow solver EULAG (Eulerian/semi-Lagrangian fluid solver) using
a non-linear forward-in-time advection scheme. While focusing on the moderately stable
inter-comparison case GABLS1 of the GEWEX Atmospheric Boundary Layer Study ini-
tiative as a benchmark, the simulations are performed with a lower potential-temperature
boundary condition prescribed by a surface heat flux rather than the more commonly ap-
plied time-dependent surface temperature. A negative surface heat flux increasing in mag-
nitude with time successfully reproduces the benchmark results, whereas, a constant sur-
face heat flux leads to temperature decoupling, a shallower boundary layer and a weaker
low-level jet. In addition, the sensitivity of the results towards three subgrid-scale models
(Deardorff-Schumann, Anisotropy, Nonlinear Backscatter) and various grid resolutions
(12.5 m - 2 m) is analyzed. A crucial factor is the amount of the vertical turbulent transport
in the numerical model, which is significantly influenced by the applied advection scheme
and the SGS model. Further, the selected SGS model influences the energy spectrum by
affecting the spatial range of eddy sizes.

Keywords Grid sensitivity - Large-eddy simulation - Stable boundary layer - Subgrid-
scale model - Surface heat flux

1 Introduction

With the transition from the convective boundary layer during daytime to the stable bound-
ary layer (SBL) at night, surface cooling leads to a rapid reduction of vertical mixing,
assuming calm winds and no large geostrophic forcings. As a result, turbulence in the SBL
is typically weak and anisotropic (Mahrt 2014). Further characteristics of the SBL are an
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increase in potential temperature with height; a change in wind direction with altitude (wind
veer) due to the predominance of the Coriolis force (Ekman spiral); and a super-geostrophic
wind speed in the upper part of the boundary layer, called low-level jet (LLJ) (Stull 1988;
Shapiro and Fedorovich 2010). Commonly, the SBL is subdivided into the weakly (or mod-
erately) stable regime (wSBL) with continuous turbulence and a well-defined boundary
layer height and the very stable regime (vSBL) with strong stratification and weak, intermit-
tent turbulence (Mahrt 2014).

Idealized numerical simulations of the turbulent flow and the temporal evolution of the
temperature field provide a valuable contribution to enhance our understanding of the com-
plex interplay among these various SBL phenomena. In idealized simulations, these fields
are undisturbed by mesoscale influences which facilitates parameter studies, as causes and
effects of parameter changes are easily discernible.

The spatial and temporal scales of the simulation should be selected to adequately
resolve turbulence, while maintaining reasonable computational cost and time. Large-eddy
simulations (LESs) are a suitable approach here, as they resolve the energy-containing tur-
bulent eddies in the atmospheric boundary layer via the filtered Navier—Stokes equation for
momentum and the equation for potential temperature, density and other scalar quantities
(“governing equations”). Turbulent eddies larger than the filter size A are directly resolved,
whereas the subgrid-scale (SGS) model parametrizes turbulence with a characteristic length
scale smaller than A. Here, the governing equations are resolved using the finite-difference
fluid solver EULAG (Eulerian/semi-Lagrangian fluid solver, Prusa et al. 2008).

The small-scale and weak turbulent kinetic energy (7KE) under stable conditions (com-
pared to neutral or convective cases) leads to heightened sensitivity of numerous factors.
This includes surface boundary conditions for wind and potential temperature, the utilized
solver and numerical settings like grid size, the advection scheme and the SGS model. Even
when applying the same initial and boundary conditions in different models, results may
vary quite significantly, as visible in a major inter-comparison of wSBL-LES by the first
GABLS (GEWEX Atmospheric Boundary Layer Study) initiative in Beare et al. (2006)
(from here on GABLSI). A detailed description of initial and boundary conditions for
GABLSI is given below in Sect. 2.4 and in Beare et al. (2006).

GABLSI has served as a benchmark of a moderately SBL for numerous subsequent
publications. A short review of some is given below. In this study, we focus on the following
topics, where we see a requirement for further investigations:

(a) The influence of different surface heat flux boundary conditions (hfbcs) on the simula-
tion results,

(b) The sensitivity of the hfbc towards the SGS model and

(c) The sensitivity of the hfbc towards the grid size.

(a) What effect do different hfbcs have on the simulated weakly stable boundary layer?

All participants of GABLS]1 use the prescription of a constant cooling rate (i.e. linear
decrease of surface temperature with time) as a lower boundary condition, i.e., a a cooling
rate boundary condition (crbc) for potential temperature (Beare et al. 2006). Also subse-
quent publications referencing GABLS1 apply this crbe (e.g., Sullivan et al. 2016; Maronga
and Li 2021; Maroneze et al. 2023). Typically, a larger cooling rate leads to a shallower SBL
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height associated with a decrease of the height of the LLJ and a reduction of the TKE at all
heights (Sullivan et al. 2016).

An alternative to defining the surface temperature over time is the prescription of a sur-
face heat flux. When prescribing the lower boundary condition in this manner, the surface
temperature becomes a dynamic variable and its temporal evolution is subject to turbulent
forcings. To our knowledge, only Jiménez and Cuxart (2005) and Zhou and Chow (2011)
apply a heat flux as a lower boundary condition for potential temperature in nighttime situa-
tions. Both studies set a constant or step-wise constant surface heat flux with time. However,
it remains unclear how in detail the surface temperature evolves over time given this hfbc.
To study this evolution, we set up the GABLS1 benchmark with both a constant and time-
dependent surface heat flux.

In general, the lower boundary condition is a crucial issue in all atmospheric models: the
effect of friction at the surface has to be parameterized, as it determines the heat transfer
via the surface, influencing the lowest layer attached to the surface, which is typically not
resolved in LES models. Almost all flow solvers, including (Jiménez and Cuxart 2005)
and Zhou and Chow (2011), apply a constant flux layer to treat the roughness sub-layer in
the model, using Monin-Obukhov Similarity Theory (MOST). As far as we are aware, the
model EULAG developed by Smolarkiewicz and Margolin (1997) and the model used by
Epifanio (2007) are the only ones where the drag coefficient is specified via the bulk formula
as an empirical constant and the application of a constant flux layer is omitted. The influ-
ence of the type of lower boundary condition in the weakly stable GABLSI1 case is currently
under investigation in EULAG by Englberger et al. (2026). Both the approach using MOST
and the direct specification of the drag coefficient can be applied equivalently. Here, we
focus specifically on the hfbc.

Accordingly, EULAG offers a suitable testbed to investigate the impact of different hfbcs
for potential temperature instead of applying a crbc (in conjunction with an empirical con-
stant for the parameterization of the surface drag) for the GABLS1 benchmark case.

(b) How sensitive are the simulated SBL characteristics to different SGS parameter-
izations when a hfbc is applied?

Turbulence smaller than the filter width A is represented in LESs by the SGS model. The
SBL is characterized by weak turbulence in comparison to the convective boundary layer
(Stull 1988). Consequently, the small intensity and size of turbulent eddies leads to a major
impact of the SGS parametrization, which therefore significantly influences the shape of the
mean wind and temperature profiles, especially close to the surface. As an example, ideal-
ized LESs by Pefia et al. (2021) show that eggg/e (the ratio of SGS TKE to total TKE) of
the SBL can be more than twice as large compared to convective or neutral cases near the
surface. The impact of the SGS model can be reduced by decreasing the filter size A since
smaller eddies can then be resolved directly. But even for SBL-LES with high resolution,
the SGS model is still relevant. For instance, in simulations of Zhou and Chow (2011) with
Az = 16 m, Az = 5 m and an applied surface heat flux of —20 mK ms ~!, esgs comprises
65 % of the total TKE when integrated over the simulation.

Almost all SGS models are purely dissipative, including the 7KE closure model devel-
oped by Deardorft (1980) or modifications thereof (Sullivan et al. 1994). This is in accor-
dance with Kolmogorov’s theory of an inertial transfer regime where energy cascades from
larger to smaller scales and then dissipates (see Pope (2000) for a detailed discussion about
energy cascade theory). These approaches do not take into account nonlinear interactions of
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small-scale turbulence with the mean flow leading to potential local backscattering of iner-
tial energy from smaller to larger scales (Schumann 1995; Kosovi¢ 1997; Stoll et al. 2020).
Regarding the SBL, where turbulence length scales are significantly smaller than in neutral
or convective cases, it is beneficial to include nonlinear backscatter effects as they have been
also observed and analyzed in measurements (Gucci et al. 2023).

This is incorporated in the Nonlinear Backscatter and Anisotropy (NBA) model by
Kosovi¢ (1997): the parameterization for the SGS tensor includes nonlinear combinations of
the strain rate tensor and the rotation rate tensor, allowing for energy transport from smaller
to larger scales, i.e., energy backscatter. The intensity of energy backscatter is proportional
to the so called backscatter parameter C}, (a detailed discussion of the NBA model is given
in Sect. 2.3). By conducting parameter studies with different SGS models, we investigate
the effect of the model change on the resulting vertical profiles and turbulence properties.

(c) How sensitive are the simulated SBL characteristics to the resolution of the
numerical grid, when a hfbc is applied?

Grid sensitivity is the “lack of grid convergence" according to Maronga and Li (2021),
i.e., LES results do not converge when decreasing the numerical grid size A. Ideally, results
of LESs should be similar independent of grid size. However, in SBL-LESs, a decrease of
boundary layer height with decreasing grid size was found in numerous studies (Beare et al.
2006; Sullivan et al. 2016; Maronga and Li 2021; McWilliams et al. 2023). Sullivan et al.
(2016) describe this briefly in their simulations of GABLS1, where they show a decrease in
boundary layer height for grid resolutions ranging from 2 m down to 0.39 m. Maronga and
Li (2021) simulate the GABLS1 case with a crbc for grid sizes ranging from 12.5 m down
to 1 m and observe no grid convergence. They show that high numerical dissipation corre-
lates with grid spacing. Also the SGS model plays a role in their simulations except at very
fine resolutions, where more turbulence is resolved in comparison to coarse resolutions.
Maronga and Li (2021) also find that for a prescribed surface flux, grid sensitivity is slightly
reduced down to A = 3.125 m. The impact of grid sensitivity in combination with a hfbc is
addressed as the last part of this work.

The outline of this paper is as follows: First, we present our methodology (numerical
solver, governing equations, initial and boundary conditions of the moderately stable test
case GABLSI) in Sect. 2. In Sect. 3 we establish our GABLS]1 verification simulation and
investigate how changes in the hfbc affect the results. This is followed by parameter stud-
ies with variations of the SGS model in Sect. 4 and variations of the grid size A in Sect. 5.
Finally, a conclusion of the results and an outlook are given in Sect. 6.

2 Methodology
2.1 Governing Equations, EULAG and MPDATA

The numerical flow solver EULAG is applied in this work to solve the governing equations
using MPDATA (multidimensional positive definite advection transport algorithm, Smo-
larkiewicz and Margolin 1998). In general, the approximation of the advection equation by
an upstream scheme produces a second-order numerical error. With MPDATA, this error is
not simply subtracted (unlike with other, classical finite-difference Lax-Wendroff schemes),
but compensated by an additional upwind step with a pseudo-velocity (Smolarkiewicz and
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Margolin 1998). MPDATA is therefore oscillation free and ideal for SBL simulations, as
numerical errors are reduced to a minimum. EULAG works with an unstaggered Arakawa-
A-grid, i.e., all variables are evaluated directly at their grid point. In our simulations, no
explicit filter is applied and the numerical grid serves implicitly as the filter with grid size A.

The governing equations under Boussinesq assumption, including the Coriolis force for
the resolved zonal, meridional and vertical velocity components u;, i € {1,2,3} (u v and
w) and the resolved potential temperature ¢ on a cartesian coordinate system, are (Prusa
et al. 2008):

8ui _
o =0 (1)

dUi _ 8(71' — ﬂ'e) + fCEijg (u7 o qu)

00 _ 97y
+ 613 g 90 a(uz uez) (.%cj )
a0 —6.) 90 , 90;
T =gy —l0-6) — 3)

where x1, x2, 3 are to the x (stream-wise) and y (cross-stream) directions in the horizontal
and z in the vertical, 7 the resolved density normalized pressure, f. = 2(2sin ¢ the Coriolis
parameter (with earth’s rotation rate {2 and ¢ the local latitude), g = 9.81ms~? the accelera-
tion due to gravity, 6y the potential temperature of a horizontally homogeneous hydrostatic
reference state, and a, o’ the relaxation coefficients. They are in general applied only near
the upper boundary of the simulation to prevent oscillations. The subscript “e” refers to an
environmental ambient state of the respective variable which is balanced by the Coriolis
force, buoyancy and the pressure gradient force (Smolarkiewicz and Margolin 1997).
The effects of turbulent diffusivity on momentum and heat are parameterized via:

Tij = Tij,S T Tij,SGS, “4)

Qi = Qis + Qisas, Q)

with the stress tensor 7;; and the heat flux @;. Both are representing the sum of the surface

boundary condition prescribed only on the lower surface boundary (see Sect. 2.2) and the
SGS parameterization acting in the complete simulation domain including the surface (see
Sect. 2.3).

2.2 Surface Boundary Condition for Heat and Momentum
Since EULAG uses a co-located Arakawa-A-grid, the surface fluxes 7;;5 and @; s from
Equations (4) and (5) are defined directly at the lower surface. For a flat, horizontal homo-

geneous lower surface, Q; s = 1{,—¢ m}(2)d:3Qs, i.e., we prescribe a vertical heat flux at
z = 0 m. The prescribed heat flux will be characterized from now on as Qs.
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As all other models simulating the GABLS] inter-comparison study apply a cooling rate
at the surface, we aim to use (g to replicate a surface cooling linear with time for the pur-
poses of comparison and validation. To achieve a surface temperature decreasing linearly
with time, we impose a surface heat flux changing with the square root of the normalized
time #/T, where ¢ is the time variable in the simulation and T is the total simulated time:

Qs = AVt/T, (6)

with a constant value A. This relationship can be derived as follows: the total accumulated
cooling [ Af dz = AbsH ag is composed of the total surface temperature change A6 and
the integral boundary layer depth Hp. The bulk turbulence scale b = Hap/Afs can be
parameterized as b oc Qg ! (Stull 1988). The total net heat flux Q is calculated as Stull
(1988):

QA0 Hag DA

ot AR M

Identifying the total net heat flux QT with the surface heat flux (Jg, assuming a constant

21
9% ) o Qs. This is
resolved by Qg o< v/, as in Equation (6). For comparison, we also apply in Sect. 3 a con-

stant heat flux:

cooling rate Afs ox t and using the proportionality of b leaves

Qs=B=24, ®)

where B is a constant value. The condition B = %A ensures the same time-integrated sur-
face heat flux regardless of the applied hfbc.

The surface stress is prescribed by an aerodynamic drag law using a constant drag coef-
ficient (Epifanio 2007). More detailed information on the momentum boundary conditions
of EULAG can be found in Prusa et al. (2008).

2.3 Description of the Implemented SGS Models

All SGS models we apply in this study are based on the TKE closure model: e (the T7KE) is
the sum of the resolved part e,..s and the SGS part eggg. The latter is a priori unknown and
parameterized via an additional equation, which can be solved along with the governing
equations (la-c) (Deardorff 1980; Sullivan et al. 1994):

desas g 0 (uisas(esas + msas
il Tij,5GS 5% +0*Q3,SGS —e+ (i5Gs( 7 )
t o T
)
P B D

=: fTKE.

The right-hand side of Eq. (9), i.e., the sum of P, B, ¢ and D will be referred to as fTKE

(forcings of the TKE). The first term P is the eggg production term with the resolved strain

rate tensor S;; = %(333 + g;‘] ). The second term B signifies the buoyancy production/

destruction, ¢ is the viscous dissipation and term D denotes diffusion. Three different SGS
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models are applied in this work: the Deardorff-Schumann (DES) closure and two modifica-
tions thereof, the Anisotropy (ANI) and the NBA model.

DES model

The DES parameterization of the SGS terms in Eq. (9) is Deardorff (1980):

Tij,sGs = —2K1,Sij, (10)
o0 —0
Qisas = *Kh%, (11)
T
B desas
(uiscs(esas +7sas)) = —2Km— ==, (12)
T

£ = caeg/GQS/l, (13)

with eddy viscosity Ky =cm ly/esags, ©m = 0.0856, eddy diffusivity

" | /esas
Ky = 0.204 11530587 /esos

gested by Schumann 1991), ¢. = 0.845, I = min(A, 0.845z) and N the Brunt-Viiséla fre-
quency. In EULAG, Eq. (9) is modified to solve for \/esqs instead of esgs. This approach
is similar to Deardorff (1980), where also the modified equation can be found. All modifica-
tions for both the ANI and the NBA model to Egs. (9) and (10) are explicitly stated below.

ANI model

The ANI model extends the DES model by taking into account the inhomogeneous flow
characteristics in the z direction. The SGS stress tensor is modified according to Sullivan
et al. (1994) to:

(including the limitation of vertical scalar diffusion as sug-

715568 = —2KmySij — 2(eml)*(S)(Si), (14)

with ¥ = 5755, §" = \/2((Si; — (5:5))(Si; — (Si3))) and (S) = \/2(55)(Sy).-

The values of K, and ¢y, are identical to the DES model, i.e., the ANI model is also a
TKE-based closure. When v = 1 and (S) = 0, 735 sgs becomes similar to the form in Equa-
tion (10).

NBA model

For the NBA model, the SGS tensor becomes, according to Kosovi¢ and Curry (2000):

1

o7\ 1/3
Tij,8GS = CCA{Z\/eSGSS’L'j + (8 ) cPa

(15)
+Co (Sik 215 — Qz‘kskj)] }7

1/2
. 1/3 1/2 .
with Ce = (g—’;) / ;1/3, Cs = {%} , Ci =0y = % and the rotation

! ). The backscatter parameter is C;, = 0.36. Notice that

us X
rate tensor §2;; = 5(—67;7 — gz%
i J

ifC,=0=C,=0C=0 and Tij,sGs becomes similar to the form in Equation (10). The
resulting SGS production term P from Equation (9) of the NBA model is according to
Kosovi¢ (1997):
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27
P = 7Tij’SGSSij = CBA\/@QSijSi]‘ -+ (877-

1/3
2/3 2 ) g
) Cs CeA Clszksk] Szga (16)

linear nonlinear

being the sum of a linear and a nonlinear contribution. The isotropic contribution and the
terms including rotation rate tensors from Equation (15) become zero when being multiplied
with S;; and are therefore not present in Eq. (16).

2.4 Simulation Setup

Following the GABLS1 setup, the test-case boundary conditions are based on the Beau-
fort Sea Arctic Stratus Experiment (BASE) dataset of flight measurements in the Arctic,
details can be found in Beare et al. (2006) and Kosovi¢ and Curry (2000). In the simulation
setup, the domain size is (400 m)? with periodic lateral boundary conditions. We apply a
uniform grid size A € {12.5,6.25,3.125,2} m. For the majority of the simulations dis-
cussed below, a grid size of 6.25 m was applied. This resolution is motivated by the pro-
files with A = 6.25 m of the inter-comparison benchmark of GABLS]1 (Beare et al. 2006),
which are used for validation. In addition, A = 6.25 m ensures a significant contribution
of the SGS-model and reasonable computational time and costs in comparison to more
fine-scaled simulations. The air density is po = 1.3223 kg m~>. The SBL is driven by a
geostrophic wind of ug = u, = 8 m s™! in the zonal direction. Its meridional component
is vg = ve = 0 m s~ 1. The resolved velocities are set to zero at the lowest grid point in the
vertical (no-slip boundary condition) and a bulk aerodynamic drag coefficient of cp = 0.03
is used. This value was inferred from other GABLS] participants and EULAG MOST simu-
lations, and adopted for the here applied no-slip condition at the surface. The initial and
environmental temperature profile 6, remains neutral (fy = 265 K) up to z = 100 m, with
an inversion above characterized by a lapse rate of 0.01 K m~!. Similar to Sullivan et al.
(2016), esgs(t = 0) = 0.4(1 — z/250 m)>m?2s~2 for 2 < 250 m to initiate turbulence, and
0 above. The simulated time period is 9 h following Beare et al. (2006).

In literature, simulations of GABLS] are conducted with a cooling rate of 0.25 K h~!
at the lower surface boundary. In contrast to this approach, we will apply a surface heat
flux with two options: A negative surface heat flux proportional to \/t/T" or a constant
value (see Sect. 2.2 and Table 1), depending on the respective simulation. The latitude is
¢ = 73°, corresponding to a Coriolis parameter of f. = 1.39 x 10~4s~! We omit the con-
stant flux layer approach, which is commonly used in most other LES models due to the
reasons described above. An EULAG control simulation of GABLS1, with a constant flux
layer and an applied surface cooling rate, is discussed in detail in Englberger et al. (2026).
The top boundary is represented by an impermeable lid (w = 0) with a free-slip boundary
condition for # and v, and we impose a 100 m thick sponge layer with damping coefficients
a=a'=0.04s71 H(z — 300m) (with H the Heaviside step function) to attenuate oscil-
lations. All simulations are listed in Table 1.

2.5 Evaluation of Simulation Results

We calculated horizontally-averaged mean vertical profiles over the last simulation hour
(indicated by (...)), similar to Beare et al. (2006) and Kosovi¢ and Curry (2000), for the
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Table 1 All simulations of this study, discussed in the respective sections. Grid spacing is always identical
in x, y and z directions

Section Name Qs(t) ((mKms—1) SGS model Grid spacing A (m)
Section 3 G06250 125 \/t/iT NBA 6.25
G06250c %12.5 —8.33 NBA 6.25
Section 4 G06250 125 \/t/iT NBA 6.25
G06250c %12.5 —8.33 NBA 6.25
G06250al 12,5 \/¢)T ANI 6.25
G06250a 85 \/ﬁ ANI 6.25
G06250ac %8.5 — 5.66 ANI 6.25
G06250d1 12,5 \/¢/T DES 6.25
G06250d 75 \/ﬁ DES 6.25
G06250dc %7.5 =5 DES 6.25
Section 5 G12500 125 \/t/iT NBA 12.5
G06250 125 \/t/iT NBA 6.25
G03125 12.5 \/t/iT NBA 3.125
G02000 125 \/t/iT NBA 2
G12500a 8.5 \/t/iT ANI 12.5
G06250a 85 \/t/iT ANI 6.25
GO03125a 8.5 \/t/iT ANI 3.125
G02000a 85 \/t/iT ANI 2
G02000d 75 \/ﬁ DES 2
App G02000 125 \/t/iT NBA 2

resolved wind speed components and the resolved potential temperature. For the turbulence
analysis in Sect. 3, we utilize the gradient Richardson number (Stull 1988):

12

Ri= %2+%2' (17)
Commonly, Ri < Ri. (where Ri. about 0.2—0.25 is the critical Richardson number) is
considered as necessary (but not sufficient) criterion for sustained turbulence (Stull 1988).
Although studies of Ri by Galperin et al. (2007) have questioned the use of Ri. in the SBL
(as turbulence can survive for values of Ri >> 0.25), Grachev et al. (2012) and Mahrt (2014)
indicate that Ri, can be used to distinguish between the vSBL and the wSBL regime. In
addition, Grachev et al. (2012) defines within the wSBL the regime where Ri < 0.1 as
surface-layer regime.

Resolved fluctuations are u; — (u;)4y relative to the horizontal mean. SGS stresses
Tij,9Gs are calculated via the eddy viscosity relation, the SGS vertical heat flux via the
eddy diffusivity relation given in Equations (10) and (11). The SGS TKE esgs is obtained
as a variable from the simulations. The total stresses uju’. and e (the total TKE), are

iy
given as a summation of the resolved fluctuations and the SGS stresses. The properties
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mentioned above for stresses also apply to the vertical heat flux: the total turbulent heat
flux w'#’ is the sum of the resolved component and Q3. The friction velocity is calcu-
lated via u? = ((v/w')? + (W'w')?)/?|.—o m (i.e., including SGS stresses). u. and
0. = (w'0)u;1|,—o m are used in Sect. 4 for normalization of vertical profiles.

3 Variation of the Surface Heat Flux Condition

In this section, we validate our setup of EULAG with the NBA SGS model and a time-
dependent hfbc against the GABLS1 benchmark case. The unsuitability of a constant sur-
face heat flux for the validation of GABLS] is also demonstrated. We thus address here
question (a) from Sect. 1: what effect do the different types of hfbcs have on imulation
results of a weakly SBL?

For reasons of comparability with other GABLS1 studies, we aim for an approxi-
mately linear cooling of the surface with time by imposing a surface heat flux of
Qs = —12.5/t/T mK m s~! (with A = —12.5 mK m s~ ', see Eq. 6). The value of the
coefficient 4 was estimated by conducting simulations with various coefficient values and
choosing the one where a final surface cooling of ~ 2.25 K is achieved after nine hours, as in
Beare et al. (2006). Because this simulation is performed with a resolution of A = 6.25 m, it
is referred to as G06250 hereafter. It is compared to a simulation, where the imposed surface
heat flux is constant (B = —8.33 mK m s~ !, see Eq. 8) with time, subsequently referred
to as G06250c. The value of B = 2/3A is identical to the temporal mean of the prescribed
surface heat flux in G06250. For both G06250 and G06250c, the NBA SGS model (see Sect.
2.3) is applied, similar to Kosovi¢ and Curry (2000). We will justify the choice of this SGS
model with a heat flux surface boundary condition below in sensitivity studies in Sects. 4
and 5. The panels in Fig. 1 display the hourly evolutions of the resulting vertical wind speed
(up = Vu? + v?) (Fig. 1a, d) and 6 profiles (Fig. 1b, ). We are specifically interested in the
difference between G06250 and G06250c¢ (Fig. 1g, h) and its explanation.

The wind speed profile (Fig. 1a) of the final hour of G06250 has a significant overlap
with the range of simulations from Beare et al. (2006) (gray area). The maximum wind speed
height (i.e., the LLJ position) is at z ~ 170 m and the change of u}, with height is in agree-
ment with Beare et al. (2006). Also the potential temperature profile (Fig. 1b) lies within the
range of GABLS1. We observe cooling over all heights similar to the reference simulations,
and a temperature inversion below the LLJ at z ~ 150 m. The Reynolds stresses and the
turbulent heat flux will be discussed in Sect. 4. The temporal evolution of the G06250c¢ pro-
files differs significantly. For uy, (Fig. 1d), in contrast to G06250, the magnitude of the LLJ
is significantly larger in the middle time period of the simulation compared to the ending
time and compared to G06250 (see Fig. 1c). The final, less pronounced wind speed maxi-
mum exhibits strongly reduced overlap with the inter-comparison simulations from Beare
et al. (2006). For the potential temperature in Fig. le, in the initial simulation hours, strong
cooling occurs only close to the surface up to z ~ 100 m. During later hours (¢ > 5 h), the
surface temperature negligibly changes with time while the inversion layer grows.

The change in wind direction with time and height is displayed in the hodographs (Fig.
Ic, f). The Ekman spiral of G06250 is similar in shape and magnitude of (u, v) to the one
after 12 h of simulation in Kosovi¢ and Curry (2000) (Fig. 17). Regarding G06250c, v
decays significantly in intensity after reaching its maximum value and the resulting Ekman
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Fig. 1 Simulation results of G06250 and G06250c, see Table 1. (a, b, d, e) : final vertical profiles of
uy, and potential temperature 6 (thick colored lines). Hourly profiles are shown by transparent lines,
progressing from lighter to darker. The shaded gray area defines the range of profiles of published simu-
lations with the same resolution from Beare et al. (2006) (¢, f): normalized hodographs of G06250 and
G06250c. (g, h): difference of the vertical profiles

spiral is more skewed than for G06250. The contrast in the temporal evolution of both simu-
lations is visible in Figs. 1g and h: for intermediate times, the difference of uy, is strongly
negative (> —1 m s™1) around z = 100 m, as a short-term, strong LLJ forms in G06250c.
The intermediate positive values of the #-difference indicate that initial surface cooling is
stronger in G06250c.

What exactly leads to the differences in LLJ characteristics (i.e., height, intensity) and
the evolution of the potential temperature between the profiles of G06250 and G06250c¢ in
Fig. 1? The only difference in the simulation setup is the surface hfbc, potentially influenc-
ing the turbulent heat flux in the layers above. This might alter the balance of buoyancy
versus shear and ultimately affect the mean wind speed and potential temperature. To exam-
ine the turbulence dynamics in greater detail, time-height cross-sections of the following
horizontally-averaged variables are analyzed: the horizontal wind speed (Fig. 2a, b), the
turbulent heat flux (Fig. 2¢, d) and the gradient Richardson number (Fig. 2e, f). Figure 2g
and h show the temporal evolution of the horizontally-averaged potential temperature at
different heights z up to z = 100 m.
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To address the question posed above, we begin by focusing on simulation G06250c¢ (right
column in Fig. 2). Regarding the wind speed, the maximum height of the 9 m s~ isoline
for G06250c in Fig. 2b is smaller than in Fig. 2a for G06250, indicating that the boundary
layer height is reduced for the case with a constant applied surface heat flux. In addition, the
final LLJ intensity of G06250c is weakened relative to G06250, the maximum wind speed
appears only betweent =4 hand¢ =5 h.

a b
250 G06250 . 250 G06250c
9
8 8
200
7 7
_ 150 ?T: _ 57:
5
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3 3
50 2 2
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7 5
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Fig. 2 Illustration of the temporal evolution of horizontally-averaged variables for simulations G06250
and G06250c. (a, b): uy, plotted over time and height. (¢, d): turbulent heat flux intensity plotted over
time and height, black isoline: —5, white isoline: —10 mK m s~ (e, f): gradient Richardson number
Ri plotted over time and height (g, h):potential temperature for different heights plotted versus time
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We observe an intense turbulent heat flux close to the surface (< —10 mK m s~ ') in
Fig. 2d throughout the simulated time, in combination with a rapid decrease in magnitude
with height between ¢t = 2h and t ~ 5 h (10 mK m s~ over the lowest 100 m). Addition-
ally, the isolines of -5 and —1 mK m s~ ! increase gradually in height over this time period.
Correspondingly, in Fig. 2f, a thin layer of R¢ > 0.25 emerges between z ~ 50 m and
z = 100 m in the interval of ¢ &~ 2 — 5 h and increases over time with height. The intense
heat flux close to the surface leads to a decoupling of the temperature, presented in Fig. 2f:
strong cooling close to the surface (z = 0 m and z = 25 m) and almost no cooling higher
up (z = 100 m) until ¢ = 5 h. The intense surface cooling ultimately results in a shallow,
strongly stratified surface layer between ¢t = 4 h and ¢ = 5 h (Fig. 2b, d) and an associated
decrease of turbulent stress and turbulent heat flux. This leads to an imbalance with the now
dominating Coriolis force and the LLJ evolution with wind speeds above 9 m s~! (Fig. 2b),
which is in line with the theory developed by Shapiro and Fedorovich (2010).

Later, at around 5 h, a “shock” is visible in the images of G06250c (Fig. 2, right col-
umn): the wind speed around z = 100 m gets reduced (the isolines increase in height,
Fig. 2b), an instantaneous burst of turbulent heat flux arises (Fig. 2d) and the temperature
up to z = 50 m suddenly increases while it sharply decreases at z = 100 m (Fig. 2h). We
hypothesize that the large shear built up by the LLJ leads to a Kelvin-Helmholtz instability,
where the super-geostrophic wind speed triggers the sudden generation of turbulence. This
can be further understood by analyzing Ri (see Sect. 2.5) in Fig. 2c: for t =2 — 5 h, the
layer of R¢ > 0.25 around z ~ 100 m indicates a vSBL with weak turbulence. The shear
below increases over time (visible by the rise of the isolines) and the layer of Ri > 0.25
rises, which ultimately is followed by the turbulent burst between¢ =4 — 5 h.

This process could be interpreted as a “regime change” of a vSBL to a wSBL regime.
According to Sun et al. (2012), a threshold velocity separates these two regimes. The LLJ
might serve as trigger as it causes this excession past the threshold velocity and ultimately
the change of a strongly to a weakly SBL. The end result after 9 h is a reduction in the LLJ
intensity (observable in Fig. 1b), a continuous turbulent heat flux up to 200 m (Fig. 2d), a
value of Ri < 0.25 throughout the boundary layer (Fig. 2f) and a similar cooling at different
height levels (Fig. 2h).

Regarding the G06250 simulation, no continuous layer of R¢ > 0.25 forms around
z = 100 m (Fig. 2e). The surface heat flux at the beginning of the simulation is, by design,
smaller in magnitude compared to G06250c (Fig. 2¢), and therefore the surface cooling is
much less intense in the first hours (Fig. 2g). The temperature in the layers above increases
with time at the very beginning, since initially triggered turbulence leads to downward
transport of warmer air from the upper layers with no counter-transport of colder air from
below. At ¢t =~ 5 h (the onset of the LLJ), the temperature at the surface and at z = 25 m
stay constant over a short time. After this plateau, they decrease again. The turbulent heat
flux (Fig. 2¢) does not suddenly “burst” at 5 h for G06250, as is the case in G06250c, but
rather transitions smoothly to a different turbulence regime with more intense turbulent heat
fluxes above z = 100 m. The LLJ emerging between 4 and 5 h (Fig. 2a) does not partially
break down as for G06250c and the horizontal wind converges to an equilibrium state. The
Ri-isoline of 0.25 visible in Fig. 2e decreases as the LLJ emerges. In conclusion, we find
that the application of a surface heat flux decreasing with time (G06250) ensures continuous
turbulence as it both avoids runaway cooling and a decoupling of the surface temperature.
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4 Variation of the Subgrid Scale Model

In the following section, research question (b) from Sect. 1 is addressed: how sensitive
are the simulated SBL characteristics to different SGS parameterizations when a hfbc is
applied? This is investigated by setting all simulation parameters identical to G06250 and
varying only the SGS model (see Table 1).

4.1 Impact on First- and Second-Order Statistics

For all three SGS models with the same applied surface heat flux of
Qs = —12.5\/t/T mK m s~ !, Fig. 3 shows the vertical profiles for various mean vari-

ables and Fig. 4 for various turbulent variables. Turbulent fluxes are normalized with respect
to u? or 6, (see Sect. 2.5).

In the vertical profiles of the total and meridional wind speed (Fig. 3a, b), the DES and
ANI SGS models exhibit a diminished boundary-layer height (encompassing a lower alti-
tude of the LLJ). Regarding the horizontal wind speed, only the profile of the NBA model
has a significant overlap with the results of the GABLS]1 inter-comparison from Beare et al.
(2006) (indicated here in gray), as discussed in detail in Sect. 3. For the meridional wind
speed v, the qualitative trend with increasing z is similar for all three models: an increase up
to a maximum of =~ 3 m s~ ! followed by a decrease and a minimum < 0 m s~! and then a
return to 0 m s~ !. Regarding the potential temperature profiles in Fig. 3¢, only for the NBA
model (G06250) substantial cooling up to 200 m and a result similar to Beare et al. (2006)
is achieved. The final surface temperature is ~ 2 K warmer for the NBA model in contrast
to the other two models. The hodographs in Fig. 3d of all three simulations are similar in
shape, but the markers indicate the differences in boundary layer height, as evident by the
different wind speed components for the circular marker at z = 100 m.

The shape of the mean profiles in Fig. 3 can be interpreted by analysis of the turbulent
heat flux and Reynolds stresses displayed in Fig. 4. The normalized vertical turbulent heat
flux in Fig. 4a describes the magnitude of upward (downward) transport of cold (warm) air
when the sign is positive. Only the NBA model displays significant resolved fluxes up to
z = 100 m. As a result, more cool air is transported upwards which leads to a significant
decrease of potential temperature throughout the boundary layer, visible in Fig. 3c.

3007 - 0.4
—— G06250d1
—— G06250al
200]|= 606250
£ 025
~ B
100
o 0.0

0 2 4 6 810 1 0 1 2 3 259261 263 265 267 0.0 0.5 1.0
up (ms 1) vims 1) (K) ufug

Fig. 3 Mean variable profiles of simulations with identical surface heat flux and different SGS models:
the DES model (G06250d1), the ANI model (G06250al) and the NBA model (G06250): (a) horizontal
wind, (b) meridonal wind component, (¢) potential temperature, (d) hodograph with circle (z = 100 m),
square (z = 200 m) and triangle marker (z = 300 m). All profiles are averaged over the horizontal plane
and the last simulation hour. Gray shading as in Fig. 1
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Fig. 4 Turbulent variable profiles of simulations with varying SGS model and identical surface heat flux:
(a) vertical turbulent heat flux, (b—d) diagonal Reynold stresses, (e) TKE and (f-h) off-diagonal Reynold
stresses. All profiles are averaged over the horizontal plane and the last simulation hour. Dashed lines
indicate SGS contributions, solid lines indicate the total (SGS + resolved) contribution

Next, the variances ((w'w’), (v'v"), (u'u’), Fig. 4b-d) are analyzed. The SGS stresses
become 0, since S;; = 0 (Eq. 1a). The resolved variances of the NBA model are the larg-
est with a significant contribution of (v'v") and (u/v’) up to 200 m and a contribution of
(w'w’) even up to 300 m. This is reflected in the mean wind speed profiles, as a return to
geostrophic wind occurs at a higher altitude than for the other simulations (Fig. 3a-b). The
profiles of the DES model show a maximum at ~ 80 m and are the smallest in magnitude
compared to the other simulations. Even though the mean wind speed profiles in Fig. 3
of the simulation with the ANI model (G06250al) are similar to the DES model simula-
tion G06250d1, the variances are substantially larger. This is an indicator that the flow of
G06250al is not fully laminar as in G06250d1 and that we observe some resolved turbu-
lence. Similar characteristics as for the variances hold for the total (i.e., resolved + SGS)
TKE (Fig. 4e): the smallest values occur for the DES model with no resolved TKE (overlap
of SGS and total contribution), with larger values for the ANI model and the largest values
over all heights for the NBA model. The total 7KE of the NBA model is comparable to the
results of Sullivan et al. (2016)(Fig. 7) considering magnitude and vertical gradient.

Lastly, we analyze the momentum fluxes ((w'v’), (w'v’), (v'u’), Fig. 4f-h). The profiles
for the ANI and the NBA models follow qualitatively the typical characteristic curves for
the covariances of the SBL (e.g., Sullivan et al. (2016) (Fig. 6) and Kosovi¢ and Curry
(2000) (Fig. 9)): (w'v") and (v'u’) exhibit a change of sign at the height of the v maximum
and (w’u’) increases with increasing height and tends to zero some meters above the maxi-
mum of the total wind speed. The magnitude of the covariances is larger for the NBA model
compared to the ANI model and the profiles additionally reach higher up in the vertical
(i.e., characteristic maxima and zero-crossings appear for larger z). The profiles of the DES
model (G06250d1) exhibit approximately the same shape as G06250al for w’ covariances.
The (v'u)-profile is close to zero, i.e., vertical turbulence is neither resolved nor parameter-
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ized. In summary, the simulation with the NBA SGS model shows the stress tensor with the
largest intensity achieving significant turbulence at higher altitudes in comparison to the
other two SGS models.

4.2 Interpretation of the SGS Model Impact

How can we explain the differences in the vertical profiles of different SGS models in Figs. 3
and 4? To answer this and also the second research question posed in this work, we analyze
fTKE, i.e., the right hand side of the eggg equation (Eq. 9) as it encapsulates production and
dissipation of esgs. The fTKE averaged over the whole domain plotted versus time is shown
in Fig. 5a. The resulting temporal evolution of the total 7KE is shown in Fig. 5b.

We will first focus on the results from the NBA model, G06250. fTKE is largest com-
pared to the other models, with a global maximum shortly after the beginning of the simula-
tion and a second, local maximum around ¢ = 6h. In the spin-up phase (i.e., for ¢ < 1 h),
a significant partition of fTKE stems from the nonlinear part of the eggs production term
defined in Eq. (16). Presumably, the nonlinear contribution is the main driver of continuous
turbulence in the beginning of the simulation, as it leads to an increase in eggs, which vice
versa increases the linear production term as it depends on \/esgs (see Eq. 16). The first
maximum in fTKE and TKE arises from the initial shear caused from the initial wind speed
profiles. The second maximum can be explained with the onset of the LLJ between 4 h and
5 h (see Fig. 2a). The temporal evolution in 7KE up to the simulated 9 h is in line with the
observations from Maronga and Li (2021) (Fig. 2), who simulated the GABLS]1 case with a
duration of 36 h. We also extended our simulation time to 36 h for G06250, which does not
have a relevant impact on the main findings of this work and therefore we limit the simula-
tions to 9 h similar to Beare et al. (2006).

The other two models (DES G06250d1 and ANI G06250al) show a completely different
picture. At the start of the simulated time period, fT K E < 0. This can be interpreted as a
dissipation of eggs. For the ANI model in Fig. 5a, we see fTKE fluctuations around 0 evolv-
ing shortly before ¢ = 1 h with a global maximum at ¢ ~ 1 h. Correspondingly, the 7KE of
G06250al shows a global maximum shortly after 1 h with following fluctuations (Fig. 5b).
For the DES model, the fTKE is equal to zero after the initial dissipation phase, resulting
in an initial dissipation of TKE in the first hour and a small 7KE of =~ 0.02 m~2s~2 which
is then constant with time. The investigated behavior of TKE and fTKE therefore closely
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Fig. 5 (a) Solid lines: Domain-averaged fTKE plotted over time. Dotted line: contribution of nonlinear
part in the NBA model according to Eq. (16). (b): Domain-averaged TKE over time including SGS part
(dashed lines) and total TKE (solid lines) for the simulations with the same boundary conditions except
for the SGS model (G06250: NBA, G06250al: ANI, G06250d1: DES)
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coincide with the differences in the vertical profiles of the NBA model in comparison to the
other two models in Figs. 3 and 4.

4.3 Adaptation of Surface Heat Flux with Regard to the SGS Model

Up to now, the same surface heat flux of —12.5 /t/T mK m s~! was applied as a
lower surface boundary condition for all simulations with varying surface heat flux
(i.e., G06250, G06250d1 and G06250al). The final surface temperature differs signifi-
cantly (= 2 K, Fig. 3c) between the models, as upward turbulent transport of cold air is
reduced for the ANI and the DES model. To achieve better comparability of the poten-
tial temperature with published results from Beare et al. (2006) (Fig. 2 and 3), the mag-
nitude of the surface heat flux for G06250al and G06250d1 will be adapted such that
a similar final surface temperature is achieved. For the ANI model, this requires a sur-
face heat flux of —8.5 \/t/T mK m s~! (G06250a). For the DES model, a value of

—7.5¢/t/T mK m s~* (G06250d) is applied (see Table 1). In addition, we want to investi-
gate how the resulting profiles of the ANI and the DES model simulations change when we
apply a constant heat flux (simulations G06250ac and G06250dc).

The final vertical wind speed and potential temperature profiles are shown in Fig. 6a and
b. Dash-dotted lines represent cases with a constant surface heat flux over time. Only the
profiles corresponding to G06250 agree with the range of profiles from Beare et al. (2006)
(grey shaded area). The differences between G06250 and G06250c have been discussed in
Sect. 3. In comparison to the simulation performed with the NBA model, we observe major
differences with the ANI and the DES model: the LLJ height in Fig. 6a is larger as the sur-
face heat flux magnitude is smaller compared to G06250al and G06250d1 shown in Fig. 3a.
The 6 profiles in Fig. 6b differ in shape compared to Fig. 3c, as substantial cooling reaches
a higher altitude. Regarding the TKE profiles in Fig. 6c, the NBA model yields the largest
TKE for both a constant and a varying surface heat flux, followed by the ANI model. We will
show below in Sect. 5.2 and Fig. 8§ that the difference between the ANI and the NBA model
stems from less intense large-scale 7KE in the ANI model. For all models, esgg is similar
regardless of the surface boundary condition. The DES model yields no resolved turbulence.

Figure 6d summarizes the effect of different heat fluxes and SGS models on the tem-
poral evolution of the surface potential temperature. When a constant heat flux is applied
(dash-dotted lines), the surface potential temperature decreases faster for all models at the
beginning than at the end of the simulation. When the heat flux increases in magnitude pro-

portional to \/t/iT (solid lines), the potential temperature decrease is approximately linear,
with fluctuations caused by resolved turbulence. The final surface potential temperature is
smaller than for the corresponding constant hfbc simulations, even though the integrated
surface heat flux over the simulated time period is identical in both cases.

Even when adapting the closure constant ¢y, of the DES and the ANI model to the value
C. of the NBA model (not shown), none of these simulations lead to results comparable to
GABLSI in terms of height and intensity of the LLJ and the temperature inversion. Only
EULAG simulations with the NBA model and a variable surface heat flux result in final
profiles comparable to Beare et al. (2006), so we will focus on this setup in the following
section.
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Fig. 6 (a) Horizontal wind, (b) potential temperature and (¢) 7KE profiles of simulations with constant
(““...c”) and varying surface heat flux for different SGS models (see Table 1). (d) Difference of surface
temperature to initial surface temperature Af plotted over time. Dash-dotted lines indicate simulations
with a constant surface heat flux, dashed lines esgg of simulations with varying surface heat flux and
dotted lines eggg of simulations with constant surface heat flux. Gray shading as in Fig. 1

5 Investigation of the Grid Sensitivity
5.1 Impact on First- and Second-Order Statistics

The aim of this section is to answer question (c) from Sect. 1, i.e., analyze the grid sensi-
tivity of the EULAG simulations and the effect of grid size variation on the final vertical
profiles. This investigation is relevant, as a general finding for SBL simulations is a reduc-
tion of boundary-layer height with decreasing grid size (Maronga and Li 2021). Therefore,
we conduct simulations with the NBA model and a time-varying surface hfbc for grid sizes
A of 12.5 m, 6.25 m, 3.125 m and 2 m (see Table 1). We validated the simulation with
A = 2 m against the corresponding simulations in Beare et al. (2006) and also characterized
the resolved small-scale turbulent eddies and temperature fronts (see Appendix). The result-
ing vertical profiles of total wind speed, potential temperature and TKE (SGS and total) are
displayed in Fig. 7.

The LLJ height in the wind speed profiles (Fig. 7a) decreases with decreasing grid size.
This behavior is in accordance with the findings of the inter-comparison study by Beare
et al. (2006). Additionally, the LLJ height of all four profiles is also comparable to the
6.25 m-profiles of the inter-comparison (indicated by the gray shaded area). Consistent with
the behavior observed in the wind speed profiles, the potential temperature profiles in Fig.
7b also show a decrease of the boundary layer height for decreasing A, accompanied by a
decrease in final surface temperature.
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Fig.7 (a) Horizontal wind, (b) potential temperature and (¢) normalized 7KE profiles (dashed lines repre-
sent eggg) of simulations with different resolutions (see Table 1). Gray shading as in Fig. 1

Table 2 Ratio of esgs /e (aver- Simulation  G12500 G0650 G0650c  G03125  G02000
aged over the final simulation A 125 625 625 3125 2

hour and over the simulation
domain) for the simulations with esgs/e[%] 718 313 29.2 163 12.3
the NBA SGS model

All total TKE profiles (solid lines in Fig. 7c) indicate resolved turbulence up to
z =~ 200 m. The egggs (dashed lines in Fig. 7c) decreases with decreasing grid size over all
heights. Table 2 shows that this decrease also applies to the domain-wide integrated frac-
tion eggg/e. This behavior is expected, as the unresolved eddies become smaller and less
intense for a smaller grid size and thus contain less 7KE. We see this also in the equation
for the SGS parameterization (Eq. 15). At the same time, the resolved TKE increases with
decreasing grid size close to the surface. This can be explained by the reduction of the verti-
cal turbulent length scale when approaching the lower boundary. With finer grid size, more
of the very small-scale eddies close to the surface can be resolved, which were previously
parameterized by the SGS model. This leads also to an increase of the total (SGS+resolved)
TKFE close to the surface.

Our fraction of eggs/e = 31.3% for G06250 is larger than for G06250c (29.2 %,
Qs = —8.33 mK m s ~!) and larger than the value obtained by Jiménez and Cuxart
(2005) for their simulations (20.57 % for u; = 8 m s~! and a constant surface heat flux
of —10 mK m s ! with a resolution of 6.25 m). This difference might arise as we apply
a different SGS scheme in comparison to Jiménez and Cuxart (2005). In addition, we
assume that EULAG numerics are more dissipative than the numerics of other solvers due
to the nonoscillatory advection scheme MPDATA (see Margolin and Shashkov 2005). This
reduces the e;es in comparison to eggs.

5.2 Analysis of the Energy Spectra

For a better understanding of the grid-size influence on the vertical profiles (obtained with
the NBA model) as illustrated in Fig. 7, we focus on the intensity of the different turbulent
length scales for different values of A by analyzing the LES energy spectra. Maronga and Li
(2021) hypothesize that a change from 3.125 m to 2 m in grid size leads to a grid-sensitivity
caused by large scales. This might be in contrast to Sullivan et al. (2016), who applied and
developed (Sullivan et al. 1994), the ANI-SGS model which implies that mainly small-scale

@ Springer



14 Page 20 of 25 L. Biihrend, A. Englberger

energy differences are responsible for the grid-sensitivity. We will thus analyze in this sec-
tion the grid sensitivity of both SGS models: the ANI and the NBA model.

In Fig. 8, the horizontal spectra of the total TKE density e(k) are displayed for the ANI
and the NBA model for all resolutions within this study. They are averaged over the final
simulated hour. For the horizontal plane, we choose z = 50 m similar to Maronga and Li
(2021) (Fig. 9). Larger length scales A are indicated by smaller values of the wavenumber
k and vice versa.

We first focus on the NBA model (solid lines). The finer-resolved spectra of the NBA
model simulations (G06250, G03125 and G02000) confirm the findings of Maronga and
Li (2021), i.e., a decrease of energy for large scales when moving from 6.25 m to 3.125 m
to 2 m resolution. The peak of the G02000 spectrum is positioned at approximately the
same length-scale as in Maronga and Li (2021) (Fig. 9). The e(k) of G06250 is larger for
k< 107! m~! than in G03125, but smaller at finer scales. G12500 is overall smaller in
turbulence intensity, except for the minimal k value. At the limit of small scales (i.e., the
maximum wavenumber of all spectra in Fig. 8), the curvature of the NBA simulations
increases and leads to a smaller magnitude of the slope, presumably caused by nonlinear
backscattering.

Moving over to the ANI model (dashed lines in Fig. 8), there is also a decrease of e(k) for
decreasing grid size observed for all simulations with the exception of G12500. Comparing
G06250a with G06250 (orange-dashed with orange line in Fig. 8) shows that both spectra
are similar for k& > 10! m~ but that the turbulent energy on larger scales is smaller for the
ANI-model. This might explain the different vertical profiles of e(k) in Fig. 6: small-scale,
near-surface turbulence can be accurately resolved with the purely dissipative ANI-model,
but as no energy backscattering is possible, the energy of the large-scale eddies is too small
for a boundary-layer height comparable to the NBA model. The spectral energy density of
G03125a and G02000a is smaller over all scales in comparison to G03125 and G02000,
with the difference being especially pronounced at the small-scale limit.

In summary, the spectra of the simulations with both the ANI and the NBA SGS model
support the findings of Maronga and Li (2021), i.e., that the energy decreases at larger scales

Fig. 8 Horizontal (z = 50 m) ) A(m) 1
total 7KE spectrum averaged 10 10
over the final simulation hour
plotted versus the wave number 107!
k and length scale A\ = 27k~ 1 =
for simulations with different __: ------
grid size and with the NBA and -~ ~
the ANI SGS model (see Tab. 1) Fa P G12500
N 10 —— G06250
ME — GO03125
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for decreasing grid size. For smaller scales, (k > 107! m~1) an increase of e(k) can be
observed for both SGS models.

6 Conclusion and Outlook

The results of SBL-LESs (including the LLJ and the resulting turbulence intensity) are
sensitive to the lower boundary condition, the SGS model and the grid size. These sensi-
tivities are investigated using the numerical flow solver EULAG in this study by adapting
the widely-used moderately stable boundary layer benchmark case GABLS1. Within our
EULAG simulations of the SBL, we prescribe a surface heat flux (g continuously varying
in time in contrast to studies by Zhou and Chow (2011), who applied a constant surface heat
flux over time, and Jiménez and Cuxart (2005), who changed the magnitude of Q)s every
two hours. With a prescribed surface heat flux, the surface temperature becomes a variable
of the chaotic dynamical system (i.e., subject to turbulence) and is not necessarily predict-
able. This is different to the other participants of the inter-comparison in Beare et al. (2006)
and the studies by Kosovi¢ and Curry (2000); Sullivan et al. (2016) and Maronga and Li
(2021), who applied a fixed cooling rate.

By prescribing a surface heat flux decreasing with time, a decoupling of the surface
temperature is prevented (as compared to a constant heat flux), which would result in rapid
cooling and the excessive suppression of turbulence as in Jiménez and Cuxart (2005) and
Zhou and Chow (2011). To our knowledge, the reference simulation in this work (G06250
with A =6.25 m, Qs = —12.54/¢/T mK m s~! and the NBA-SGS model) is the first
successful attempt to simulate GABLS1 with the surface hfbc, i.e., our results are compara-
ble to the inter-comparison of Beare et al. (2006). Our studies with EULAG and a prescribed
surface heat flux were conducted without explicitly using MOST. To further expand our
studies in the future, an LES with MOST and a temporal varying surface hfbc might yield
more information about the applicability of MOST, in both the wSBL and the vSBL regime.

When applying a surface heat flux constant with time (simulation G06250c), a turbulence
regime change is visible with the onset of the LLJ. The trigger mechanisms of SBL regime
changes have already been investigated using measurement data (e.g., Sun et al., 2012) or
single-column models (e.g., Kaiser et al., 2025). Further LES parameter studies of the SBL
and especially the vSBL might expand these regime change investigations.

Varying the SGS model while keeping all other parameters identical leads to differences
in turbulent stresses and heat fluxes, in agreement with previous findings by Kosovi¢ and
Curry (2000). Here, the difference is not only apparent in the mean and turbulent variable
profiles, but also in different surface temperatures. For EULAG and 6.25 m, only the NBA
model leads to significant continuous turbulence. For the other two tested models, however,
excessive cooling leads to an increase in thermal stability and damping of turbulence. Even
when adapting the surface heat flux such that all simulations result in the same final surface
temperature, the boundary-layer height of the DES and ANI model profiles are too shal-
low in comparison to the GABLSI inter-comparison study (Beare et al. 2006). This can
partially be understood by the smaller vertical turbulent transport by EULAG relative to
other numerical models, caused by EULAG’s non-oscillatory advection scheme MPDATA.
In addition, MPDATA probably leads to reduced numerical noise in comparison with other
numerical flow solvers used in Beare et al. (2006). This noise might help other solvers to
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trigger turbulence, while here, nonlinear backscattering is absolutely necessary for continu-
ous turbulence.

We want to highlight that these results and dependencies on the SGS model are subjec-
tive to the chosen flow solver EULAG for the investigated spatial resolution of 6.25 m.
Successful simulations of the weakly SBL (using a cooling rate as the surface boundary
condition and having resolved continuous turbulence) with the ANI model (like Sullivan et
al. 2016) exist.

Changing the grid size A of the simulations leads to different changes of the mean pro-
files, depending on the SGS model. The energy spectra showed that for both the NBA and
the ANI model, changes in larger-scale turbulence (smaller k) play a significant role, in
line with the argumentation of Maronga and Li (2021). We applied here for all simulations
the same, constant drag coefficient. As the MOST boundary condition was implemented in
EULAG by Englberger et al. (2026), we will for future studies derive a relation between
the drag coefficient and the grid size, to potentially reduce grid sensitivity by adapting cp
accordingly.

Our simulations were validated only against other simulations of the GABLSI1 inter-
comparison. Future work will compare LES of the SBL with observations to further assess
the real-world applicability of the modeling approach analyzed herein. Near-surface mea-
surements of heat fluxes and friction velocity collected by eddy covariance stations are
therefore crucial for improving understanding of turbulent mixing in the SBL.

Appendix: Simulations with 2 m Resolution and Decreasing Heat Flux

We briefly discuss the mean profiles and contour plot of the A = 2 m simulation G02000
(variational heat flux, NBA SGS model). All settings except for the grid size are identical to
G06250 (see Table 1). Figure 9 shows, similar to Fig. 1, the temporal evolution of the mean
wind speed and potential temperature, as well as the normalized hodograph. The profiles of
(02000 in Fig.9a and b overlap with GABLSI1 over all heights. Both the LLJ height as also
the temperature inversion height lie on the lower end compared to GABLSI.

Figure 10 shows instantaneous slices over the xy- and the xz-plane of the resolved wind
speed magnitude and 6 — 6, of simulation G02000 after nine hours. We investigate whether
coherent turbulent structures and temperature fronts are observable using our “benchmark”
setup. For a detailed discussion of these structures we direct the reader to Gerz et al. (1994)
and Sullivan et al. (2016). As shear and strong temperature gradients are more prominent
close to the surface (z < 50 m), an altitude of z = 40 m is chosen for the xz-slices.

The LLJ and the turbulent flow are well visible in Fig. 10a. Figure 10b shows upward
tilted temperature fronts below this LLJ. Between z = 150m and 200m, we observe down-
ward tilted temperature fronts. These results are similar to Sullivan et al. (2016), where the
fronts are as well tilted upwards below the LLJ and the tilt angle undergoes a transition to
the negative with increasing z. The microfronts are also visible in the temperature xz-slice
(Fig. 10d), the strongest one at (x,y) = (375 m, 200 m) and others at (120 m, 70 m) or at
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Fig. 9 Thick coloured lines: vertical profiles of (a) wind speed and (b) potential temperature for G02000
(see Table 1). Hourly profiles are shown by transparent lines, progressing from lighter to darker. The
shaded gray area defines the range of profiles of other simulations with the same resolution from Beare
et al. (2006). (c): normalized hodograph of the simulation. The circle indicates where z = 40 m, the

height for the contour plots in Fig. 10
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Fig. 10 Contour plots of wind speed (a, ¢) and potential temperature fluctuations (b, d) in the xz— (a, b,

y = 200 m) and zy— (c, d, z = 40 m) plane

(50 m, 290 m). The warm edges of these fronts face the main wind direction of 42° (i.e.,
approximately to the upper right), similar to Sullivan et al. (2016). Regarding the wind
speed xz-slice (Fig. 10c), we see coherent, elongated structures oriented toward the main
wind direction induced by the Ekman spiral.
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