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 A B S T R A C T

In existing buildings, knowledge about the thermal envelope, its physical parameters, and 
possible hidden defects is often insufficient. This issue contributes to the performance gap 
between modeled and actual energy efficiency of existing buildings. Furthermore, reliable 
data about the existing structure is essential for cost-efficient retrofit strategies to reduce 
operational costs and carbon emissions. As a consequence, improving on-site measurements 
could offer new strategies to address the performance issues and promote efficiency measures. 
In an experimental investigation, this study explores two innovative methods applied to 
an exemplary building complex: acoustic air leakage detection and quantitative UAV-based 
infrared thermography. For acoustic leakage detection, the method effectively discerns the 
airtightness quality of large buildings but lacks sufficient automation and accuracy for robust 
quantitative evaluation. The drone-based thermography method featuring repeated coverage of 
a building over the course of a night holds promise for large-scale thermal assessment, but 
faces high equipment requirements, difficulties in precise image positioning, and challenges 
in integrating thermal data into 3D building models. Moreover, environmental factors such 
as wind, temperature gradients, and drone-induced turbulence introduce uncertainties that 
complicate reliable quantification. These challenges underscore the need for improved cali-
bration procedures, advanced processing algorithms, and integration with dynamic building 
performance simulation. Despite these obstacles, the methods demonstrate promise for large-
scale applications, with potential to automate and enhance energy performance assessments in 
future research.

1. Introduction

The building sector plays a pivotal role in global energy consumption and, consequently, in the emission of greenhouse gases. 
The ambitious reduction targets for greenhouse gas emissions, set at various governmental levels, demand significant contributions 
from all sectors responsible for emissions [1], including the building sector. Given the current political goals, the pace of CO2
emission reduction in this sector needs to catch up [2]. Implementing efficiency measures, such as building energy renovations and 
the transition to renewable energy sources, is essential for the sector’s alignment with these environmental goals. These measures 
not only address the immediate challenges, but also positively impact planning security. With the expected rise in the prices of 
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Fig. 1. Overview of the case study and methods applied within the study.

fossil fuels in the future and the increasing influence of energy efficiency on property values, these measures become even more 
pertinent [3].

Currently, the annual renovation rate of buildings in the European Union is just 1% [2] and needs to be increased for several 
reasons. While a detailed exploration of these reasons, as done e.g. by Konstantinou and Dimitrijević [4], is beyond the scope of this 
paper, it is essential to note that building owners have a vested interest in understanding the energy efficiency of their properties. This 
understanding allows them to identify weaknesses and to make informed decisions for future developments. Accurate predictions of 
savings from planned measures are essential. This necessitates (a) thorough analysis of the current state of the building to understand 
the reasons for its existing energy use and (b) precise prediction of the energy demand in the planned state. For effective fault 
detection and user influence modeling, accurate and affordable models of building physics are necessary. To minimize the cost 
barrier, the effort for creating such models should be as low as possible.

A significant portion of the uncertainty in the difference between modeled energy demand and actual usage comes from issues 
related to building physics. Mirroring the points listed above, they may result from (a) properties of the actual fabric of the building 
before retrofit not included in the model parameters and/or (b) differences between retrofit plans and implementation (as-planned 
vs. as-built).

This study explores and evaluates the applicability of innovative contact-less measurement technologies for building energy 
performance assessment. These technologies aim at detailed analyses in unrefurbished buildings and at post-renovation quality 
control, which significantly contribute to the performance gap between predicted and actual savings.

We applied two innovative, contact-less measurement methods to an exemplary building complex, as shown in Fig.  1. We 
demonstrate the use of acoustic airtightness assessment with an internal sound source and an external acoustic camera. Moreover, 
we discuss a drone-based thermography method, designed to measure spatially distributed surface temperatures multiple times in a 
single night. These methods are promising due to the possibility of characterizing the building envelope as a whole with regard to 
the two main reasons for heat losses: air exchange and thermal conduction. A research building complex with heterogeneous age 
and construction types as well as non-optimal performance in airtightness and insulation provided an ideal case for testing.

In the paper, we present the insights from this pilot application, focusing primarily on the challenges of modeling within the 
analysis of measurement results. We aim at finding the challenges left to reach quantitative results that can be automatically 
integrated into digital building models and therefore connected to building performance simulation.

The paper starts with a review of the literature and the state of the art. Afterwards, we introduce the case study building complex 
and explain the two measurement methods in detail. After presenting the findings of our pilot application, we draw conclusions 
regarding the challenges and recommendations for future improvement of the approaches.

1.1. Literature review and state of the art

The goal of reducing the difference between modeled energy demand and energy use is probably as old as building performance 
simulation. Scholars have found various reasons for the so-called energy performance gap since then [5–8]. Factors identified to 
contribute to this gap include occupant behavior, device specifications, and wasted energy, but also uncertainty in building physics 
parameters and poor workmanship. In low-energy buildings, modeled energy demand tends to underestimate energy use [7], causing 
operational costs to be higher and retrofits to pay out later than expected.
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Unintentional air exchange through a building’s envelope is a significant concern, accounting for an estimated 30–50% of a 
building’s heating and cooling energy use [9–12]. Such unintentional airflow is a major contributor to heat loss, underscoring 
the need for effective airtightness measures. For instance, Bracke et al. [13] demonstrated that improving air permeability from 
approximately 16m3 m−2 h−1 to 5m3 m−2 h−1 at 50 Pa can result in a 31–35% reduction in heat loss. Similarly, Leprince et al. [14] 
showed that reducing air permeability from 3m3 m−2 h−1 to 1.2m3 m−2 h−1 at 4 Pa can decrease energy consumption by 13–37%, 
depending on the ventilation system. This corresponds to annual energy savings of 6–17 kWhm−2, highlighting the significant role 
of airtightness improvements in reducing both thermal losses and overall energy consumption.

Thermal transmittance governs the heat transfer through the building envelope, thus being an obvious contributor to energy 
performance. Rodrigues et al. [15] demonstrate this by varying U-values and building geometries in different climate conditions, 
resulting in an impact of up to 88% on energy demand.

A prerequisite for implementing contact-less measurements in an automated workflow is the existence of a spatially referenced 
3D building representation. With the growing importance of building information modeling (BIM) in construction projects, also for 
retrofits, generating such models has been a topic of extensive research and development works. 3D laser scans, photogrammetry, 
and the more or less automated generation of BIM models from the resulting point clouds can be considered state of the art [16]. 
Using these models for energy applications in automated processes, e.g. exporting them to building performance simulation software, 
is a topic with several open challenges [17] beyond the scope of this paper.

This study focuses on the aspect of improving the model values regarding building physics parameters by contact-less measure-
ments. As a consequence, this section aims to summarize the state of the art of such technologies, particularly regarding airtightness 
and thermal transmittance.

1.1.1. Airtightness measurement
The fan pressurization method, also known as the blower-door test and described in ISO 9972 [18], is commonly applied to 

measure airtightness. While this method is widely recognized, it comes with its set of challenges [19,20]. Identifying and quantifying 
leaks, especially during renovations, is crucial yet difficult using standard methods, including the blower door test. These methods 
are not only time-consuming, but also depend heavily on the expertise and experience of the energy consultant conducting the test.

In addition to methods like smoke sticks, tracer gas detection [21], or infrared scanning [22], the ASTM E1186-17 [23] standard, 
builds up on the work of Keast and Pei [24], suggests the use of sound detection for leak identification. However, its application in 
building scenarios remains limited.

Several studies explore sound transmission losses through building envelopes in laboratory [25–28] and field settings [29,30] to 
quantify leakage sizes with varying degrees of success. Exploring beyond the audible sound range, Graham [31] investigates infra-
sonic impedance measurements for leakage detection, while other researchers focus on localizing [32–34] and quantifying [35,36] 
air leakages in buildings. Recent advances include the use of microphone arrays and beamforming techniques for a comprehensive 
assessment of building façades and leak localization. Raman et al. [37] and Chelliah et al. [38,39] propose the near-field acoustic 
holography method for locating and quantifying leaks in buildings and building components. Janotte et al. [40] use the acoustic 
method in combination with other technologies, such as radar, infrared thermography, and H2 tracer gas techniques, to explore 
more efficient and accurate assessments of existing buildings.

In our study, we apply the acoustic measurement method in addition to infrared thermography to assess buildings on a large 
scale. This dual approach aims at providing a more holistic and effective means of evaluating and improving building airtightness.

1.1.2. Quantification of thermal transmittance
For assessing building heat loss, several calculation-based, non-contact-less, and invasive methods exist. Furthermore, infrared 

thermography (IRT) has been widely used for qualitative or quantitative analysis of surface temperatures and the related thermal 
parameters. In the following, the state of the art in close-range IRT for buildings is presented after briefly describing other methods 
for heat loss quantification, summarizing the details given in a doctoral thesis related to this work [41].

In their Review of in situ methods for assessing the thermal transmittance of walls, Bienvenido-Huertas et al. [42] conclude:

The theoretical estimation method [(ISO 6946 [43])] is often used in energy audits because no tests are required (the main 
advantage of this method) [and] because the composition of a wall can be assessed using various methods, such as [...] (i) 
endoscopy, (ii) using reliable technical documentation or databases describing the envelope of the building of interest, or 
(iii) using estimates based on analogous constructions.

As a consequence, this method has different disadvantages depending on its implementation. It is either (i) destructive, (ii) requires 
substantial a-priori knowledge that may have to be manually obtained from old plans, or (iii) is not necessarily representative for 
the observed building. Bienvenido-Huertas et al. [42] continue:

In situ measurements can give more representative values [...], but the use of such methods is affected by many factors, 
with environmental factors being the most important. In situ measurement methods require [...] (i) a high thermal gradient 
(𝑇in − 𝑇out > 10 ◦C), (ii) a wind speed of 0–1 m

s , (iii) zero rainfall, and (iv) no solar radiation or other radiation sources to 
affect the wall of interest.
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The mentioned in-situ methods for U-value measurement include the heat flow meter method standardized in ISO 9869-1 [44], a 
simple hot-box heat flow meter method that creates a small volume with controlled temperature on one side of the wall, and a 
thermometric method that measures the interior surface temperature in addition to environment temperatures on both sides. All of 
them require the installation of measurement equipment on the walls, access to the building interior, and a measurement period of 
more than a day.

Of particular interest for this paper are the quantitative infrared thermography (QIRT) methods. They may also be performed 
from the interior, but it is their implementation from the exterior that enables a high variability and automatability including image 
acquisition from UAVs, even though the environmental requirements regarding temperature differences and gradients, wind, and 
solar radiation are demanding. This is also found by Patel et al. [45] in an uncertainty analysis of a practical application of exterior 
QIRT. Therein, they build up on steady-state estimation methods such as the one presented by Dall’O’ et al. [46] who use the 
equation 

𝑈 = ℎcomb,out ⋅
𝑇s − 𝑇air,out

𝑇air,in − 𝑇air,out
(1)

to derive the 𝑈 -value from the measured surface temperature 𝑇s, the air temperatures inside 𝑇air,in and outside 𝑇air,out and the 
combined (i.e. including radiation and convection) heat transfer coefficient ℎcomb,out. As a matter of fact, ℎcomb,out is heavily 
influenced by the local conditions, including surface properties and wind. Similar procedures, with partly different equations, 
measured values, and assumptions for ℎcomb,out are presented by e.g. Madding [47] and Bayomi et al. [48]. Videras Rodríguez 
et al. [49] build up on Bayomi et al.’s calculation approach and calculate accurate U-value measurements from drone thermography 
of the same region repeated every quarter of an hour, combined with interior surface temperature measurements.

As a consequence of the dynamic nature of heat loss, Patel et al. [50] develop a dynamic method for quantifying wall parameters 
from multiple IRT recordings. They calibrate the parameters of a resistance–capacitance (RC) wall model to the surface temperature 
readings from a stationary infrared camera over a time range of five days. Influences from the surroundings are reduced by covering 
the investigated wall with a tent. Mahmoodzadeh et al. [51] manage to quantify and reduce important uncertainty contributions 
to infrared-sourced quantitative thermal performance assessment. In a follow-up work, they identify challenges and opportunities 
in quantitative aerial thermography of building envelopes as a response to various inconsistencies in published studies. Among 
others, they find camera temperatures affected by UAV-induced turbulence imply an important uncertainty contribution. They 
conclude that a robust protocol for quantitative thermal assessment of building envelopes requires additional research by both 
camera manufacturers and users [52].

Publications about QIRT on buildings mainly focus on how to reduce uncertainty of the measurement results. The reason for this 
is the challenging task of extracting the desired surface temperature from the sensor output. It requires the removal of additional 
influences to the value. Looking at the physical background of the involved phenomena, we can express the recorded value in a 
simplified way as 

𝐿sensor = 𝜏atm ⋅
(

𝐿obj
(

𝑇s
)

+ 𝐿r
)

+ 𝐿atm + 𝐿cam (2)

with the contributions shown in Fig.  2: 𝐿sensor is the radiance recorded by the sensor. 𝐿r is the reflected ambient radiance. 𝜏atm and 
𝐿atm are the transmittance and emitted radiance respectively of the atmosphere between object and sensor. 𝐿cam is the radiance 
emitted by the camera housing onto the sensor. 

𝐿obj
(

𝑇s
)

= 𝜀obj
(

𝜗o, 𝜑o
)

⋅ 𝐿bb
(

𝑇s
)

(3)

is the radiance emitted by the object of interest at its surface temperature 𝑇s and depends on the blackbody radiation at that 
temperature 𝐿bb

(

𝑇s
) as well as on the directional emissivity of the object towards the sensor 𝜀obj

(

𝜗o, 𝜑o
)

. Although infrared cameras 
usually display their recordings as temperature values, radiance is the quantity actually measured. In fact, the phenomena described 
above are spectral phenomena. The sensor integrates the incoming radiance weighted by its own spectral responsivity. Finally, the 
camera software derives a temperature value from the result [53–55].

While publications about QIRT mainly focus on how to reduce measurement result uncertainty, qualitative thermography has 
reached impressive results recently. For example, Rakha et al. [56] demonstrate the texturing of a 3D building model with infrared 
images recorded in five flights during a single night as a prerequisite to diagnose thermal anomalies in different size and shape. This 
shows the ability of state-of-the-art UAV equipment and photogrammetry methods to connect IR readings with 3D building models.

2. Materials and methods

In the following, we introduce the building complex we use as a pilot case for the methods. Furthermore, we explain both the 
acoustic air leakage detection method and the drone-based infrared thermography method in detail.

2.1. Selection of the building complex

The building complex shown in Fig.  3 provided a suitable test case for the methods under investigation due to several 
advantageous characteristics. Its structure includes building parts constructed between 1989 and 2019, offering a heterogeneous 
age profile that allows for testing on components with varying insulation qualities. The location further shows its suitability, with 
limited surrounding vegetation and no directly neighboring buildings ensuring access for drone operations.
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Fig. 2. Contributions to the radiation recorded by the IR camera sensor.

Fig. 3. The building complex with building names and years of construction or renovation.

2.2. Acoustic air leakage detection methodology

The acoustic air leakage detection method is based on a microphone ring array, often referred to as an acoustic camera, consisting 
of 48 uniformly distributed microphones arranged in a circular array with a diameter of 0.75m. The array operates in a frequency 
range of 164Hz to 20 kHz. At its center, an optical camera with a resolution of 1920 × 1080 pixels captures visual images of the 
observed scene, complementing the acoustic measurements. The experimental setup and resulting images are shown in Fig.  4 (steps 
2 and 3).

The methodology involves positioning the loudspeakers inside the building (Fig.  4, step 1), and the acoustic camera outside the 
building on the opposite side of the wall (Fig.  4, step 2).

Two loudspeakers were utilized: a high-frequency speaker operating in an even frequency range of 15–120 kHz and a low-
frequency dodecahedron speaker covering a range of 0.05–16 kHz. Sound waves emitted by the loudspeakers penetrate through 
leaks in the wall and are detected by the acoustic camera on the exterior side, where the leaks are identified and localized as 
secondary sound sources.

For this study, a computer-generated white noise signal at a sound pressure level of 85 dB was emitted inside the building for a 
duration of four seconds. The resulting acoustic data was processed using the software NoiseImage (Fig.  4, step 3), employing the 
power beamforming technique to improve image clarity and enhance the precision of source representation. Additional details on 
the measurement procedure, experimental setup, and data evaluation can be found in Schiricke et al. [57].
5 
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Fig. 4. Illustration of the experimental acoustic setup and the steps of the post-processing.

Fig. 5. Illustration of the experimental setup and the steps of the drone-based infrared thermography approach.

2.3. Drone-based infrared thermography method

In addition to the airtightness evaluation, we investigate a drone-based infrared thermography approach for quantitative 
assessments of the building envelope. This includes an overview of the preparations and the used equipments, the flight procedure, 
and the data collection from the images. Fig.  5 visualizes the steps of the approach.
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Fig. 6. The UAV system applied for the pilot application, with the thermal camera attached via gimbal.

2.3.1. Preparation
Before the thermal measurements, the preparation steps shown in Fig.  5 were conducted. An IFC model of the building, which 

in this case was generated independently of the flight campaign using a hand scanner [58], is coreferenced with a photogrammetric 
point cloud from a daytime flight. This ensures a common (globally referenced) coordinate system between the IFC model and the 
subsequent IRT flight. The externally visible surfaces are then extracted from the IFC model. This process is not trivial, and there 
is no standardized procedure for it [59]. Our experimental application uses a simplified geometric analysis based on the Python 
interface of IfcOpenShell and requires manual post-processing.

2.3.2. Night-time IRT flight and image texture extraction
The flight over the building complex was conducted at night. This approach offers several advantages. The most relevant for 

the accuracy of the measurement is the absence of sunlight. Furthermore, there is little or no need to consider building operations. 
Changes in conditions caused by users (e.g. opened windows, changes in room temperature) can be ignored.

The system used for the flight (pictured in Fig.  6) consists of the DJI M600 Pro drone, the Gremsy S1 gimbal, and the Workswell 
Wiris Pro uncooled microbolometer thermal camera (640 × 512 pixels, spectral range 7.5–13.5 μm, accuracy ±2K).

The assignment of images to external surfaces (part of the post-processing in Fig.  5) requires the geometric co-evaluation of 
the IFC model surfaces and the thermal camera’s position and orientation. The latter needs to be known with very high accuracy. 
Common GPS data cannot fulfill these requirements without corrections. One possibility is the use of RTK-GPS. It needs additional 
equipment and the geometry between the antennas and the camera (including 3-axis distance, gimbal rotation, drone tilt etc.) to be 
considered, which requires substantial effort if not provided by the manufacturer [60]. As a remedy, we opted for a software-based 
solution. Photogrammetry software is able to optimize the position in the process of creating a 3D point cloud from the data [61]. 
The software can take preliminary knowledge about the measured object from the flight plan and GPS positions into account. It 
optimizes image positions and orientations to create a fitting three-dimensional point cloud. The corrected image metadata are 
subsequently available as a byproduct [62].

2.3.3. Quantitative image evaluation
The purpose of evaluating the infrared images is to quantify the surface temperature of the measurement object. For this, other 

contributions to the radiation recorded by the sensor must be corrected for in the measured value. As shown in Eq. (2), this includes 
(i) the emissivity of the surface, (ii) the reflected ambient radiation, (iii) the influence of the atmosphere between surface and camera, 
and (iv) effects of the optics and the imaging sensor itself.

A complete consideration of all these phenomena at the measurement site is considered not feasible. Spectral differences within 
the wavelength range of the sensor are particularly difficult to handle. As mentioned in Section 1.1.2, the spectral sensitivity of the 
sensor is a suitable weight factor of integral values. For the phenomena listed above, we apply simplifications to Eqs. (2) and (3) 
known from literature:

(1) Surfaces have constant (but material-dependent) emissivity 𝜀obj when viewed not too obliquely [63]: 𝜀obj
(

𝜗o, 𝜑o
)

= 𝜀obj
(2) The measurement object is a Lambertian reflector, so the reflected ambient radiation 𝐿r can be determined by attaching 

crumpled aluminum foil that is considered an ideal reflector [64]: 𝐿r = 𝐿foil ⋅ (1 − 𝜀obj)
(3) We neglect the atmospheric influence, which mainly arises from water and carbon dioxide components in the air. In the 

sensitivity range of the sensor, it is very small at the short observation distances and low dew point temperatures with values 
of 𝜏atm > 0.999 (calculated using the Passman–Larmore tables in Gaussorgues [65]).

(4) Experience shows that realistic absolute values can be achieved only if calibration is carried out in the field. One countermea-
sure to obtain values of 𝐿cam varying over time is to use reference bodies treated with a paint of known emission properties 
and whose surface temperature is continuously measured. Ideally, these bodies should represent the upper and lower limits 
of expected radiation values of the measurement objects [50].
7 
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Considering all these simplifications and Eqs. (2) and (3), we get 

𝐿bb
(

𝑇s
)

=
𝐿sensor − 𝐿foil ⋅

(

1 − 𝜀obj
)

− 𝐿cam
𝜀obj

(4)

to derive blackbody radiance (and thereby surface temperature) from sensor readings.

2.3.4. U-value calculation
With the steps explained above and shown in Fig.  5, a texture of the 3D building model featuring multiple surface temperatures 

measured over the course of the night can be created. From this, thermal transmittances of all building parts can be fitted using 
dynamic wall models (as done by Patel et al. [50]). The component under consideration is represented by a resistance-capacity 
model (RC model), which is widespread in building performance simulation. This contrasts with established methods that calculate 
U-values based solely on individual measurements, assuming constant conditions in the wall (see Section 1.1.2). An open question 
is how complex the dynamic model can be, given the small value of <10 measured temperature values over the course of the 
night. Furthermore, uncertainty heavily depends on the various influencing factors mentioned above. Glass parts are particularly 
complicated to measure due to their low emissivities and direct reflection of infrared radiation. For now, we focus on opaque building 
parts and uniform, non-metallic surfaces.

3. Findings and discussion of challenges and recommendations

The application of the methods described above to the case study building complex allowed us to evaluate their potential for 
the assessment of large-scale buildings. In the following, we present our findings and discuss the challenges and recommendations 
derived from it regarding both methods separately.

3.1. Acoustic air leakage detection

The present study involved a comprehensive analysis of 57 acoustic measurements taken across 36 rooms. Consequently, 
hundreds of potential leaks were located and visualized across the large area of the investigated building complex. The veracity 
of several leaks was confirmed through the utilization of conventional methods, including the employment of smoke sticks.

While the evaluation of these leaks enabled differentiation between buildings in terms of their airtightness quality, the high 
degree of manual evaluation involved poses a significant challenge that cannot be overlooked. In order to advance the development 
of measurement technology, the authors propose large-scale measurement campaigns to be conducted both in the field and in the 
laboratory. This would facilitate a more in-depth investigation into the management of sound reflections and noise suppression, and 
the identification of potential solutions.

3.1.1. Findings
The detected sound sources indicating potential leakages primarily fell within a spectral range of 800Hz to 25 kHz. To enhance 

visualization, only the highest sound pressure levels (𝛥dB) within each of the 16 third-octave frequency bands were superimposed 
on visual images (Fig.  7).

As observed, sound peaks can manifest at various positions within different frequency bands, suggesting potential leaks at diverse 
locations (compare Fig.  4, step 4). Displaying all leakages simultaneously in one image is seldomly feasible. Typically, a sequence 
of images across different frequency bands is required to depict the detected potential leaks in the building envelope.

While sound peaks often indicated leaks, some arose from sound reflections or structure-borne vibrations, as demonstrated by 
the vibration of a window pane in Fig.  7, which is evidently situated in an implausible location for a leakage and is more likely 
attributable to the vibration of the pane.

However, in numerous instances, a visual examination at the positions of the sound peaks validated credible reasons for air leaks. 
Two examples are shown in Fig.  7, where (left) a drilled hole from a previously installed window and (right) a cable fairlead to the 
blind coincided with the position of the sound peak. These two examples of acoustically detected potential leakages were confirmed 
by the use of a blower door and a smoke stick.

Frequently though, the origin of a sound peak could not be definitively verified due to constraints in time resources. Consequently, 
these sound peaks necessitated a subjective assessment regarding their plausibility in relation to potential leakages (compare Fig.  4, 
step 5). For this purpose, the plausibility of a leakage as the cause of the sound source was assessed in each case on the basis of the 
exact position of the sound peak, following the method presented in the work of Schiricke et al. [57]. The assessment is based on 
a set of subjective criteria ranging across four levels from ‘‘very likely’’ to ‘‘very unlikely’’. Consequently, the Acoustic Assessment 
Score (ASS) was introduced as a quantitative metric for every detected sound peak. Along with the ASS, a color code was assigned 
to each sound peak. The criteria can be summarized as follows: ‘‘Very likely leakage’’ (ASS=3, red): The peak of the signal is located 
at a particularly plausible site, such as the seals of door and window frames. ‘‘Likely leakage’’ (ASS=2, yellow): The peak of the 
signal is at a plausible location, such as joints between different materials, or even at a particularly plausible site, though it has 
a much weaker signal. ‘‘Unlikely leakage’’ (ASS=1, gray): There are some indications that the signal is probably not caused by a 
leakage, or the peak being near but just off a plausible location. ‘‘Very unlikely leakage’’ (ASS=0, white): The peak of a signal is at 
an implausible location, such as on a window pane.
8 
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Fig. 7. Examples of detected leakages.

Table 1
Overall assessment of the acoustic leakage analyses for the three buildings.
 MFAS No. of measurements per building
 D (1998) A (1990) E (2019) 
 Very low (0–9) 0 3 3  
 Low (10–19) 8 10 4  
 Mid (20–29) 10 2 3  
 High (30–39) 13 0 0  
 Very high (40–48) 1 0 0  

This approach facilitated the documentation of the assessments in the façade representation, utilizing the corresponding color 
code to pinpoint potential leakage locations on the façade (alike in Fig.  4, step 5 and Fig.  7) for inspection and subsequent sealing 
if needed. For a detailed example of how potential leaks are assessed and graphically represented using the above criteria and color 
codes, please refer to Figure 3 in Ref. [57].

On the other hand, the ASS was employed to evaluate and compare the airtightness of different rooms, leading to the creation of 
the Multi-frequency Assessment Score (MFAS). This quantitative metric for a specific room’s airtightness was subsequently utilized 
to compare the three buildings.

Table  1 illustrates the frequency distribution of the obtained MFAS for the various measured rooms in the three buildings D, 
A and E (compare Fig.  3). This overview serves as a means to evaluate whether the applied acoustic method was successful in 
discerning differences among the buildings. As anticipated, building D, recognized as problematic by the building owner although 
not the oldest structure, exhibits the highest values in the MFAS, which indicates a strong acoustic evidence of leakage and, thus, 
a poor airtightness rating.

Similarly, as depicted in Fig.  7, the acoustic camera was able to detect leaks on a large window front. The recorded image is 
presented in Fig.  8. Two leaks are evident, with the one situated at the midpoint of the window on the left being corroborated by 
the presence of protruding window paneling with a seal. The signal peak in the top right of the window front could be attributed 
to a slight damage to the window seal. The sound pressure level was then determined using the evaluation software NoiseImage, 
across the specified frequency range, at the two identified peaks. The results are displayed in Fig.  9. A comparison of the two curves 
within the range in which the leaks can be clearly seen (approximately 4 kHz to 8 kHz) reveals a notable difference in monotony. 
The question of whether different causes of leakage exhibit disparate characteristics within the spectrum, thereby enabling the 
identification of the specific type and severity of the leakage based on these characteristics, is currently under investigation at the 
test stand described by Diel et al. [66].

These findings are encouraging with regard to the acoustic approach to the airtightness test. The question thus arises as to how 
one might proceed from this qualitative and partly subjective assessment to a quantitative (and potentially automated) evaluation 
in the subsequent step. To this end, a test facility has been developed, which allows for the systematic investigation of different 
types of leakage under laboratory conditions, as well as different operating parameters. The test facility itself as well as the results 
of first measurements are described in Diel et al. [66]. In order to make quantitative statements about airtightness using acoustic 
9 
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Fig. 8. Detected leakages at a large window front. The frequency range from 5.4 kHz to 6.0 kHz was selected to superimpose the sound pressure 
level on the photograph.

Fig. 9. Sound pressure level over time for the two detected potential leakages from Fig.  8.

measurements, the relationships between acoustic signatures and an associated measure of airtightness (such as the air volume flow 
at a pressure difference of 50 Pa) are to be examined in particular.

3.1.2. Discussion of challenges and recommendations
This field study has offered valuable insights into the practicality, speed, and interpretability of acoustic signals, as well as the 

method’s scalability and potential for future advancements. The results indicate that a substantial number of potential leaks can be 
identified, affirming the method’s fundamental effectiveness for large buildings. Additionally, a comparison of the distribution of the 
ASS and the MFAS within the various buildings suggests that the applied acoustic method successfully differentiated the airtightness 
quality among the three buildings.

Challenges to be solved involve increased automation in identifying pertinent locations. Connecting the images to a 3D building 
model or applying image segmentation could support this by adding semantic information to the objects examined. This underscores 
10 
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Fig. 10. Element texture extracted by analyzing camera position and IFC model coordinates (black), compared with element marked on the 
image (red).

the necessity for systematic laboratory or field investigations involving known instances of leakage. The potential of this methodology 
is considerable. Promising future developments include noise reduction through reference signals [34], utilizing acoustic spectra to 
deduce the type and size of leaks [35,36], and employing multi-perspective analysis to eliminate reflections. Moreover, visualizing 
leaks across different third-octave frequency bands in a unified image could enhance the effectiveness of the leak detection process. 
Looking ahead, we anticipate conducting more thorough examinations at testing facilities and renovation sites. There are also plans 
for improvements in measurement technology, including the integration of infrared thermography with the current acoustic camera 
setup to enhance the reliability of leak detection. Additionally, exploring the development of a suitable ultrasonic transmitter is 
another area of consideration.

3.2. Drone-based infrared thermography

The method pictured in Fig.  5 and explained in Section 2.3 features multiple flights over the entire building complex. Through 
automated texturing, all images need to be assigned to the pictured building parts as surface textures in the 3D model. Subsequently, 
their radiation values are converted to surface temperatures. In the next step, these values serve to determine the RC parameters of 
the building parts.

Due to several issues in the experimental application, we were not able to demonstrate the full workflow. In the following, we 
explain the issues that we found hindered successful processing. Furthermore, we present results from the manual evaluation of the 
data to enable an analysis of challenges left to achieve reliable quantitative results.

3.2.1. Automatic processing
The most relevant issues in the process described in Section 2.3.2 arose during image acquisition. The pre-planned flight routes 

with the recommended overlap of 80–90% [61] could not be flown autonomously due to safety concerns. Unfavorable wind 
conditions and small distances between trees and the façade in some places posed a high risk for collisions. As a consequence, 
the drone was operated manually for flight control and image triggering, resulting in two major setbacks for the evaluation:

(1) Significantly less building area was covered by images than planned. Instead of monitoring the whole complex, we focused 
on parts A and D (see Fig.  3).

(2) Preliminary knowledge for each image position and orientation would have been a by-product of the pre-planned flight route. 
Without it, the photogrammetry software could not accurately correct the drone’s GPS position data—neither based on the 
thermal data nor on the simultaneously recorded, poorly lit optical data.

The latter issue is visualized in Fig.  10. The red triangle marks the surface part of the IFC model that should have been textured 
from the image. The black triangle is the section of the image that would have been used when inferring the pictured object from 
the IFC coordinates and the metadata about position and orientation from the image file. With the apparent deviation, automated 
texturing of surface parts from the IRT imagery becomes impossible.

On the positive side, the drone provided a significantly longer battery life (>45 min) compared to the manufacturer’s 
specifications (20 min) due to the low flight dynamics and despite ambient temperatures of about 0 ◦C.

The issues described above provide important insights into necessary improvements of the experiment setup. Nevertheless, they 
are not immanent to the method itself. Therefore we selected images for exemplary further processing and extracted regions of 
interest manually from them.
11 
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Fig. 11. Correction values for 𝐿cam from blackbody measurements and comparison between surface temperatures measured by thermography 
and by NTC contact thermometer on an example façade, with error indicators (1𝜎) restricted to short-time influences.

3.2.2. Quantification through manual evaluation
In this section, we present findings from the manual evaluation of the infrared recordings acquired during the drone flights. 

Illustrated by exemplary results from the on-site application, we evaluate the potential and the shortcomings of the demonstrated 
approach and present learnings for future research.

The reference bodies were positioned on the flat roof of the side wing of building D (see Fig.  3). They were imaged several times 
within a few minutes with the infrared camera at around 7:40 pm, 1:52 am and 4:24 am. From the comparison of measured surface 
temperatures and recorded radiation values, we derived correction factors for 𝐿cam. They translated to temperature differences of 
5–10K, increasing over the course of the night (see Fig.  11). For images recorded within a few seconds, with the bodies shown in 
different pixels, we observed variations of ±0.25K. While the former value is significantly higher than the manufacturer’s value for 
the thermal camera accuracy, the second is significantly lower. This supports previous findings with stationary cameras that the 
availability of a reference value enables quantitative evaluations.

For application on images taken in between, the 𝐿cam correction values were interpolated and applied to derive surface 
temperatures as described in Eq. (4). Fig.  11 shows a comparison of the surface temperature determined with an NTC (negative 
temperature coefficient) contact and the presented thermography method at the north façade of the building complex, as shown in 
Fig.  5 in the middle. The error bars of the thermographic temperature values illustrate the influence of the ±0.25K mentioned above 
(for scattering within a short timeframe, as a mean value over the three reference body observation periods) and do not include 
any further uncertainties in the measurement result. These ranges do not reach the actual surface temperatures by far and absolute 
values vary significantly over time, indicating that this issue is a major obstacle for reliable on-site calibration.

Our findings show that occasional calibration with the reference body is not suitable for the task, as it cannot cover the variations 
mentioned above. Another indicator for this is the point cloud in Fig.  12: Although the images used for the grayscale texture were 
taken within several minutes and internal camera correction was fixed to plausible values, the figure shows substantial temperature 
variations with no apparent physical reason on the building. A possible explanation is the effect that also Mahmoodzadeh et al. 
[52] find: Changes in the housing temperature caused by varying environmental conditions heavily influence the sensor. Given 
the inevitable variations in convective heat transfer due to airstream during the flight and in wind conditions due to weather 
and building structure, we conclude that each image’s uncertainty needs to be treated directly, e.g. by further calibration of each 
thermographically obtained value.

Due to the small number of sampling points and the high measurement uncertainty, we did not calibrate an RC model to the 
measured surface temperatures. For the values given in Table  2 along with the measurement results according to standard ISO 9869-1 
[44] with heat flow sensors, we use Eq. (1) with temperature differences averaged over the measurements and a standard value of 
ℎcomb,out = 13.4Wm−2 K−1, determined according to Dall’O’ et al. [46]. As a further comparative value, we add an application of 
the same equation to surface temperatures measured by contact (NTC) thermometers and recorded every two hours. From Eq. (1) 
it is immediately clear that the choice of heat transfer coefficient and the measured outside air temperature have a major influence 
on the result, as also stated by Patel et al. [45] in their sensitivity analysis. It is not possible to give a realistic uncertainty for the 
tabulated values, which is why we did not include them in the table. The values given should only be taken as examples and by no 
means to evaluate the method presented.
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Fig. 12. Point cloud textured with infrared imagery.

Table 2
Determined U-values from measurement and from model application to surface temperature measure-
ment results. The values given are for demonstration purposes and are not intended to evaluate the 
method presented.
 Method 𝑈 -value in Wm−2 K−1 
 Measurement according to ISO 9869-1 [44] 1.21 ± 20%  
 Model application to thermographic measurements 1.1  
 Model application to NTC temperature values 1.4  

3.2.3. Discussion of challenges and recommendations
The advantages of the UAV-based quantitative infrared thermography system presented are numerous. It has the potential to 

record data on the insulation quality of medium-sized building complexes for which hand-held thermography is no longer realistic 
(e.g. office buildings, schools or administrative headquarters) in a short space of time and to link the results directly to the building 
geometry and model semantics.

Thermography challenges to tackle are inaccurate image positioning, automated IFC/BIM processing with regard to areas to 
be analyzed, and a significant improvement in the accuracy of thermography, in particular regarding on-site correction of varying 
environmental influences. Regarding the latter, weaknesses in the design of this study are to be revised. In particular, the calibration 
of the camera with the reference bodies proved to be insufficient. If the problem of the fluctuating accuracy of the camera cannot 
be solved at hardware level, reference values may be required in (almost) every image. Contact temperature sensors on every 
examined surface would significantly increase the effort required for data acquisition and thus partially negate the advantages of 
the system. Another possibility is a shielded camera as proposed by Mahmoodzadeh et al. [52], or a (commercially available) cooled 
sensor. Both solutions would increase drone payload and therefore reduce battery life. A software-based method detecting the sensor 
drift over multiple images would be less hardware-relevant, but its accuracy is still to be investigated: We found that the correction 
values are potentially comparatively large, which points to the risk of a large uncertainty contribution of these values. If the issues of 
automatic co-referencing of images and building models can be solved and a sufficiently accurate model of environmental conditions 
(in particular air temperature, surrounding radiation temperature, and wind) is created, the dynamic model calibration approach 
would allow for large-scale building envelope evaluations.

In the long term, referencing thermography and acoustic signals as image textures to the same building model could allow for 
large-scale multi-sensor analysis of thermal transmittance and airtightness as well as localization of heat bridges and air leakages.

4. Summary and conclusion

Our study contributes to the understanding of thermal losses in existing buildings by investigating two primary mechanisms: air 
exchange and heat conduction. To achieve an assessment of these losses across entire building envelopes, we focus on the potential 
of contact-less technologies that enable spatially resolved insights. Automated evaluation of the results is a key factor in ensuring 
the scalability and practical applicability of these methods.

Building up on previous research on the applicability of multiple contact-less measurement technologies for building energy 
assessments, we applied two innovative methods to an exemplary building complex: acoustic air leakage detection and drone-
based quantitative infrared thermography. The chosen structure, characterized by different construction periods and heterogeneous 
insulation performance, provided an ideal test case for validating these novel measurement approaches.

The acoustic assessment of the airtightness, conducted using a sound source inside the building and an acoustic camera on 
the outside, demonstrated the feasibility of large-scale air leakage detection. To the best of our knowledge, this is the most 
comprehensive field study conducted so far. The method successfully identifies and visualizes potential leaks across large façade 
areas, with many detections confirmed through visual inspection. These results reinforce the method’s applicability for assessing 
airtightness in large buildings and highlight its potential for further refinement and automation.
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The drone-based thermography approach aimed to capture spatially distributed surface temperature data multiple times 
throughout a single night. While the method holds promise for large-scale thermal assessments, its practical application remains 
constrained by significant challenges, including image positioning accuracy, environmental influences, and calibration limitations. 
Future improvements in image processing, automated integration with building models, and enhanced thermal calibration protocols 
are essential to increase the reliability of this approach.

Despite the promising results and that both methods have shown to be applicable from a theoretical point of view, further 
research and development are necessary to transition these methods from experimental applications to practical tools for the building 
industry, not only regarding software and hardware interfaces between imaging sensors, building models, and boundary condition 
monitoring. Key areas for improvement in airtightness assessment include:

• Enhancing automation for leak detection, potentially using machine learning techniques.
• Developing quantitative evaluation metrics to complement qualitative assessments.
• Integrating results into building information models (BIM) for improved geometry analysis and visualization.

Regarding drone-based quantitative thermography, the main challenges to address are:

• Ensuring precise alignment of thermal images with building geometry.
• Improving calibration procedures for thermal images acquired in flight.
• Refining the connection between measured envelope temperatures and to dynamic thermal simulations, particularly in relation 
to wind effects on convective heat transfer.

If these challenges are successfully addressed, these methods could evolve from qualitative diagnostic tools to quantitative assessment 
techniques capable of feeding high-precision data into building performance simulations. This advancement would significantly 
enhance decision-making in energy retrofits as well as post-retrofit quality control. Ongoing research work focuses on refining 
these methods in controlled environments, such as laboratory-based airtightness measurement for the quantification of leaks and 
ground-based thermal imaging using vehicle-mounted sensors.

Glossary

Symbols

 Symbol Description Unit  
 ℎ Surface coefficient of heat transfer Wm−2 K−1 
 𝐿 Radiance Wsr−1 m−2 
 𝑇 Temperature (thermodynamic scale) K  
 𝑈 U-value (thermal transmittance) Wm−2 K−1 
 𝜀 Emissivity –  
 𝜗 Nadir angle ◦ or rad  
 𝜏 Transmittance –  
 𝜑 Azimuth angle ◦ or rad  

Abbreviations and subscripts

 Symbol Description  
 ASS Acoustic Assessment Score  
 atm Atmosphere  
 bb Black body  
 BIM Building information model(ling)  
 cam Camera  
 comb Combined  
 IFC Industry Foundation Classes (BIM standard)  
 IR Infrared  
 IRT Infrared thermography  
 MFAS Multi-frequency Assessment Score  
 NTC Negative temperature coefficient (device for temperature measurement) 
 o Outgoing direction  
 QIRT Quantitative infrared thermography  
 r Reflected  
 RC Resistance-capacitance  
 RTK-GPS Real-time kinematic GPS  
 s Surface  

 UAV Unmanned aerial vehicle (‘‘drone’’)  
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