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The solar wind (SW) passing the Earth is an important driver of electrodynamic
processes in the Earth's magnetosphere—ionosphere—thermosphere (MIT)
system. Since SW observations near Earth (at the bow shock) are very sparse,
research and operational applications typically rely on measurements of SW
monitors at the Lagrange point L1. The data of these monitors, which provide
almost continuous datasets, need to be propagated in time to the bow shock
conditions in order to be most useful for MIT studies. The most widely used
data source for propagated SW data is provided by OMNIWeb. Near-Earth (NE)
SW observations are highly relevant for the validation of the propagated SW
estimates. This work uses the NE SW observations to propose a novel method
for the estimation of the SW propagation delay. It is based on careful data
assessment and a complex combination of correlation analysis and validation
metrics. The developed algorithm generates a large dataset of 53,880 events in
the period from 22 December 2017 to 30 April 2024, which provides the SW
delay along with a list of metrics indicating the quality of the match between
the SW structures at L1 and the bow shock. This dataset shows higher reliability
in the SW delay estimates than the OMNIWeb data because it focuses on
the comparison of structures in the SW. Using the dataset of the period from
December 2017 to February 2018, the statistically estimated delay in comparison
with the OMNIWeb data reveals that approximately 50% of the delays are
computed very accurately with less than 5 min uncertainty, and 80% of the
OMNIWeb data delay is reasonably accurate with less than 10 min difference
from the statistically estimated delay, providing the best match. However, more
than 5% of the OMNIWeb data shows large differences of more than 20 min from
the dataset. Thus, it can be concluded that in many cases, the uncertainty in
the OMNIWeb delay estimate is larger than the value provided with the data.
The generated dataset of SW delay estimates provides an ideal foundation for
validating and improving solar wind propagation models.

KEYWORDS

solar wind propagation delay, statistical approach, correlation method, multiple
spacecraft data, OMNIWeb-predicted SW delay validation
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1 Introduction

The solar wind (SW) and embedded interplanetary magnetic
field (IMF) play significant roles in Earth’s magnetosphere and
ionosphere system dynamics and control the space weather and
its impacts on technological systems. The influence of space
weather on the performance and reliability of the increasingly
sophisticated ground-based and in situ technological system
dramatically raises our vulnerability to space weather events.
Accurate predictions of the near-Earth (NE) SW and IMF are
essential to correctly describe the space weather operation and
address the cause of magnetospheric phenomena and dynamics. In
addition, the SW and IMF parameters are used as inputs in many
magnetospheric and ionospheric models (Roble and Ridley, 1994;
Lotz et al., 2017; Ferreira et al., 2020). The solar wind and magnetic
field parameters are often provided by the Advanced Composition
Explorer (ACE) and WIND spacecraft and more recently by Deep
Space Climate Observatory (DSCOVR), all of which orbit around
the first Lagrange point (L1).

The spacecraft measurements at the L1 point, however, must
be converted to Earth’s bow shock before usage for research or
operation purposes. Because of the large distance (~230 Earth
radii Rg) of the L1 point from Earth and because the spacecraft
can be up to 100 Ry off the Earth-Sun line, the transformation
has not always been accurate, and this potentially decreases
the quality of space weather forecasts. The knowledge of SW
propagation time from L1 monitors to Earth’s bow shock helps us
broaden our understanding of how the geospace system responds
to the ever-changing SW, and it provides an advanced prediction
of the approaching SW features. An accurate prediction of the
ionospheric and thermospheric conditions depends on how accurate
the predictions of the arrival time of the SW and severe solar wind
conditions at Earth’s magnetosphere are, in addition to other factors.
The forecast of the onset time of geomagnetic disturbances also
depends on the accuracy of the predicted SW delay. Solar wind
plasma and IMF parameters at the Earth’s bow shock location, as
predicted by OMNIWeb (Lethy et al., 2018) and derived using the
flat plane method (Wintoft et al., 2017), are frequently utilized in
models for predicting and forecasting the disturbance storm time
(DST) index and planetary K, index. A wrong estimation will result
in an incorrect prediction.

In addition, the information on SW delay/offset is valuable for
users of communication and navigation services who seek timely
and reliable data to anticipate potential service malfunctions or
outages. SW propagation delay is often referred to as SW delay,
offset, time-shift, and lag. The SW propagation delay or SW delay
refers to the time it takes for the solar wind to travel from the L1
point to the Earth. In other words, the SW observed at Earth is
delayed relative to that observed at L1 due to the finite propagation
time needed by the SW to travel from L1 to Earth. Several
investigations have focused on modeling the time delay of solar wind
propagation from spacecraft at L1 to Earth to address the above
points, and numerous studies, including Ridley (2000), Wu et al.
(2005), Mailyan et al. (2008), Pulkkinen and Rastitter (2009),
Haaland et al. (2010), Cash et al. (2016), Baumann and McCloskey
(2021), and Cameron and Jackel (2016), have contributed to this
field. Additionally, research areas such as the timing of polar
substorm onset, as explored by Baker et al. (2002) and Lyons
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and Nishimura (2020), can also benefit from precise information
regarding the arrival of solar wind features that may trigger such
events in the magnetosphere.

The earlier studies (Mailyan et al., 2008; Cash et al., 2016)
suggested that the propagation time is often on the order of 1 h, and
the specific value depends closely on the SW conditions. Various
methods (Mailyan et al., 2008; Case and Wild, 2012; Cash et al,
2016) have been proposed to calculate the exact propagation time
based on the observed SW conditions around L1. The simplest one
computes the time by dividing the distance in the geocentric solar
ecliptic (GSE) X direction by the SW velocity (Collier et al., 1998).
This method is called “flat delay” or “ballistic propagation” and is
currently used by NOA A’s Space Weather Forecast Office (Cash et al.,
2016). The flat delay method assumes simply a planar propagation
(in the X direction only) in the anti-sunward direction where the
solar wind travels from any selected point (e.g., L1 point) to another
point (e.g., Earth bow shock location) without any fundamental
changes in the solar wind properties. The NOAA Space Weather
Forecast Office is currently using this technique to predict the solar
wind propagation delay. The solar wind flat delay (Case and Wild,
2012; Cash et al., 2016; Baumann and McCloskey, 2021), therefore,
is calculated using the following expression:

AS
Atft = TX
VX

(1)
The flat plane method enables calculation of the solar wind delay
when SW speed data are available at the L1 location. However, this
method is limited by insufficient information and the influence of
the orientation of the SW phase planes on propagation delay (Ridley,
2000; Horbury et al,, 2001; Weimer et al., 2003; Weimer, 2004;
Baumann and McCloskey, 2021). Phase planes refer to structures
in the SW that are usually contained in planar structures, and the
orientation of these planes, called the phase front normal (PFN),
can be tilted at arbitrary angles with respect to the Sun—Earth line.
When the PFN is tilted, an L1 monitor displaced from the Sun-Earth
line will observe an IMF structure at a different time than if it were
located on the Sun-Earth line (Mailyan et al., 2008). A realistic
calculation of propagation time should, therefore, consider PEN.

Determining the PFN, however, is a complex task, and a suite
of methods has been developed. Two widely used approaches are
minimum variance analysis (MVA) (Weimer et al., 2003; Weimer,
2004; Bargatze et al., 2005; Weimer and King, 2008; Pulkkinen et al.,
2011; Haaland et al., 2006; Munteanu et al., 2013) and cross product
(CP) method (Horbury et al., 2001; Knetter et al., 2004). The former
defines the PFN as the minimum variance direction of the IMF with
an additional constraint that the average magnetic field along the
PFN should be zero. The latter specifies the PEN as the direction
of the cross-product of two averaged magnetic field vectors located
upstream and downstream of the phase front. The difficulty in
accurately predicting the propagation time was the primary reason
for developing OMNIWeb, where a combination of MVA and CP
methods is used to routinely lag the IMF and SW parameters from
L1 to Earth’s bow shock.

OMNIWeb's website (http://omniweb.gsfc.nasa.gov/) provides
1-min and 5-min high-resolution (HR) compiled records of ACE,
IMP-8, GEOTAIL, and WIND spacecraft observations. The
OMNIWeb database is the primary source of the SW data for the
space weather research, where the datasets are time-shifted from the
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spacecraft (ACE, IMP-8, GEOTAIL, or WIND) position to the nose
of the Earth bow shock. The expression for the solar wind time-shift
used by OMNIWeb is

n-(Rg-Rp)

n-V ’ @

Atoynt =

where V presents the solar wind velocity, R, is the location of the
observer (location of the spacecraft at the L1 point), the location of
the Earth bow shock is Rg, - represents the scalar product of two
vectors, and n is the variation PFN. The Earth’s bow shock location
is determined using the bow shock model of Farris and Russel (2017)
and the magnetopause model of Shue et al. (1997).

Significant efforts have been made to optimize the
parameterization of MVA and CP methods by calibrating against
the multiple spacecraft (ACE, WIND, IMP-8, and GEOTAIL)
technique (Weimer et al., 2003; Weimer, 2004; Weimer and King,
2008; Munteanu et al., 2013). This technique determines the
propagation time as time-shifts that produce the best match-up of
IMF structures observed by different spacecraft. Despite the efforts,
the existing parameterization still generates estimations that are
considerably different from the actual values. The statistical study
of Mailyan et al. (2008) calculated the propagation delay of IMF
discontinuities between the ACE solar wind motor at L1 and the
Cluster quartet of spacecraft close to the Earth’s bow shock and
found that the difference was >5 min for >30% of the time. Both
Mailyan et al. (2008) and Cash et al. (2016) detected situations
where the difference becomes >30 min. The OMNIWeb assumes
that the parameters do not evolve over space and in time, but the
actual SW is not homogeneous. Evidence has shown that variability
exists in the SW perpendicular to the Sun-Earth line, that phase
fronts may not be planar on large scales, and moreover, that the
SW evolves during propagation (Tsurutani et al., 2005; Borovsky,
2010). Inaccurate SW specifications provided by OMNIWeb have
been reported to have high costs in modeling specific events
(Ashour-Abdalla et al., 2008; Fredrick et al., 2025).

The present study aims to develop an improved statistical
algorithm to address the SW propagation delay problem in space
weather prediction. The algorithm will be used to generate a large
dataset of estimated SW delays and corresponding magnetic field
components and SW parameters using multiple spacecraft pairs at
L1 and near-Earth locations. The algorithm focuses on matching
SW features around the L1 point (ACE, DSCOVR, and WIND)
and upstream of the bow shock (MMS, CLUSTER, and GEOTAIL)
by computing the variance and cross-correlation coefficient. In
addition, a qualitative and quantitative comparison to OMNIWeb
data and other delay models will be applied to estimate and
discuss the uncertainties of the different approaches. Finally, factors
limiting the accuracy of our delay estimations and the OMNIWeb-
provided delay will be assessed and discussed. The estimated delay
and associated datasets will allow us to test and validate existing
SW propagation delay predictions, develop improved prediction
models, and use them for further SW predictions. The manuscript
is structured as follows: Section2 describes the data sources
and preprocessing. Section 3 introduces the methods, estimation
techniques, and the database of the solar wind propagation delay
used in this study. Section 4 provides a description of the generated
dataset based on some examples for different spacecraft pairs.
Section 5 compares the estimated delay with the results of existing
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methods. Section 6 discusses the results. In Section 7, we present the
conclusions.

2 Data source and preprocessing

To obtain the SW and IMF parameters around L1, we
use ACE, DSCOVR, and WIND spacecraft. Magnetospheric
Multiscale (MMS), CLUSTER, and GEOTAIL data are employed
for parameters upstream of Earth’s bow shock. The available dataset
spans over two decades using multiple combinations of spacecraft
pairs, one at L1 and the other being near-Earth, from 1997 to the
present. An example of the spacecraft orbits is plotted for the period
from 1 July 2017 to 1 March 2018 in Figure 1. Table 1 lists the
launch year, orbit, and the instruments of each spacecraft utilized
in this investigation. For the current study, the spacecraft pairs and
observations of the selected data period in Table 2 were chosen for
convenience.

We focus on periods where one spacecraft is located around the
L1 point and another is upstream of the bow shock. Over the selected
data interval in Table 2, we apply the following criteria on the NE
monitors data (MMS, CLUSTER, and GEOTAIL):

1. The NE monitors are located at X > 14 RE and |Y| < 15 RE
(Mailyan et al., 2008; Cash et al., 2016) to have a good chance
of having the spacecraft at the bow shock, i.e., to obtain solar
wind observations upstream of the bow shock.

2. The ion temperature for the selected interval requires to have
avalue < lkeV (Mailyan et al., 2008) to avoid bow-shock and
fore-shock activities.

3. The magnetic field variance for the data window (a window
consists of five consecutive data points or time series data over
75 s) needs to be below a threshold to exclude Earth foreshock
events and high-fluctuation magnetic field components. We
calculate the variance over each set of five data points in a data
window and exclude any window where the variance exceeds
50 nT.

Because different instruments and different spacecraft provide
data at different cadences, we resample all the data to one
common cadence. The new cadence should be sufficiently high for
capturing sharp variations in the SW. Following the high-resolution
OMNIWeb (HRO) dataset, which utilizes WIND magnetic field
data at 15-s resolution and ACE at 16-s resolution, we resample the
data to a cadence of 15s, where the data are first averaged with
a 15-s sliding window and then interpolated at a 15-s resolution.
Similarly, we resample MMS, DSCOVR, CLUSTER, and GEOTAIL
spacecraft data to 15 s for this study. We interpolate the observations
of magnetic field components and the SW parameters only if the data
gap is <1 minute.

3 Methodology

3.1 Correlating IMF at L1 and near-Earth
and obtaining propagation times

Performing a correlation analysis on time series data observed
at the L1 point and the equivalent time series measured close to the
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FIGURE 1
Orbits of ACE, WIND, DSCOVR, GEOTAIL, CLUSTER, and MMS 1 in GSE coordinates during 1 July 2017 and 1 March 2018, using NASA’'s 4D Orbit Viewer.
The green parabola illustrates Earth’s bow shock.

TABLE 1 Launch year, orbit, and instruments utilized by various spacecraft.

ACE 1997 L1 orbit with GSE MAG SWEPAM
GSE |Y] < 40RE

DSCOVR 2015 L1 orbit with PLASMAG PLASMAG
GSE |Y| < 40RE
WIND 1994 L1 orbit with MFI SWE
GSE |Y| < 100RE
since 1995
MMS 2015 1.2RE x25RE DFG FPI

since 2017

CLUSTER 2000 3RE x8.7RE FGM CIS
GEOTAIL 1992 9—10RE x30RE FGM CPI
since 1995

TABLE 2 Spacecraft pairs and corresponding data period used in the current analyses.

ACE MMS 22 December 2017-15 May 2024

ACE CLUSTER 5 March-7 March 2003 and 5 February-6 February 2018
DSCOVR MMS 22 December 2017-31 December 2019

WIND GEOTAIL 3 August 1999-16 December 2001
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Earth allows us to calculate the offset or the time delay. However,
choosing an appropriate correlation method for a problem is not
straightforward; instead, it can be problem- and data-specific. Cross-
correlation (Case and Wild, 2012) and Pearson linear correlation
(Vokhmyanin et al., 2019) are two methods that were applied before
to solve solar wind propagation delay prediction and estimation.
Therefore, we start by comparing the cross-correlation and Pearson
linear correlation to select the better correlation coefficient (CC)
approach for our problem. We first employ the Pearson linear CC,
following the Vokhmyanin et al. (2019) approach. Vokhmyanin et al.
(2019) employed the generalized Pearson linear correlation for the
magnetic field vector as follows:

N
Zi=1dBLiydBNEiy +dBy ;. dByg;,

cC B,. =
\jZZl [dBiiy + dBiiz] \/Zil [dB?\]Eiy

where L represents the spacecraft at the L1 point and NE presents

)

+ dB IZVEiz]

spacecraft at the near-Earth location. y and z denote two components
of the magnetic field in GSE coordinates, i is the number of
data points within a 20-min sliding window, and dB;-s show the
deviations from the mean value (mean of 20 min data window) of
each component of the IMF vector. Here, the resolution of the data is
15 s. Therefore, we have N = 80 data points in each 20-min window.

We perform cross-correlation analysis between data around
L1 and near-Earth on the parameter IMF clock angle, which
is defined as

(4)

0 = arctan —y,

z

in GSE coordinates. As noted by Case and Wild (2012), the

clock angle (Equation 4) serves as an ideal parameter for tracing

SW because it provides an overview measure of the IMF rather

than a singular component of the IME Moreover, the use of

the cross-correlation method provides a slightly better number of

estimated delays than that when using the field magnitude. The

cross-correlation CC of the populations Oy and 0;, as a function
of the lag (L) is

N-|L|
o (0= Yot (Onpivin = Oned) (61— <611)) s

Y (Bngi— O’ Y (611, 6L

where () is the average of the calculated clock angle and L1 and NE

represent the L1 point and near-Earth locations.

Pearson correlation is performed between the components of
the magnetic fields of L1 (ACE) and near-Earth (MMS) monitors,
while cross-correlation is performed between the clock angles of
the respective spacecraft. We calculate the CCy _ for only B, and
B, to make a fair comparison with CCy_ 5 as the clock angle only
considers B, and B...

The procedure for the calculation of the lag time is as follows:
We take 20 min of L1 data and 2 h of NE data, starting at exactly
the same time as the L1 data. We apply a 20-min moving window,
shifting in 1-min steps along the 2 h of NE data. For each shift along
the 2 h of NE data, we compute the correlation coefficients between
the 20 min of NE data and the 20 min of L1 data, as described
above. Then, we assess the correlation coeflicients for its maxima.
If the coefficients (CC) within these segments only show one single
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peak, or if they show multiple peaks but one peak dominates the
others (>200% higher than the others), the offset (considering the
shifted time of the sliding window) corresponding to this peak is
determined as the SW propagation time.

After the identification of the shift or offset with the maximum
CC, the CC conditions are assessed with respect to the quality
conditions and outliers as described in Subsections 3.2, 3.3 to
identify if it is a “good case” We use the term “good cases” for the
selected estimated delay values where all three criteria in Section 2
are fulfilled and all quality conditions pointed out in Section 3.2
are satisfied. All the good cases are included in our datasets and
presented in Section 4. This concludes the analysis of this 20-minute
L1 data, and the procedure is repeated for the next 20-min L1 data
window by sliding by 5min at a time, which overlaps with the
previous for 15 min.

To select cases with high correlation coeflicients, we set a
requirement that CC values must be positive and at the maximum
peak CC=>0.5. Figure 2 [panel (a)] shows the number of good
cases versus the estimated delay for the period from December
2017 to March 2018 using clock angle CCy 5 and magnetic field
component CCB%Z methods. The upper bound of the estimated
delay is considered 100 min since very slow solar wind (with
a speed of 300 kms™!) reaches Earth in 90 min (Baumann and
McCloskey, 2021). The lower bound is considered 20 min since
extremely fast SW (with a speed of 1,000 kms™!) reaches Earth in
20 min (Baumann and McCloskey, 2021). The delay values > 100
minutes or <20 minutes are considered out-of-range data points,
which are excluded in Figure 2.

The histogram excludes the out-of-range values and shows
that the CC, method provides higher correlation values than
that of CCBN. Since we aim to apply our statistical algorithm to
estimate solar wind propagation delay as continuously as possible,
the number of good cases is significant in this analysis. Since
the correlation analysis using the clock angle CCy 4 = provides
more good cases than that using magnetic field components CCBN,
the cross-correlation (CC) using the clock angle method is only
employed for further analysis. An example of the cross-correlation
profile (green line) of a good case for the period 00:00 UT to 01:40
UT on 13 December 2017 is depicted in Figure 2 [Panel (b)]. The red
line depicts the plateau-shaped magnitude index (PMI), the black
broken line shows the weighted correlation coefficient (weighted
CC), the purple line shows the magnitude index (MI), the cyan line
represents prediction efficiency (PE), the lime-green line depicts the
non-dimensional measure of average error (NDME), and the blue
line represents refined prediction efficiency (RPE). We explain the
statistical indices PMI, weighted CC MI, PE, NDME, and RPE in
the following section (Section 3.2).

3.2 Quality measurement and evaluation of
correlation analysis

The magnitude of the CC is not sufficient to identify the physical
correlation of two datasets. Therefore, we assessed a number of
parameters that help provide sufficient confidence that the L1 and
NE data with the detected offset/shift are correlated. We tested the
following list of statistical parameters to assess CCy o (equivalent
equations appropriate to magnetic field components are used to
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FIGURE 2

[Panel (a)] Distributions of the statistically estimated delay employing correlation coefficient CCB
correlation coefficient using clock angle CCy, 4 (Equation 5). Here, blue and green bars show the number of good cases for CCB
respectively. If all three criteria in Section 2 are met and all required conditions of Section 3.2 are satisfied, we define the estimated results as good
cases. The horizontal scale is limited to 20 min—-100 min. Few cases for both CCy _
indices and CC coefficients. Here, correlation analyses are performed between the observatlons of ACE and MMS for the period from December 2017

to March 2018.

2017-Dec-13
01:30

Time (hh:mm)

00:30 01:00

delay= 45 min

Coefficient

0 20 40 60 80 100
Offset (min)

using magnetic field components (Equation 3) and
and CCy,, ¢

and CCyg, g, are out of this scale. [Panel (b)] Profiles of the statistical

assess CCBN) on a period of 6 months of the ACE-MMS dataset
(December 2017 to March 2018) to assess their applicability as a
quality measure for the given problem:

1. Prediction efficiency (PE): A high correlation between two
data series does not always present an identical data series
(Vokhmyanin et al., 2019). Instead, it shows similarities in
their variances. The correlation analysis fails when the variance
of data becomes weaker than the noise in the data. To
resolve this issue, it is important to find a suitable statistical
parameter/index that is most appropriate for our problem. In
search of an appropriate index, we first start with the PE matrix,
which was used in the earlier analyses of Pulkkinen et al.
(2011) and Vokhmyanin et al. (2019).

Zz 1( NE,i 9L11)2
Z (B0= 400

PE = (6)

The optimal value of PE (Equation 6) is 1, which represents
the perfect match between two datasets. PE = 0 indicates that only
the mean values of two datasets overlap, while negative PE suggests
that the difference between the two datasets exceeds the variance.
However, the PE matrix approaches the optimal value and reduces to
0 relatively fast, which reduces the probability of good cases. Figure 2
[panel (b)] displays statistical indices for the period 00:00 UT to
01:40 UT on 13 December 2017, where the cyan line presents PE,
and its value decreases to 0 relatively quickly.

1. Refined prediction efficiency (RPE): To avoid the reduction
in the number of good cases, we use the RPE matrix
(Willmott et al.,
value 1 more slowly than PE (Vokhmyanin et al,
2019; Pulkkinen et al, 2011), which is shown by the

2012). RPE values approach the optimal

Frontiers in Astronomy and Space Sciences

blue line in Figure 2 [panel (b)]. The RPE has a finite upper
and lower bound.

ZileE,i =0l
RPE=1- T — )
23 1811, (611,01
when
N N
Z 10ngi = 011,41 < ZZ 1071,:= (O (8)
i=1 i=1
Otherwise,
N
23N 100,01
RPE = Z;-Il“—“ _1L ©

)

The matrix RPE (Equations 7-9) can be interpreted in terms of

¥ 16y~ 6y

the mean absolute error (MAE) and the mean absolute deviation.

1. Non-dimensional measure of average error (NDME): To
evaluate the performance of RPE in response to varying
patterns of differences between the time series data of
Oyg and 6;;, we employ Wattersons index (Watterson,
1996; Willmott et al., 2012), which is named here as the
dimensionless measure of average error. For convenience, we
use the acronym NDME for the dimensionless measures of
average error.

MSE

2
NDME = —arcsin | 1 - ,  (10)
m Uﬁm + 0(2;“ +((One> — <BL10)?
where MSE = (RMSE)* = i %Y (Ong; — 0p,,)" represents the mean

\l% Y 6,1, —6;, denotes the standard deviation

squared error, g, =
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of 0y, and oy = ﬂ% Y. Og,; — Oyp denotes the standard deviation

of Oyg. In this study, Oy and 0}, are the mean values of fy; and
OLL,-, respectively, where i =1,2,3,...,n, and n is the total number
of data points. The NDME (Equation 10) index (lime-green dashed
line in Figure 2 [panel (b)]) relates standard deviation and RMSE.
Pontius et al. (2008) and Willmott et al. (2012) showed that RMSE
helps distinguish between differences due to the quantity and those
due to the location in two datasets. We find that the maxima of peaks
for RPE and NDME mostly coincide at the same time. Therefore, we
choose only NDME for further investigation in this paper.

1. Plateau-shaped magnitude index (PMI): To specify the
similarities and dissimilarities between the magnitudes of the
clock angle profiles, we employ the PMI with an optimal
value of 1 in a plateau shape (Mineo and Ruggieri, 2005;
G. P. Bhattacharjee and Mohan, 1963). When the difference
between two profiles becomes large, the PMI index decreases
rapidly (red line of Figure 2 [panel (b)]). It reaches 0.0 when
there is no good match.

PMI =k, LZM
1- X2

where k, = (a/m)sin 71/2a, X4 = ((Ong,) — GLU)Z/O%;”, and the free
parameter a = 2. '

(11)

1. Magnitude index (MI): We compared PMI with another
statistical index, MI, to check which index performs better for

our analysis, where MI = exp_“HNE)_(H“))Z/ @%,) and is shown
by the purple line in Figure 2 [panel (b)]. The profile of MI
shows a narrow optimal value and decreases more slowly than
PMI, which makes the performance of PMI (Equation 11)
slightly better than that of MI, so we use only PMI for the rest
of the analysis.

2. Weighted CC: To simplify, we combine cross-correlation

coefficient with plateau-shaped magnitude index PMI as

Weighted CC = CC x PMI. (12)

The black dashed line in Figure2 [panel (b)] depicts the
Weighted CC (Equation 12).

Finally, the results of the assessment of the above statistical
parameters allowed us to combine two quality conditions, which are
applied to each (dominant) peak in the CC that is detected by the
procedure described in Subsection 3.1.

Weighted CC > 0.5, and NDME > 0.4. (13)

The thresholds of selecting good cases CC and NDME (Equation
10) are explained in the Supplementary Figure S2. Only those events
(pairs of 20-min data from L1 and NE spacecraft) that fulfill the
above condition (Equation 13) are included in the dataset for
the assessment of the solar wind L1-NE propagation time. We
search for segments containing a weighted CC > 0.5 for each
correlation profile and NDME >0.4. The time-shift/offset of the
L1 observation, corresponding to the single peak or the dominant
peak, determines the SW delay/propagation time/offset. The vertical
dotted line in Figure 2 [panel (b)] indicates the offset or delay where
condition 13 is satisfied.
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3.3 Outlier interpretation and treatment

To generate a large dataset and prepare it for further analyses,
outlier identification and detection are essential tasks. If the
estimated delay in our investigation is substantially different from
the neighboring estimated values, we identify that data point as an
outlier. For the current analysis, we predict an outlier using the
interquartile range (IQR) method; IQR is the middle 50% of data
in a histogram. A total of 25% of the data is in the first quartile (Q1),
before the IQR starts, and thus, it is smaller than the data in the IQR.
A total of 25% of the data is in the last quartile (Q4), and thus, it is
larger than the data in the IQR. If any data point lies over 1.5 IQRs
and below the first quartile (Q1) or above the third quartile (Q3)
in a dataset, that data point is defined as an outlier. We separate
the outlier data from the regular data and store them for further
analyses. To check the reliability of the outliers, we visually inspected
outlier datasets generated using MMS and ACE observations for
6 months (December 2017-May 2018) to define outlier conditions
in our datasets. For this inspection, we check the time series of
2 hours of calculated clock angle 6 and magnetic field components
(B,» By, and B,) MMS data overplotted with 20 min of ACE data. The
ACE data are shifted by the estimated delay. Since the estimations are
based on matching the SW features, we tried to understand why the
correlation method yielded a delay.

For the outlier cases where the algorithm is not successful in
matching the time series data from two spacecraft, we interpolate
them using the neighboring regular estimated delay from the
estimated delay before and after the outlier. We only interpolate
the data gap if the time difference between the time series data of
the neighboring estimated delay is <15 minutes. We then measure
the cross correlation between the calculated clock angle 6 using
MMS data with the 6 using ACE data. The 0 value calculated using
ACE data is shifted by the interpolated delay. If the correlation
coeflicient is higher than 0.6, we include the estimated delay using
interpolation in the dataset. Otherwise, we store the data point for
visual inspection. For visual examination, we stored the time series
plots of clock angle and magnetic field vectors for the outlier data
points and then checked them carefully. During this process, we
found that some data points may not be outliers; even though these
data points are distant from the remaining data points in the sample,
that point is not necessarily an outlier. In other words, we identified a
couple of outlier data points that may not cause incorrect predictions
of the solar wind propagation delay. We retain as many exceptional
data points as possible during the visual examination. The remaining
outliers are excluded from the dataset.

Some interesting outlier points that we found through the
process are discussed below. Figure 3 shows three different cases of
estimated delays with a large difference from the neighboring data
points, and they are detected by the IQR method as outlier data
points. The first set of outliers is detected at approximately 23:10
UT (observed time at ACE or L1 location). These outlier points
are shown in Figure 3 panel (a) and are marked by a black circle.
The corresponding clock angle profiles using MMS observation and
time-shifted ACE are shown in panel (b). These data points are
falsely identified as outlier points. We noted these data points as
outlier cases (i), which may be due to the existence of shock-like
structures. An example is shown in Figure 3 [panel (b)], where
the outlier point corresponds to a shock-like structure in MMS
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and ACE data for the period 22:50 UT-1:30 UT on December
23. Although the existence of shock-like structures mostly helps
match the SW features observed at two locations, it sometimes can
lead to outbound results. Outlier case (i) creates ambiguities in
the automated estimations. We keep as many points as possible by
manually handling them. We manually inspected 3 months of data
from the 4 years of data presented to establish the method, which is
approximately 5% of the total data. For the remaining data (95%),
we used the automated approach. We developed the automated
approach, which only includes “good cases” Some points, however,
are compromised due to automated running for longer periods. The
automated run covers approximately 95% of the data presented in
the manuscript.

Another outlier point can result when the correlation method
does not find a definite feature to match. We indicate that issue
as outlier case (ii): if there is no particular distinct structure to
match or periodicity in the solar wind data, the algorithm tries
to perform the best match of the magnitude. In some cases, the
algorithm ends up predicting outbound delays. Even with a visual
examination, it is sometimes difficult to identify the best match.
To avoid such difficulties, we exclude them from our data. Three
outbound data points at approximately 01:55 UT of 13 December
2017 (time observed at ACE) are circled in Figure 3 [panel (c)],
which we identify as outlier case (ii). Figure 3 [panel (d)] depicts
corresponding clock angle profiles using MMS and shifted ACE as
an example near 01:55 UT ACE time, where we visually inspect that
ACE data can match both at 2:50 UT (time observed at MMS) with
a delay of ~57 minutes or at 3:20 UT (MMS time) with a delay
~77 minutes. However, the algorithm estimated ~77 minutes, which
is one of the good matches but outbound from the neighboring
data points (Figure 3 [panel (c)]). These three outlier points and
similar data points are excluded from the final dataset.

One challenge in the data analysis process was handling highly
fluctuating magnetic fields, particularly in observations from MMS
or other near-Earth monitors. Sometimes, these fluctuations are
not present in observations of ACE or other L1 point spacecraft.
The correlation method often fails to correlate these profiles and
generates an unreliable delay. It is also not possible to identify the
best match of the two datasets (L1 and NE observations) through
visual inspection. These data points are noted as outlier cases (iii):
fluctuating magnetic field components often lead to an unreliable
delay. The IQR outlier detection method sometimes identifies them
as outbound points, but it occasionally fails. Specifically, when the
fluctuation is present for a longer period, the IQR method cannot
successfully identify it. Four data points are circled close to 09:40
UT (time observed at ACE) in panel (e) of Figure 3, where these
points are examples of outlier case (iii). The clock angle profiles using
CLUSTER and shifted ACE observations are shown in panel (f).
The profiles match well at a glance, but it is hard to tell whether
the delay is reliable due to the presence of the fluctuating magnetic
field. To resolve this issue, we excluded or avoided these cases by
including constraints on the variance of the fields to avoid the highly
fluctuating magnetic field (criterion iii in Section 2).

The remaining outliers identified by the IQR method are
considered regular outbound points where the correlation method is
not very successful in estimating the delay. Our algorithm identifies
simple outlier points successfully and removes them automatically
from the dataset.
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4 Description of the solar wind delay
dataset based on some examples

The dataset presented in this work comprises 53,880 events,
covering 7 years (22 December 2017-30 April 2024) of observations
of the ACE-MMS spacecraft pair and 2years (22 December
2017-31 December 2019) of the DSCOVR-MMS pair. An “event”
refers to the good cases where we can successfully apply our
method to match 20 min of L1 observations with the 20 min of NE
monitor observations to estimate SW delay. The datasets contain
the estimated delay with the respective solar wind parameters,
eg. B,, B,
coordinates v, g, ion temperature T; observed at the L1 point, and

B,, x component of the solar wind velocity in GSE

positions of both the NE monitor and the L1 spacecraft. Details of
the datasets are presented later in this section and are available on
the EU Open Research Repository Zenodo (https://doi.org/10.5281/
7en0do.14765909).

Figures 4-6 demonstrate the methodology with examples of
estimated offset/estimated delays for multiple spacecraft pairs where
all three criteria in Section 2 are satisfied and the quality conditions
in Subsection 3.2 are met. Panels (a)-(d) of Figure 4 depict the
results using the ACE and MMS spacecraft pair, and panels (e)-(h)
present the results using ACE and CLUSTER. Estimations using
DSCOVR-MMS [panels (a)-(c)] and WIND-GEOTAIL [panels
(d)-(f)] pairs are shown in Figure 5. Figure 6 shows the cross-
comparison of the estimations using multiple spacecraft pairs for the
same data period. The time offset between L1 data and near-Earth
observation is the SW propagation delay, also known as the time
delay. We will refer to the offset as the time delay for the remainder
of the manuscript.

Figure 4a shows the delay/offsets for the period 19:00 UT-23:00
UT on 30 December 2017 using ACE and MMS data. The color bar
shows values of cross-correlation coefficient (CC). For this example,
we observe a high correlation between the clock angles calculated
using ACE and MMS data; CC > 0.6. We perform cross-correlation
analysis between a 20-min segment of ACE data and a 20-min
segment of MMS data, sliding along the 2 h of MMS data to find
the highest correlation (CC) value. If CC > 0.5 and NDME > 0.4, we
consider the case and calculate Weighted CC = CC x PMI. We then
move with a one-minute increment to the next MMS and ACE data
window. Accordingly, the cross-correlation analysis is performed
over the full 4h (19:00 UT-23:00 UT on 30 December 2017) of
the data period, and corresponding Weighted CC = CC x PMI with
CC > 0.5 and NDME > 0.4 are calculated. This correlation method
estimates a delay/offset for each data window, and results for all
windows are shown in the panel (a) scatter plot, where the color
represents their CC values. In other words, the cross-correlation
profile, along with the statistical indices as a function of time,
estimates the point at which the ACE data is shifted.

Figure 4b is an example of the methodology and corresponding
statistical profiles to select a good case where all three criteria are
met and all required conditions of Section 3.2 are satisfied. This
panel depicts the CC profile with the statistical indices PMI, NDME,
and RPE starting at a selected time of 19:55 UT. One distinct
peak in its correlation profile CC (green line) is clearly visible,
which is positive and meets or exceeds the minimum required
CC value (CC=0.5). Then, weighted CC (dashed black line) is
calculated using weighted CC = PMI  CC with NDME > 0.4. In this
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(Left) Statistically estimated raw/unprocessed delay using data from ACE-MMS spacecraft (a, ¢) and ACE-CLUSTER pairs (e). (Right) Time series data of

clock angles (b, d, f) for three outlier conditions in the left panels.

study, PMI and NDME are denoted by red and dashed lime-green
lines, respectively. Since NDME and RPE (blue line) provide similar
profiles, we only consider NDME and estimate the delay where
weighted CC is positive and NDME > 0.4. The statistical profiles
of CC and other indices estimate that the clock angle of the 20-
min windowed ACE data best matches the 52-min (indicated by the
vertical dotted black line) delayed MMS data.

The clock angles and magnetic field components are displayed
in panels (c) and (d) of Figure 4, respectively, starting at a selected
time of 19:55 UT for pair one, with one at 1 AU (ACE) and
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the other near Earth’s bow shock (MMS). The 20-min time series
of the IMF magnetic field components and clock angles data at
L1 point (ACE) with a time-shift of 52 minis plotted in red,
whereas the 2-h long time series for the period 19:55 UT-21:55
UT of near-Earth monitors (MMS) is plotted in blue. When the
clock angle and magnetic field components observed by ACE are
shifted by the statistical delay (52 min), they clearly align with
the corresponding MMS measurements. Note that the estimated
delay using the correlation method is referred to as statistical
delay. Both Figures 4c, d show that the clock angles and magnetic
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field components fit very well, considering the 52-min offset
in ACE data.

Figure 4e shows the offsets using observations of CLUSTER and
ACE spacecraft pairs [following the same procedure as in Figure 4a]
for the period 02:10 UT-06:30 UT on 6 March 2003, while the
data period meets all three criteria and all required conditions of
Section 3.2. The corresponding CC values are presented using the
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color bar. Panel (f) depicts an example of a CC profile and statistical
indices for the period 01:30 UT-04:30 UT on 6 March 2003, which
predict a delay of 42 min. The CC profile, PMI, weighted CC, NDME,
and RPE [like Figure 4b] are presented in green, red, dashed black,
dashed lime-green, and blue, respectively. The 20-min windowed
clock angles and magnetic field components of ACE, considering
a 42 min delay (indicated by the vertical dotted black line), show
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[Panel (a)] Cross-comparison of statistically estimated delay using data from the DSCOVR-MMS, ACE-CLUSTER, and ACE-MMS spacecraft pairs for
the same period 08:00 UT-12:00 UT on 5 February 2018. Magnetic field (b) components at the t1 point for the three spacecraft pairs are depicted in
panel (b) [ACE-CLUSTER], panel (c) [ACE-MMS], and panel (d) [DSCOVR-MMS], where each pair provides very similar results. Panels (e) and (f) show
the B components for the t2 point, where DSCOVR-MMS provides a much higher delay (~10 minutes larger) than the other two pairs.
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the best alignments with CLUSTER observations from 02:20 UT
to 04:20 UT on 6 March 2003. Figures 4a, e show some data gaps.
These are considered bad cases where the computed delays are not
accepted. If the maximum CC peak is CC < 0.5 and NDME < 0.4,
or if there are multiple peaks with large CC, or/and they do not
satisfy the required quality measurements, then estimated delays are
considered bad cases.

Figure 5a shows the results of statistically estimated delays for
the DSCOVR-MMS spacecraft pair for the period 18:00 UT-22:00
UT on December 2017, and Figure 5d presents estimations using
the WIND-GEOTAIL data for the period 12:00 UT-17:00 UT,
2001. Offsets are estimated using the same correlation method as
in Figure 4. Here, the color bars represent CC values. In Figure 5
[panels (a) and (d)], we interpolated the data gaps or bad cases using
linear interpolations, where all three criteria in Section 2 are satisfied
and the data gap is <30 minutes. We use similar interpolation for the
remainder of this manuscript to fill the data gaps.

Figures 5b, ¢ show magnetic field components and clock angles
for the period 18:25 UT-20:25 UT on December 2017 using
MMS observations (blue lines) and corresponding shifted 20-
min windowed DSCOVR observations (red lines). Figures 5Se, f
depict examples of similar analyses for the WIND-GEOTAIL pair,
where Figure 5¢ presents magnetic field components (blue lines)
for the period 15:25 UT-17:25 UT on 16 December 2001 and 20-
min windowed field components of WIND observations (red lines)
with a shift of 38 min. Figure 5¢ presents the corresponding clock
angles where the L1 point clock angle (WIND) is shifted using
38 min of delay along the near-Earth observations of GEOTAIL.
In both examples using DSCOVR-MMS and WIND-GEOTAIL,
we detect good matches between the observations (magnetic field
components and clock angles) at L1 and near-Earth locations.

Figure 6a presents cross-comparison between estimated
delays using observations of DSCOVR-MMS (purple markers),
ACE-CLUSTER (blue markers), and ACE-MMS (green markers)
spacecraft pairs for the period 08:00 UT-12:20 UT of 5 February
2018 using the correlation method applied in Figures 4, 5. The
data gap in panel (a) between 09:30 UT-09:55 UT is due to a
highly fluctuating magnetic field, which does not satisfy criterion
ili. Another data gap exists in the estimation using ACE-MMS
data close to 11:40 UT due to not satisfying criterion ii. Note
that if the data gap does not satisfy any of the three criteria, we
do not interpolate that data gap. We show examples of the IMF
magnetic field components in panels (b)—(f) for two selected starting
times, one at 10:20 UT (t2) and the other at 10:58 UT (t1). We
selected these points to check how magnetic field components
observed by different spacecraft match: we selected one data point
(t2) with the largest difference and another (t1) with all agreeing
with each other. At t2, the estimated delay difference between
the DSCOVR-MMS pair and other pairs (ACE-CLUSTER and
ACE-MMS) is approximately 10 min. The difference between the
estimated delay is <30 minutes for the t1 point.

Figures 6b—d display good agreement between three pairs for
corresponding delays at t1. Figures 6e, f show a good alignment
between the magnetic field time series considering the estimated
delays. Since the ACE-CLUSTER and ACE-MMS pairs evaluate the
same delay at t2, we only display the magnetic field components
using the ACE-MMS pairs. We observe a reasonable match between
the observations at L1 and near-Earth monitors. The estimated delay
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difference between the DSCOVR-MMS and ACE-MMS pairs may
be due to the position of the spacecraft pairs. The overall results
using multiple spacecraft for the same period provide solar wind
propagation delays from the L1 point to a near-Earth location with
a difference of <10 minutes.

L1 measurements in every 20-min interval are now linked to
a propagation time. Each of these intervals is referred to as one
event. L1 data and the spacecraft geometry of both at L1 and bow
shock locations and the estimated propagation delay are stored.
Figures 7, 8 show 53,880 events. We start with choosing data that
satisfy the criteria in Section 2 over the seven consecutive years from
22 December 2017 to 30 April 2024 using the ACE-MMS pair and
two consecutive years from 22 December 2017 to 31 December 2019
for the DSCOVR-MMS pair.

For each delay estimation, we employ each variable with 80
data points for the time series data. Therefore, we have 11X 80
input feature vectors against one estimated delay. We averaged
each input feature data over 80 data points to create one dataset
over 20 min. Therefore, averaged data have 11 x 1 feature vectors
for each estimated delay. Figure 7 shows the set of data (averaged
over 20 min) for magnetic field components (B,, B,, and B,). Here,
the magnetic and velocity components are in GSE coordinates.
The solid blue lines show KDE, which uses kernel smoothing
for probability density estimation. The mathematical process KDE
(O’Brien etal., 20165 Plesovskaya and Ivanov, 2021) is applied to find
an estimated probability density function of each dataset.

Figure 8 depicts the x component of the velocity vector V, gsr
[panel (a)], ion temperature T; [panel (b)], and statistically estimated
delay [panel (c)]. The bottom right scatterplot [panel (d)] shows
the variation in V, g with the ion temperature T). Here, the color
represents the solar wind delay, and the dashed black line presents
the regression line. This color scatterplot shows that the magnitude
of the velocity increases with the temperature. The lower right panel
also shows that the solar wind delay from L1 to Earth bow shock
decreases with increasing proton temperature and speed.

Figure 9a shows the spatial distribution of the positions of
MMS and ACE/DSCOVR during the selected time intervals. The L1
spacecraft (ACE/DSCOVR) and near-Earth monitors’ positions in
GSE coordinates for the chosen 53,880 events are displayed, where
color represents the positions in the Z-direction. Since the aim of
this paper is to estimate the propagation time from the L1 spacecraft
to the bow shock location, we store the positions of two monitors.
Here, the near-Earth monitor represents the bow shock location.

5 Comparisons with existing methods
to compute time delays

To compare the statistical estimations with the OMNI
predictions, we need to use the actual distance of the point where the
data are shifted. Since the statistical delay is estimated at the near-
Earth monitor (e.g., MMS, CLUSTER, and GEOTAIL) location,
we need to calculate the time-shift using Equation 2 and use the
distance of near-Earth monitors Ryg instead of Ry (location at the
Earth’s bow shock nose). Equation 2 can be rewritten as

n-(Ryg—Ro)

n-VvV ’ (14)

A tOMNINE =
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2017-30 April 2024). We select the data based on their speed, position of the spacecraft, and ion temperature. The panels (a), (b), and (c) show three
components of the magnetic field vector B,, B, and B,, respectively. Blue solid lines present the kernel density estimation (KDE) of the
corresponding datasets.
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FIGURE 8
Distributions of V, (a), T; (b), and delay (c) from the ACE/DSCOVR in situ observations averaged over 20 min and selected over seven consecutive years
(22 December 2017-30 April 2024). We select the data following the same conditions as in Figure 7. Blue solid lines show KDE
distribution as in Figure 7. The scatter plot on panel (d) shows the variations V, with T,. Color bar depicts the solar wind delay from L1 to the near-Earth
location. The black line shows the linear regression line.
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FIGURE 9
L1 spacecraft (ACE and DSCOVR) and near-Earth monitor's (MMS) positions in X, Y, and Z (visualized by color) directions in GSE coordinates in Re,
where Re is the radius of the Earth. Here, + markers show the ACE/DSCOVR positions, and solid e markers show the MMS positions.

where we employ 1-minute HR data from OMNIWeb. For instance,
the phase front normal n has components n,, n,, and n,, and the
solar wind velocity V has components V, s> Vygsg> and V,, g,
and the location of the L1 monitor Ry, is given by Xggg, Ygsp, and
Zsp- Note that OMNIWeb time-shifted data are back-shifted to
retrieve SW parameters at their origin at L1 monitors. To test our
approach, we compare OMNIWeb-provided time-shift at the bow
shock nose with the time-shift at the NE location.

Figures 10, 11 compare the statistically estimated delay with the
flat delay, the OMNIWeb-provided time-shift at the bow shock, and
the calculated time-shift using Equation 14 and OMNIWeb data at
the location of near-Earth monitors. Figure 10 shows the results
for the ACE-MMS pair. Time delays using different methods are
shown in panel (a). OMNTs offset/time delay at MMS’s location is
calculated using OMNI data and Equation 14, which is shown using
green markers. We also include the RMS error from OMNIWeb.
Note that the OMNIWeb-provided RMS error for the period is <5
minutes, so the error bars are not easily distinguishable from the
markers for most of the cases. We choose three points, namely, ¢,
t,, and t3, to investigate their features. We select three cases based
on the delay difference. We aim to show cases with the largest and
smallest difference. The largest difference for the selected period is
5 min. We show two cases of a 5-min difference, one close to the
beginning and the other at the end of the selected period. Panels (b),
(¢), and (d) of Figure 10 show magnetic field components observed
by MMS, shifted ACE using statistically estimated delay, and shifted
ACE using OMNI data and Equation 14. Each of these panels depicts
B, B), and B, for the points £, £, and 3. Through visual inspection,
we observe that for the selected period (14:00-18:00, 13 December
2017), the statistically estimated delay is more successful in matching
the SW IMF features at the L1 point with IMF features at the
NE location. Particularly, when the difference between statistical
delay and OMNI delay is the highest (at ¢,), the shifted ACE using
statistical delay shows a better match. Since the flat delay or flat
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plane method was already found to be limited in the various earlier
investigations (Ridley, 2000; Horbury et al., 2001; Weimer et al,,
2003; Weimer, 2004; Baumann and McCloskey, 2021), we have
not included the L1 observations of IMF profiles that were shifted
in time according to flat plane propagation in panels (b)-(d) of
Figures 10, 11.

A similar comparison between SW delays using various
methods is shown in Figure 11: (a) using observations from the
DSCOVR-MMS pair for the period 18:00-22:00, 27 December
2017. The shifted magnetic field components for the selected times
t, (b), t, (c), and t; (d) indicate that the shifted DSCOVR data using
statistically estimated delay match better with the MMS data than
that using OMNT’s approach for the selected period. Specifically,
upon visual inspection, it can be observed that the OMNI shifted
data for t, and t; are approximately ~6 minutes and ~12 minutes off
from the MMS field components, respectively.

Visual inspection of shifted IMF components (from MMS,
ACE, and DSCOVR) further supports our findings. Figures 10, 11
and Supporting Figures illustrate several cases with varying levels
of discrepancy: some within 5 min and others up to and beyond
20 min. In these cases, our statistical method shows a better match
of the time series of magnetic field components between upstream
and near-Earth magnetic field features, reinforcing the reliability of
our approach.

A quantitative comparison between our statistically estimated
delays and OMNIWeb’s predicted propagation delays (Figures 10,
11; Figures 12, 13) reveals generally good agreement, with
approximately 95% of the cases showing differences of +20 minutes.
The vertical green dashed lines in Figure 13 present the +2¢ range,
representing the interval where approximately 95% of the delay
differences are expected to lie. We found that, for approximately
80% of the events, OMNIWeb’s delay estimation considering the
OMNIWeb uncertainties provides high correlation and aligns with
our method. In some cases, we observe significant deviations,
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[Panel (a)] Comparison of statistically estimated delays (purple) with the corresponding OMNIWeb shifts. Here, the OMNI shift (green) at MMS's location
is calculated using Equation 14 and the OMNIWeb phase normal data. This OMNI shift includes the OMNIWeb-provided root mean squared (RMS) error

of time-shift. OMNIWeb provided time-shifts (cyan) at the bow shock and flat delays (black)

using Equation 1, which are also shown in panel (a).

Magnetic field observed at MMS on the three selected times [t; (b), t, (c), and t; (d)] and the corresponding ACE data lagged by the calculated

cross-correlation delay (red) and the OMNI delay (black).

with delay differences exceeding 20 min, while the correlation
method provides much higher correlation than that using OMNI
delay. Values outside this range are considered special cases with
significant disagreement between the two methods. Visualizations
are provided in the Supporting Figure (Supplementary Figure S1).
In panels in Figure 12, the cross-CC values between DSCOVR
and MMS observations of By (left) and B, (right) are shown when
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OMNI data are available, and all required conditions and criteria
of data selection in Sections 2, 3.2 are satisfied. To avoid repetition,
one event (i.e., a delay data point) is used every 5 min. Here, blue
bars show CC values between the 20-min time series magnetic
field data of DSCOVR and the corresponding MMS data using
statistically estimated delay. For example, if the statistical delay
is 50 min, 50 min of delayed MMS data are compared with the
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FIGURE 11

In panel (a), estimated statistical delays (purple) for the DSCOVR-MMS spacecraft pair are compared with the corresponding OMNI shift at MMS's
location with RMS error of time-shift (green), OMNIWeb-provided time-shifts at the bow shock (cyan), and flat delays (black). All of the above delays
are calculated using the same method as shown in Figure 10. The observed magnetic field at MMS and the corresponding DSCOVR data lagged by the
calculated cross-correlation delay (red) and the OMNI delay (black) are shown for three selected times [t; (b), t, (c), and t5 (d)].

DSCOVR data to compute the CC value. For the green bars, the  that the correlation coefficient of B, is slightly higher for both
OMNI delays using Equation 14 are employed to calculate the CC  approaches than that of B ; therefore, we use the results of B, for the

values between DSCOVR and MMS. From Figure 12, we found  comparison.
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Histograms of the cross-correlation coefficients between DSCOVR and MMS data of B, (left) and B, (right). Here, blue bars represent the estimated CC
values using the correlation method, and green bars show the results using OMNI's approach.
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Scatterplot displaying the variation in correlation coefficients CCz of DSCOVR and MMS data of B, using OMNIWeb-provided delay with delay
difference. The error bars with the delay difference shows the uncertainty provided by OMNIWeb, whereas the color displays CCp . The top sub-panel
shows the histogram of differences between statistically estimated delay and calculated delay at the MMS location using Equation 14 and
OMNIWeb-provided data. The right sub-panel shows the histogram of CCp_ using the estimated delay. The vertical green dashed lines indicate the +2¢

range of the delay difference.

Figure 12 shows the comparison of the CC values from
December 2017 to February 2018. Out of 802 cases (data points)
of By, approximately 100% of the cases result in CC> 0.5 when
using the statistical delay (according to the quality requirement),
whereas 72.1% of the cases of OMNI provides similar high CC
values. A similar investigation on B, cases shows that 100% of the
cases result in CC > 0.5 for the statistical delay, and 71.6% of the
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cases of OMNI delays yield such high CC values. The percentage of
correlation coefficient <0.5 of B, and B,, are nearly equal using the
OMNIWeb method. From the figure, it is clear that the correlation
method shows a better correlation than OMNT’s approach for the
selected datasets.

The differences between statistically estimated delay and OMNI
delay are presented using a histogram in the top panel of Figure 13.
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In this study, we estimated the results using the DSCOVR and
MMS spacecraft pairs. The OMNI delay for DSCOVR-MMS is
calculated using Equation 14. The difference between the above two
delays/time-shifts is

ADelay = Stat. Delay — OMNIDelay. (15)

The color scatterplot shows the variation in the calculated
correlation coefficient (CCy ) using the DSCOVR and MMS data of
B, using OMNI delay with the delay difference (A delay). The color
of the dots represents the calculated CC (CCy ) using statistically
estimated delay. The vertical green line represents the interval
where approximately 95% of the delay differences are expected
to lie. The gray error bars display the uncertainties provided by
OMNIWeb. The scatterplot shows that where both methods have
high CC values, uncertainties are lower. Uncertainties are higher
when OMNI has a low CC value, which is consistent with our
method. However, we found 18% cases where OMNI has lower
CC values than our correlation method, but the OMNI-provided
uncertainties are much smaller than the delay values required to
obtain the best match. In our estimation, nearly 80% of the cases
have a delay difference of <10 minutes. The light-blue solid curve
of the top panel of Figure 13 shows the Gaussian distribution
of the data.

Figure 13 shows that our method consistently yields higher
correlation values for B, than that using the OMNIWeb method. We
also obtained similar results for B, (not shown here). We selected
three cases (t1, t2, and t3 of Figure 13), with significant delay
differences between the two methods and OMNIWeb-provided
uncertainties <5 minutes.

The MMS data, along with the shifted L1 data from the statistical
method and OMNIWeb, are shown in Supplementary Figure S1.
The A delay is large in all three cases: 45 min (t1), 30 min (t2),
and 20 min (t3), respectively. The examples show a comparatively
good match using our method, especially in panel (c) components
compared to OMNIWeb delays, indicating a more accurate
alignment of the IME Panels (a) and (b) show that although the
correlation method provides higher correlation and a better match
than that of OMNI delay, there are differences between magnetic
field components that indicate that solar wind changes in traveling
from L1 to near-Earth location. In three representative examples,
the statistical delay estimates resulted in magnetic field profiles
that more closely matched the near-Earth measurements than those
obtained using OMNTs fixed delays.

The expectation is that the data dots should be scattered around
the diagonal line, showing that the delay difference increases with
increasing uncertainty of OMNIWeb. In addition, it can be expected
that the CC (shown in colors) decreases with distance from zero.
However, next to this expected distribution of the data in Figure 14,
it reveals a significant amount of data in the bottom of the panel,
below the orange dash-dotted line. These are the cases when OMNI
data are delivered with low uncertainty, but large differences to the
statistical delay are detected. Most of these cases where the difference
is larger than 5 min have a CC < 0.5 for the OMNI data, indicating
larger uncertainty than the delivered uncertainty. The amount of
data points with OMNI uncertainty below 5 min and Adelay > 5
minutes accumulates to 18%.

Figure 14 displays the variation in uncertainties (+6)
provided by the OMNIWeb and the delay difference. The black
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dotted box in Figure 14 shows the cases where both the delay
difference and the uncertainties are <5 minutes. Approximately
49% of the selected cases lie inside this box, which indicates that
approximately half of our selected cases have an estimation that
agrees well with OMNIWeb’s prediction within an uncertainty of
+5 minutes.

A quantitative comparison is provided in Table 3. According to
the comparison, the OMNIWeb delay using Equation 14 provides
CCy < 0.5 for 29% of cases, whereas the statistical method provides
CCB: > 0.5 for all these cases to maintain the quality requirements.
Our. analysis reports that OMNIWeb provides better correlation
values than our method for 6% of the selected cases. In addition,
OMNIWeb provides an uncertainty of < |+ 5| minutes for 87% of
the cases studied here. The calculated |Adelay| using Equation 15
was > |+ 6| for 87% of the cases. For approximately 49% cases,
|Adelay| < 5, where OMNIWeb-provided uncertainties are reported
| £] <5. In approximately 18% of the cases, calculated CCy_is less
than 5 min using the OMNIWeb method, where the OMNIWeb-
provided uncertainties are |+4§| <5 minutes, while the delay
difference is higher than 5 min.

6 Discussion

The statistical method presented in this work is tested across
multiple spacecraft pairs, all showing consistent delay estimates.
It performs well for both continuous and discontinuous IMF
structures. The statistical analysis using any of the chosen spacecraft
pairs of this investigation shows similar results of good matches
between estimated delay-shifted IMF components at L1 and near-
Earth observations. The correlation method is applicable for both
continuous and discrete discontinuities in the IME If there is a
significant structure or discontinuity, our approach provides a high
correlation value and is more likely to match the IMF components
at L1 and Earth’s bow shock.

For correlation analysis and SW delay estimations, various
lengths of data (data window) have been used previously, from
10 min to a few hours (Crooker et al., 1982; Kelly et al., 19865
Zastenker et al., 2000; Collier et al., 1998; Weimer et al., 2003;
Richardson and Paularena, 2001; Weimer and King, 2008; Case and
Wild, 2012; Jackel et al., 2013; Vokhmyanin et al., 2019). A too-
short period results in high uncertainties of the correlation, while
a too-long period is affected by repeating SW structures. We aim
to prepare the data appropriately for use as inputs to the prediction
models, and the data length should be <1 hour to allow advanced
prediction. Case and Wild (2012) demonstrated success in using a
10-min period. In our current study, we carried out the analysis over
3 months (December 2017-February 2018) for the periods of 10,
15, 20, and 25 min. We find that those periods of 20-minute-long
windows can provide a high correlation coefficient. Compared with
the 10-min and 15-min periods, the 20-min period yields better
correlation results, although the difference is not substantial. For
14% cases, we obtain CC < 0.5 using 10-min windows, and for 13%
cases, we obtain CC < 0.5 using 15-min windows, while the use
of 20-min windows provides CC > 0.5 for all those cases. On the
other hand, a 25-min window provides slightly ( < 5% cases with
CC > 0.5) better estimations than that using 20-min windows, but
it reduces the number of good cases. Therefore, we continue our
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the | + 4| = |delaydifference] line, whereas the orange line represents the | + §] = 5 line. We use the same data as in Figure 13.

TABLE 3 Quantitative comparison between OMNI delay and sat. delay
over the 802 selected cases.

Parameter ‘ Percentage (%)
CCp <05 29

using OMNI delay

CCp, using stat. delay 6

< CCg, using OMNI delay

OMNIWeb-provided uncertainties 87
(] + 8| < 5) minutes

Delay difference 87
|A delay| > | + 8] minutes

|A delay < 5| and 49
(] £ 4] < 5) minutes

CCy, < 0.5 (using OMNI delay) 18
|A delay| > 5 minutes, and
(] £ 4] < 5) minutes

further analysis with a 20-min rolling/sliding window (slides or rolls
by 5 min each time) to obtain the highest correlation coefficient and
the best model performance.

The correlation analysis using three components of the magnetic
field vector is also tested for the selected period (December
2017-February 2018). It is found that estimated delays, using
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three magnetic components (B,, B,, and B,) in Equation 3 instead
of only B, and B,, provide a very precise match of magnetic
field components observed at L1 points and near-Earth location.
However, the use of three components to calculate the correlation
coefficient CCy  _reduces the number of good cases, which becomes
significantly lower than when using only two components.

The average of the estimated delay between the observation of
the same SW structures at L1 and NE monitors is 55 minutes using
panel (c) of Figure 8, where SW delay varies between 25 min and
100 min depending on features of the solar wind. This estimated
average value and the upper and lower limits align with those
of the previous studies (Mailyan et al., 2008; Cash et al., 2016).
According to Mailyan et al. (2008) and Cash et al. (2016), the SW
propagation time/delay is expected to be on the order of 1 h, and the
specific value depends closely on the SW conditions. The SW delay
varies from over 100 min to less than 30 min (Mailyan et al., 2008;
Cash et al., 2016; Baumann and McCloskey, 2021).

The linear regression line of the distribution of solar wind radial
velocity and the ion temperature over the 7 years (22 December 2017
to May 2024) in Figure 8 [panel (d)] indicates that the magnitude
of the velocity increases with the temperature. This agrees with the
long-term linear trend between the solar wind proton temperature
and the proton speed observed by Elliott et al. (2016).

The comparison between the estimated delay and the
OMNIWeb-provided delay reveals an absolute difference >5 minutes
for 48% out of 802 events/cases/data points. This is in good
agreement with the predicted delay and observations that were
earlier found in Mailyan et al. (2008) and Case and Wild (2012).
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Mailyan et al. (2008) statistical studies of the solar wind propagation
over 198 events found that the difference is >5 min for >30% of
the time. Approximately 40% of the 164 cases presented in Case
and Wild (2012) show a delay difference of >5 minutes between
the OMNIWeb-provided delay and their estimated delay using
correlation analysis (c.f. Figure 11 of Case and Wild, 2012).

In our analysis, we noticed that the delay difference between
the estimated delay and the OMNIWeb-provided delay is >20
minutes for 5% cases, with cases where the delay difference is >30
minutes. In addition, Mailyan et al. (2008) and Cash et al. (2016)
observed delay differences of more than 30 min in individual cases.
Importantly, this level of uncertainty does not fully account for the
larger observed discrepancies, indicating that in certain conditions,
e.g., those involving sudden IMF changes or complex solar wind
structures, the OMNI delay may significantly underperform.

The statistical comparison presented in Figure 14 and Table 3
indicates that in approximately 6% of cases, OMNI provides a better
CC value than the statistical method presented in this study. These
6% cases are primarily due to the linear interpolation that we apply
for the data gap if it is <15 minutes. The fact that 49% of the estimated
delays have less than 5 min difference to the OMNI delay and the
respective OMNI values have less than 5 min uncertainty indicates
that approximately half of the OMNI delays are well-estimated and
have very low uncertainty. We also found that approximately 71%
of the OMNIWeb-predicted delay provides CC > 0.5. This result is
in agreement with the previous studies of Vokhmyanin et al. (2019)
on the data quality in the OMNIWeb IMF field components. They
analyzed 10,409 cases over the period 1997-2016 and estimated
that approximately 75% of the OMNIWeb data provide reliable
predictions based on the conditions CC<0.5 and prediction
efficiency PE > 0. Approximately 10% of their selected cases have
correct variability but wrong absolute values, whereas 15% have poor
quality with CC < 0.5. However, Vokhmyanin et al. (2019) did not
consider the uncertainties provided by the OMNIWeb.

Our results showed that there is a fraction of 18% of the cases
when the uncertainty of OMNI is below 5 min and the difference
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in the delay to the statistical method is larger, while the CC
is low. These are the cases when OMNI computes wrong SW
estimates at the bow shock. For these cases, our method has a
higher correlation and a better match between L1 data and NE
observation. Earlier research (Crooker et al, 1982; Kelly et al,
1986; Zastenker et al., 2000; Collier et al., 1998; Richardson and
Paularena, 2001; Vokhmyanin et al., 2019) on the solar wind and
the propagation delay found that the following factors influence the
similarity of SW features observed at L1 and upstream of the bow
shock: (i) separation of spacecraft in the plane perpendicular to the
Sun-Earth line, (ii) the angle between IMF and the GSE X-axis (cone
angle), and (iii) evolution of IMF while SW propagates from L1 to
near-Earth locations.

When the spacecraft separation is large, the IMF cone
angle is small, and/or the IMF variance is low, the similarity
between L1 observations and near-Earth SW is likely to be
low. Under such conditions, OMNIWeb’s predictions of near-
Earth SW features and conditions can have large uncertainties
(Crooker et al, 1982; Kelly et al., 1986; Zastenker et al.,
2000; Collier et al., 1998; Richardson and Paularena, 2001;
Vokhmyanin et al, 2019). OMNIWeb predictions assume that
the parameters do not evolve over space and in time, whereas
the actual SW is not homogeneous. Thus, OMNIWeb has a
particular challenge with dynamic solar wind conditions. In
other words, OMNIWeb’s assumption of inhomogeneity in phase
front propagation, contrary to the actual solar wind, results in
underperformance compared to the statistically estimated solar
wind delay. For instance, the solar wind magnetic field components
in Supporting Figure (Supplementary Figure S1) are derived from
L1 observations rather than those near Earth, which results in
significant differences between the statistical estimation and the
OMNIWeb prediction. The spacecraft separation, the IMF variance,
and the IMF cone angle may also affect the performance of
the OMNIWeb predictions (Crooker et al, 1982; Kelly et al,
1986; Zastenker et al., 2000; Collier et al., 1998; Richardson and
Paularena, 2001; Vokhmyanin et al., 2019).
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The statistical method applied here matches solar wind features
as long as the data satisfy the criteria and quality measures, and
it considers inhomogeneity in the solar wind and is not limited
to the features mentioned above, whereas OMNIWeb does not
provide accurate propagation delays or uncertainties. This is the
main reason why the statistical method outperforms OMNIWeb in
the delay estimation for the selected cases and is an ideal tool to
validate OMNIWeb data. However, the feasibility of the method to
validate OMNIWeb delay is constrained by the criteria and quality
measures. In only 6% of the cases, OMNIWeb provides better CC
than the statistical method. These cases are attributed to the data
interpolation, which has been applied in this study.

7 Summary and conclusion

In this work, we propose an improved method to estimate
the solar wind propagation delay from LI to Earths bow shock
location by performing cross-correlation analysis and employing
the PMI along with the NDME. We compared delay using
different statistical indices and investigated the best combination
for estimating delay. Figures 2-6 (and Supplementary Figure S3)
display the methodology of the correlation method along with
quality measurement and outlier predictions. Because this method
is applicable to dynamical solar wind conditions, it is an ideal
tool for the validation of OMNIWeb data, which assumes static or
homogenous solar wind conditions.

Based on this statistical method, we generated a comprehensive
dataset with matching solar wind structures at L1 and near
Earth measured by different satellite pairs (e.g., ACE-MMS,
ACE-CLUSTER, DSCOVR-MMS, and GEOTAIL-WIND). The
estimated delays with the variables, using observations from the
ACE-MMS spacecraft pair from 22 December 2017 to 30 April
2024 and the DSCOVR-MMS pair from 22 December 2017 to
31 December 2019, are presented in Figures 7-9 and are publicly
available online. The generated datasets provide the chance to
employ them to test the respective model predictions and use them
in the advancement of near-Earth SW models.

A part of this dataset has been used for the validation
of OMNIWeb data. The study compares statistically estimated
propagation delays of IMF components with those provided by
OMNIWeb (in Figures 10-14), using data from MMS, ACE, and
DSCOVR spacecraft. The validation results show that approximately
95% of delay differences between the two methods fall within +20
minutes, and 80% of OMNIWeb’s delays are reasonably accurate
within their stated uncertainty. Only approximately 50% of the data
show very accurate predictions with less than a 5 min difference
from the statistical method. Nevertheless, nearly 80% of the
OMNIWeb data have a delay difference of 10-min or less compared
to the statistical method and are, therefore, reasonably accurate.
However, significant discrepancies ( > 20 minutes) are observed in
5% cases. In cases where OMNIWeb provides unreliable results, our
improved estimated delays offer a scope for further studies using
them as a model input for various models where SW propagation
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delay from L1 to NE location needs to be addressed, e.g., prediction
and forecasting models of Dst and K.

We acknowledge that the OMNIWeb system remains the most
successful in providing spacecraft-specific and non-specific various
resolution regular data, and it is widely accepted within the research
community and beyond. However, it is possible to minimize the
uncertainties in prediction and the adverse effects on space weather
operations and forecasts by improving the existing approaches. The
results of the statistical method emphasize the value of a dynamic,
correlation-based delay estimation method that can adapt to varying
solar wind conditions and provide more precise input for space
weather modeling and forecasting systems. The dataset generated
during this study is publicly available and can be used for further
validation and modeling applications.
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