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ARTICLE INFO ABSTRACT

Keywords: The energy transition is making energy supply systems more complex. Well-known sources such as gas turbines

Simulation are being combined with renewables, batteries, heat pumps, and further innovative technologies. Flexibility

Framework and resilience demand rise, as energy sectors are being coupled and new energy carriers like hydrogen are

i’:xgg’rk integrated. The engineering challenge is often to design all interactions to be efficient, reliable, and resilient.

Modular For that, simulative system designs are particularly valuable, as experiments are often not viable or would

0-D require strong simplifications.

Decentralized To this end, a large variety of simulation frameworks are available. While there are many advantages to

Hybrid-electric using existing frameworks, building a new framework allows for maximal customization and flexibility. The
DLR Institute of Combustion Technology decided to develop its own in-house framework, named ProCoSim, for
a variety of reasons. These include the modular integration of ODE and algebraic solvers, explicit and flexible
handling of the interactions between component calculations and solvers, and the integration of an acausal
component modeling approach with bidirectional signal flow to allow maximal flexibility in the integration of
black-box component models. The aim of the framework is to support the design of energy systems consisting
of producers and consumers, to analyze their interactions, to optimize operation strategies, and to provide
boundary conditions for experiments, e.g. load trajectories for a gas turbine test emulating demands of a
virtual energy system.

In this paper, the design and implementation process of the new framework are described in detail. The
flexibility of its application is shown by two distinct demonstration cases: a thermodynamic system from the
field of decentralized energy supply and a mechanical-electrical system in which a hybrid-electric aircraft
propulsion system is modeled.

1. Introduction variation. Preliminary simulations before experiments reduce risk and
therefore costs. For simplified test rigs, the simulator describes the en-
1.1. Motivation vironment that the component under test will experience in the actual

application and provides the boundary conditions for the experiment.
The energy transition requires efficient solutions for the energy
supply. Proven concepts are combined with new technologies shown
in the 7th Energy Research Program issued by the German Govern-
ment [1]. With these complex supply systems, it is more difficult to
test the designs experimentally. It would be impractical, expensive,
and risky to fully test a new aircraft propulsion system consisting of
a gas turbine and a battery immediately. Often test systems can only
be built at a simplified level, as for the combustion of the new energy
source hydrogen in gas turbines. In addition to the overall efficiency,
the subsystems must prove themselves under real conditions.
We developed ProCoSim to best describe the level of the overall sys-

1.2. Relation to other simulation frameworks

The field of energy management and energy system simulation is
very active, with a large variety of open- and closed-source programs
with vastly different capabilities, scopes, usability, and flexibility goals,
as well as foci at different granularity levels. While some model-
ing frameworks are used for a very wide variety of domains, like
Simulink [2] and Modelica [3], Industry and academia often develop
in-house solutions that are tailored to their specific needs, like aviation

tem. The simulator makes it possible to find the most efficient operating system engineering [4] and can span several granularity levels of their
mode for a system and to optimize the design of both the system and modeling tasks [5]. Many specialized commercial software frameworks
its components. This is done by repeated simulations with parameter exist, that focus on certain systems engineering tasks like Building
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energy and thermal systems [6] or Thermo-hydraulic and Mechatronic
systems [7]. They simplify usability with detailed application libraries
and predefined models. While some offer a variety of fixed pre-defined
application cases that merely require parameterization [8], many are
flexible and extensible to span the bridge from acquiring fast results for
standard applications to scientific research on novel concepts [9]. Some
limit deliberately model complexity to solve distinct problems like large
scale linear mixed integer optimization of vast energy networks, like
e.g. the open-source ecosystem of omoef.solph [10] and MTRESS [11].
Additionally, frameworks from different categories are often combined
to achieve complex analysis and optimization tasks [12].

While this paper is not intended to give a review on these tools
or a conclusive comparison between frameworks, some relations to
Simulink and Modelica are pointed out in the following, as these
frameworks are widely adopted and using them as context allows for
a rough positioning of ProCoSim in the vast simulation framework
landscape.

Simulink is a closed-source, commercial and very flexible frame-
work with many applications including energy system analysis. It is
extensively used also in the authors’ department for thermodynamic
process simulation [13] and formerly for energy system simulation.
Without additional packages (e.g. Simscape), it is limited to causal
modeling. This comes with benefits as certain components can be
modeled intuitively with usual procedural programming techniques,
including dynamic, event-driven structures of complex models. But the
drawbacks are that inputs and outputs of a component and hence the di-
rection of signal flow is fixed. Thus, modeling components like storages,
hydraulic separators or electrical elements can be quite challenging.

Modelica, on the other hand, is a modeling language which is sup-
ported by several commercial and open-source frameworks (e.g. Open-
Modelica) and is tailored for acausal modeling. Modelica uses a rather
complex toolchain to gather the system equations, apply a set of
optimization techniques before further compiling and solving the re-
sulting DAEs, see e.g. [14]. While this very integrated behavior clearly
has performance benefits, the inner functionality, such as the inter-
faces between components and the solvers, become more complex
and harder to modify. Additionally, dynamic changes in topology or
component equations are harder to implement, due to the optimizations
and handling of the equations.

The presented approach tries to combine the causal, dynamic mod-
eling of Simulink with other elements like e.g. bidirectional signal flows
and a simple modular interconnection to solvers, which is described
in 2. The approach is focused on the analysis of the interactions
between heterogeneous, nonlinear system components that can be inte-
grated in a black-box manner to simplify integration and co-simulation
of newly added components.

1.3. Concept

ProCoSim is designed to describe complex energy networks of vari-
ous types at the top level with high performance, see Fig. 1. The system
is represented as a network of components, e.g. power plants, loads,
storages or connections. We study the time evolution of the component
quantities and, depending on the application, their equilibrium states.
Beyond that, there is no spatial resolution. We model the components
in a flexible way using deposited equations or look-up table data, see
Section 2.2. The data comes from experiments or detailed calculations
from third-party simulators, in-house or from our partners.

ProCoSim might be applied to a heating circuit as shown in Sec-
tion 3.1 with the transferred energy being thermal, a hybrid-electric
aircraft propulsion system shown in Section 3.2 with mechanical and
electrical energy, or any other energy network system.

ProCoSim provides a global overview and complements detailed
experimental and numerical studies on specific components. The focus
at the DLR Institute of Combustion Technology, for example, is on
gas turbines, especially micro gas turbines. We examine them and
their components in detail, both experimentally and numerically, and
develop new circuits or burners, for example [15]. ProCoSim maps the
environment and the higher level for these studies as shown in Fig. 1.
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Fig. 1. The research focus gas turbine described in detail (red) and the higher
level with the environment, load, storage and other components modeled by
ProCoSim (green). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

1.4. Contribution

This paper first shows how we proved the concept and quali-
tative functionality of ProCoSim in a thermodynamic system. After
that, we demonstrate the flexibility of the simulator applying it to a
hybrid-electric system where we prove its quantitative predictions.

We show that ProCoSim can help to design system components,
optimize networks and operation modes as well as accompany experi-
ments.

2. ProCoSim functionality
2.1. Overview

ProCoSim performs a simulation by calculating the system quanti-
ties of all components at each desired time step. In general, a system is
time-dependent and subject to algebraic constraints.

First, we model the components and their interfaces in the network
in Section 2.2. The time evolution of the system follows from ordinary
differential equations (ODE) which ProCoSim solves approximately. For
each time step, it determines the algebraic equilibrium (ALG) and for
each algebraic iteration step, it runs a chain of component-internal
calculations (INT), explained in Section 2.3, 2.4 and 2.5. The detailed
simulation procedure can be found in Section 2.6.

The user defines the system via an input file. Finally, ProCoSim
outputs the result in an output file and output plots, which we discuss
in Sections 2.6 and 2.7.

2.2. Network modeling

ProCoSim models the physical system as a network of components
and buses, for an example see Fig. 7.

Each system unit is represented by a component in the model:
e.g. a micro gas turbine-based combined heat and power plant (MGT-
CHP), a heat storage tank or a heating water pipe. There are also
mathematical and programming auxiliary components: The bound-
ary condition component, for example, maps the interface of the
system to its environment. The modeling determines the component’s
purpose and how accurately it is described. During the simulation, each
component has the task of calculating certain system variables.

The interfaces between the components are called buses. They
have two tasks. Firstly, they transfer the system variables between
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(a) The unidirectional heating medium bus is an outlet of the storage and an
inlet to the load. The storage sets the scalar bus quantity 7', the load sets the
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(b) The bidirectional electricity bus can be an outlet of the source and an inlet
to the cable or opposite, depending on the current direction. The source sets @,
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Fig. 2. A bus between two components with set (green) and unset (red)
quantities. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

the components. A bus may represent an actual physical flow like a
heating water flow. Or they model the flow of information from a
mathematical auxiliary component, for example a shutdown signal.
The bus quantities can be scalar values or directed values. Buses with
directed quantities can be unidirectional, i.e. with a fixed expected flow
direction. Opposite flows are then defined by a negative sign. Flows that
switch direction often are described by bidirectional buses. They allow
flows in both directions, marked by a flag variable. Secondly, buses
carry the information whether their variables are set or not. That is,
whether the values of the quantities are known at the current time. This
is important because the system variables are constantly recalculated
during a simulation. At any point in time, there are generally some
quantities that are set and some that are not.

The interplay between components and buses is sketched in Fig. 2.

We have created an extensible library of components and buses.
New components and buses can often be derived from existing ones.

To map the system, the user selects the desired components and
buses from the library and specifies how they are interconnected. In
general, each component has connected buses. We refer to a connected
bus as a calculation inlet of the component if it provides the component
with set values as a basis for calculation. The values in a calculation
outlet bus, on the other hand, are set by the component itself. Each
bus is the outlet of one component and at the same time the inlet to
another. The interconnection of the components and buses is fixed for
the duration of a simulation. Whether a bus acts as an inlet or outlet to
a component can change during the course of the simulation. The flow
of the physical variable can be identical or opposite to the calculation
sequence, i.e. to the flow of the set variables, also sketched in Fig. 2.

2.3. Component-internal calculations

Each component must set the values of its outlets based on its
inlet values, illustrated in yellow in Fig. 3. The calculation rule for
this is stored in the component according to its modeling. Some com-
ponents have to solve simple algebraic relations, an example follows
in Fig. 8. Others have to fetch stored detailed data. In the latter
case, this data comes from experiments or previous simulations. It is
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Fig. 3. The internal calculations of each component (yellow); the algebraic
constraints between multiple components (red); the time evolution of certain
components described by differential equations (blue). (For interpretation of
the references to color in this figure legend, the reader is referred to the web
version of this article.)

deposited as a look-up table (LUT) for ProCoSim to read. This procedure
saves computing time compared to actual co-simulations and is suffi-
ciently accurate. The data in the look-up table are given for discrete
sampling points and are interpolated by ProCoSim using multilinear
interpolation.

A Calc-Internals Manager coordinates the internal calculations of all
components since they are interdependent in the calculation process
via their inlets and outlets. A specific component can only perform
its calculation fully or partly if it knows the necessary inlet values
for the current state. If the system is designed to be solvable, all
components successively complete their internal calculations, starting
from the specified boundary conditions. This is illustrated in yellow in
Fig. 4.

The Calc-Internals Manager controls this calculation calling the
components one by one, while they successively perform their cal-
culations as far as possible. The Calc Internals Manager heuristically
improves the call sequence to better select ready components: First,
it selects a reasonable start component carrying a respective flag. For
example, boundary conditions do not require any external input to start
their calculation. Then, the Calc Internals Manager tries random call
sequences and remembers the shortest one to use for the remaining
calculation cycles.

Once all components have completed their calculations and the
system values have been set accordingly, the system is fully defined
for the current set of boundary conditions.

2.4. Algebraic constraints

Some systems of interconnected components are subject to a con-
straint, i.e. an algebraic relationship. It leads to a state of equilibrium
for a particular quantity. An example will be shown in Fig. 14. The con-
straint occurs in addition to the internal calculations of each individual
component from Section 2.3, and it involves multiple components as
shown in red in Fig. 3. Therefore, a single calculation sequence, as
described above, cannot determine this state of equilibrium.
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Fig. 4. The simulation procedure: The manager objects coordinate the neces-
sary computation loops. For each ODE time step (blue) an algebraic calculation
loop (red), for each ALG iteration step an internal calculations cycle (yellow).
(For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

Instead, ProCoSim iteratively determines the equilibrium value of
the relevant system quantity using the network of components: Based
on a starting value for the system quantity, ProCoSim performs the
chain of internal calculations for all components. Once the relevant
quantity can be determined from the set values, it will be compared:
If the calculated value is equal to the guessed starting value, the
equilibrium state has been found. In general, the two values are initially
different. A so-called residual component in the system determines the
deviation of the two values, the residual. ProCoSim passes the residual
to an algebraic solver. The solver returns a corrected initial value for
the quantity to ProCoSim. This new value is used to calculate the system
in a new iteration step. These steps are repeated until the residual
meets a defined convergence criterion. The algebraic calculation loop
is illustrated in red in Fig. 4.

The coordination of the algebraic calculation cycles is done by the
ALG manager. At each iteration step, it ensures that a start value is
available and calls the Calc Internals manager to trigger the internal
calculation chain. It then passes the residual to the solver, see Fig.
5(a). When the residual converges, the ALG manager terminates the
algebraic calculation cycle.

We integrated the external algebraic solver Ceres in version 2.1.0
from Agarwal et al. [16] and use the default solver for constrained
nonlinear optimization problems. The convergence criterion was set to
a minimal relative residuum change of 1e-10 and a minimum relative
parameter change of le-12. ProCoSim addresses the solver via a self-
written wrapper. This gives us the flexibility to exchange the solver, if
necessary, without affecting ProCoSim.

2.5. Ordinary differential equations

The energy network under consideration usually evolves over time.
This is the case if the internal calculations of at least one component
are time-dependent: i.e. an ordinary differential equation, an algebraic
equation with time dependence, or a look-up table with time-dependent
values. Fig. 8 shows the thermal storage as an example of an ODE active
component. In the last two cases, the time evolution is determined
before the simulation is started. In the case of differential equations,
the evolution for the next time interval results from the current state.
This means that the differential equation must be solved numerically
during the simulation, compare Fig. 3.

ProCoSim solves the system of differential equations approximately
for discrete time steps and with the help of the component network: For
each ODE-active quantity, the user defines an initial value at the begin-
ning of the simulation. For this first time step, ProCoSim performs the
chain of algebraic and internal calculations for all components. As soon
as possible, the ODE-active component calculates the temporal gradient
of the quantity using the stored differential equation. ProCoSim passes
this gradient to an ODE solver. The solver returns the value of the
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Fig. 5.

system quantity in the next time step to ProCoSim. This new value
is used to calculate the system for the next time step. These steps are
repeated until the system is calculated for all required time steps. The
ODE calculation is illustrated in blue in Fig. 4

The coordination of the ODE calculation cycles is done by the ODE
manager. At each time step, it ensures that an initial value is available
and calls the ALG manager or the Calc-Internals Manager to trigger the
calculation chain. It then passes the calculated gradients to the ODE
solver, see Fig. 5(b). When the last simulation time step is reached, the
ODE manager ends the ODE calculation cycle.

We have integrated the external ODE-solver Odeint from the Boost
library Dawes et al. [17] (Version 1.81.0). ProCoSim addresses the
solver via a self-written wrapper. This gives us the flexibility to ex-
change the solver, if necessary, without affecting ProCoSim.

For both application cases, the second order, explicit, multistep,
Adams Bashforth method was used. The explicit method showed no
signs of numeric instability for the given time step sizes. Switching
to implicit methods is not supported. Given the black-box design cho-
sen for easier component modularity (see 1.2) an exact Jacobian of
the system is not given. While it might be created via numerical
approximation, such an approach is not implemented.

2.6. Simulation

To perform a simulation on a time-dependent system with algebraic
constraints, ProCoSim runs the entire procedure of ODE, ALG and
component-internal calculations shown in Fig. 4. Besides this, Pro-
CoSim can handle the special cases: the desired time evolution without
algebraic constraints or the desired algebraic equilibrium without time
evolution. In this case, ProCoSim skips the ALG or ODE solution loop
accordingly.

The simulation process is controlled by the Simulation Manager. It
checks which type of system is present and triggers the ODE, ALG and
Calc-Internals Manager accordingly.

2.7. Simulation input and output

The user defines the system they want to simulate modularly from
the existing library components and buses in an input file. The user
is responsible for a reasonable interconnection and that the system is
solvable, i.e. neither over- nor under-determined. For time-dependent
systems, the user specifies the simulation period and the desired time

Energy Conversion and Management: X 29 (2026) 101410
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(b) The output manager is triggered when the system is fully computed for a
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Fig. 6. The output manager.

resolution. For the components they specify characteristic values, con-
stants, paths to look-up tables, initial conditions and, if necessary,
starting values for algebraic solution loops.

ProCoSim extracts the information from the input file, builds the
model system accordingly and defines the required manager objects.

After the simulation the user receives the result in an output file.
It contains the calculated values of all components and buses for all
required time steps.

The output of the results is coordinated by the Output Manager,
Collector and Writer. During the simulation, they work in parallel with
the calculation managers Calc-Internals, ALG and ODE manager and
collect the output-ready values. Compare Fig. 6. A value is output-
ready if the current calculated state corresponds to a real state in the
simulation process. If this is the case, the Output Collector collects the
values of all components and buses. The Output Writer writes them
collectively to the output file at the end of the simulation.

This procedure is necessary because the values of the system quan-
tities are continuously recalculated and overwritten during the simula-
tion. This improves performance, but the values often have no physical
meaning, for example, until an algebraic iteration has converged.

The output format is HDF5 from The H.D.F. Group [18]. This can be
adapted if necessary, since the HDFS5 library is addressed via a wrapper.

The self-written tool ProCoVis plots the quantities of the output file
using Matlab [19]. The generated plots are tailored to the model sys-
tem: e.g. a comparison plot of the same quantity in several components
over time or a plot collection that shows a set of related quantities.
MATLAB was used primarily due to the authors’ prior experience with
it and its availability at the institute.

2.8. Software development

ProCoSim is programmed in C++. The components, buses, compu-
tation managers, wrappers etc. of ProCoSim are implemented as objects
for modularity and code flexibility. For closely related components
with different modeling, we use abstract component classes, e.g. for
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the Thermal Storage from Section 3.1.4. Concrete subclasses with the
desired modeling are derived from the abstract class: For example, a
thermal storage with a layer model for the temperatures or a simple,
fully mixed water tank.

ProCoSim uses the C++ standard library [20] and some valuable
extensions from the Boost library [17].

ProCoSim does not use or require performance optimization meth-
ods as it only performs time efficient OD calculations. The computation
time for a typical simulation is in the range of seconds to minutes as
we show in Section 3.

The chosen third party solvers determine the accuracy, robustness
and solver stability. In our case, Ceres from Agarwal et al. [16] and
Odeint from the Boost library [17].

3. Applications

The following application cases demonstrate that the simulator can
model distinct systems. They are examples for the intended application
spectrum of ProCoSim. First, we qualitatively verify the functionality
using an example from the energy supply sector with an overview of
the most important system quantities. Then we prove the modularity
and flexibility of the tool by applying it to modern aviation with hybrid-
electric concepts. There, we show examples of quantitative results and
thus the variety of investigations that are possible with ProCoSim.

The following application chapters are structured as follows: First,
we describe the physical system we want to model and its operat-
ing modes. The problem section shows typical questions we plan to
investigate with ProCoSim for these systems. The modeling section
explains how we designed the component models for the ProCoSim
library that are needed for the applications: First, we set up a general
component model. It may be applied to any system or interconnection
containing that component type. Then, we apply it to model the specific
component used, with parameters and detail data. Our focus is on
creating a modular component library, without restricting ourselves to
certain application cases. We then define the test scenario, i.e. the time
evolution for the application system, simulate it and show the results.

3.1. Application 1: Decentralized energy supply

3.1.1. System

The first use case is a heat supply and demand network. Combined
heat and power (CHP) plants supply heating water to buildings and
other loads in the heating circuit. A thermal storage tank acts as a buffer
in case of demand fluctuations.

This system was built by the DLR Institute of Combustion Technol-
ogy at the DLR site in Stuttgart [21]. It is shown in Fig. 7. Here, a
laboratory with micro gas turbine (MGT) test rigs was connected to
the site supply. The laboratory feeds heat and electricity into the site.
It is called Technology Platform Decentralized Energies (TPDE). We
focus on the heat supply as an interesting use case for ProCoSim. The
sources of the system are a micro gas turbine-based combined heat and
power plant (MGT-CHP) and an external cogeneration plant. The MGT-
CHP is a cluster of one or more CHP units, representing the number
of active test rigs in the laboratory. The required heat is provided
jointly by the CHP units. For our simple test case, we assume only one
MGT-CHP, specified in Section 3.1.4. The loads are 5 buildings with
heating systems, an absorption chiller, and a recooling plant. A control
system monitors the fill level of the thermal storage and ramps the heat-
driven MGT-CHP units up or down accordingly. The integrated network
generally consists of branched heating water pipes and control signals.

Note: We might apply ProCoSim to the power supply just as well.
However, this is not a complex problem where we could test ProCoSim
extensively. The power demand of the site is always higher than the
power provided by the laboratory. Therefore, the latter can be fed into
the site completely at any time. The connection to the external power
grid is still given and supplies what is missing. Applying ProCoSim to
the heat supply offers more interesting issues.
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3.1.2. Operating modes

The TPDE system allows two modes of operation.

In the machine test mode, experiments are carried out on the MGT
test rigs. The waste heat can be efficiently used to supply the site
instead of being dissipated as in comparable laboratories. Depending
on the current demand and the season, the heat can be used directly to
supply the buildings or indirectly via the heat storage tank.

In the interconnected operation mode, the site can serve as a test
platform for MGT-CHPs, consisting of multiple units. For this purpose,
we set the consumption curve of a virtual thermal load. The MGT-CHP
units on the test rigs work together as one joint CHP plant to meet
the demand. We realize the virtual load via the connected recooling
plant and the external cogeneration plant. These components allow us
to dissipate or supply the desired amount of heat at any time. In this
way, we can overlay the actual demand of the site with the virtual
desired consumption curve.

In both cases, the heat supply to the actual site is permanently
guaranteed through the external cogeneration plant.

3.1.3. Problem

In a heat supply network such as the TPDE system, the following
questions are expected depending on the operating status.

For machine test operation, we are interested in: How can we effi-
ciently use as much waste heat as possible from the test rigs on site?
By distributing the heat to the suitable loads; by synchronizing the
experiment schedule with consumption peaks; by designing the heat
storage tank appropriately; or by adapting the connections?

In the interconnected operation mode, we want to investigate: How
should the MGT-CHP units be controlled to most efficiently meet
load demand and minimize start-up and shut-off processes that reduce
the service life of the gas turbines? What heat storage volume and
insulation is needed to smooth out fluctuations in heat supply and
consumption?

3.1.4. Modeling

We model the TPDE system (Fig. 7 top) as a network of components
and buses (Fig. 7 bottom), as described in Section 2.2.

The following paragraphs explain how we model each component
and bus in detail.

External cogeneration plant. We design the External CHP as a simple
black box because it is not the focus of our research. The CHP heats
the heating water to the desired temperature T, which it receives via a
signal bus:

Tout — Twish' 6h)

It sets the mass flow s of the heating water according to mass conser-
vation, either in the inflow (i.e. the return to the CHP) or in the outflow
(i.e. the supply):

Ot = i or (2a)
min — mout. (Zb)

MGT-CHP plant. The component MGT-CHP describes a micro gas tur-
bine test rig. It acts as a power plant and heats the heating water. It is
the central component for our research interest. Therefore, we describe
it with stored detail data. The data stems from previous simulations and
experiments of the gas turbine used. We store the data in look-up tables:
One for the stationary operation of the CHP unit and one for dynamic
load changes.

The MGT-CHP unit receives a heating water inflow with 7", a
power demand Py, and the environmental conditions air temper-
ature TV, pressure p*"V and humidity /" via a signal bus. The
MGT-CHP unit checks what needs to be done to meet the demand. If
the current operating state is suitable, we describe the component as
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(a) Colors: The heating circuit of the TPDE. Gray: The non-simulated connec-
tion of the MGT-CHP units to the site grid and the external electricity supplier.
Picture source of cooling tower, thermal storage, radiator, snow flake and py-
lons (Freepik, 2025).
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(b) The TPDE system modeled as a network of components and buses with
one MGT-CHP unit. The loads A to E correspond to buildings, the load AC
to the absorption chiller. Not shown for simplicity are heating water pipes at
all heating water bifurcations and boundary conditions at the MGT-CHP unit

and at all loads. The connection of the components is defined by the local
conditions.

Fig. 7. The Technology Platform Decentralized Energies (TPDE). Signal buses
are shown in green, hot heating medium buses in red and colder heating
medium buses in blue [22]. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

stationary. Load and rotation speed are constant. The MGT-CHP reads
from the stationary LUT

Tout — out (Tin, Ptherm’TenV) . 3)

If the current state does not meet the requirement, the MGT-CHP unit
must start a maneuver, i.e. adjust load and rotation speed. The transient
LUT provides

Pherm = Pherm(N» 1) (@)

and the stationary LUT still provides the dependency on T, T'" and
TOUt.

Furthermore, the model provides optional output parameters if
requested. For example, it calculates the fuel mass flow that is required
to achieve the current output power.

The steady-state look-up table data comes from validated simula-
tions with MGTS3, our micro gas turbine simulator [23,24], and the
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transient data comes from interpolated experimental data [25]. We
combine both tables based on our experience. In this example, we
use data from the Ansaldo Turbec T100 micro gas turbine with a
maximum thermal power output of approximately 200kW [26]. We use
multilinear interpolation to read out LUT data in between grid points,
using no extrapolation.

MGT-CHP coordinator. The MGT-CHP Coordinator is a control compo-
nent. It coordinates the individual MGT-CHP units on the test rigs in
the laboratory, which together act as one micro gas turbine-based CHP
unit. The MGT-CHP Coordinator receives the total power demand and
distributes it to the individual MGT power plants i:

pi

therm

= Bcrm (Pt X' Piem: Pl ®)
The distribution is based on the current operating states X/ of all MGT-
CHPs and a stored control strategy. The coordinator communicates with
all other components via signal buses.

The control strategy can be exchanged. For example, one could
minimize the number of start/shut-off events of the MGT-CHP units to
increase their lifetime, or try to utilize all power plants equally. In this
way, we can study how different control strategies affect efficiency and
demand coverage.

Our first test case shown below includes only one MGT-CHP unit.
In this special case, the coordinator passes the entire power demand to
the unit without splitting it.

Thermal load. The Thermal Load describes the heating system of a
building. It extracts heat from the heating water. According to the
temperature of the heating water in the inflow bus and its own demand
profile Pye.m(1), it takes a certain amount of heating water. It then
calculates the temperature at which it releases the heating water to the
return:

= ™ = i = gt (Pperm (1), T™) (6a)
Tout — Tout (Tin, m) (6b)

We also describe the absorption chiller as a Thermal Load. It allows
us to efficiently use the thermal energy of the test rigs, even during
periods of low heat demand at the site. For that, it extracts heat from
the heating circuit and converts it into cold. From the modeling point
of view, it acts the same as the other thermal loads.

Recooling plant. We describe the Recooling Plant as a simple black box
load, analogously to our approach in the paragraph External Cogenera-
tion Plant above. It cools the heating water to a set temperature, which
it receives via a signal bus. And it sets the unset mass flow according
to mass conservation:

Tout — Twish. )
AU = fpyin or (8a)
min = out, (Sb)

Converted power. All power plants and loads have an ODE for the total
enthalpy transferred: H = c,mi® (T°% —T"), where c, is the specific
heat capacity of the heating medium. The ODE adds up the power
supplied or demanded during the simulation. In this way we calculate
the total heat energy that the power plant or load has converted up to
the current time.

Thermal storage. The component Thermal Storage describes a water
tank. We use a layer model for its temperature distribution as described
in [27]: At the top of the tank there is the hot inflow and the outflow
that supplies the loads, at the bottom there is the cold return flow. The
Thermal Storage receives heating water of a certain temperature in the
inflow, compare Fig. 8. From this, it updates its internal temperature
distribution in each layer /:
Ty = o [0 + 0+ 0. ©a)
p'
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Fig. 8. The internal calculations (yellow) of the component Thermal Storage:
It receives an inflow of given mass flow and temperature and a mass flow
demand at the outflow. It calculates the outflow temperature from the ODE
(10) (blue), considering: (a) inflows, (b) thermal losses and (c) its internal
temperature distribution. Compare Figs. 3 and 4 for color code. (For interpre-
tation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

where m; is the mass of the heating medium in layer /, ¢, is the specific
heat capacity of the heating medium and Q is the heat. It then sets
the outflow temperature at height A and calculates the mass flows
according to the conservation law:

Toutlh[ =T,. (9b)
7in Jgout
PIHEND I (90)
jin=1 jout=l

The temperature distribution (9a) is described by an ODE. It con-

tains an inflow contribution Q;“, the heat losses to the environment

Q’;’“‘ and an internal convective part Q'}“t:

N
Q}n =6 Z m;n—»/ (Ty:i[ - TI) (10a)
n=1
O™ =k eny (T = T;). (10b)
Q'int _ cp mint (Tl+l - TI) for m}nt >0, (10(3)
L7 ) e, int (T, -T,_;) for mi <=0
»" ! -1 1 -

where k;_ ., is the heat loss rate from layer / to the environment. We

_qJ
choose kj_eny =1 -

Control unit. The control unit is an abstract component that monitors
the interaction between the supply and consumption of thermal en-
ergy. It checks the temperatures in the thermal storage and sets the
requirements for the MGT-CHP and the external CHP accordingly. If
the storage tank gets too cold, the power plants have to supply more
thermal power. The control unit holds a specific replaceable control
strategy for that. The unit communicates with the storage tank and the
power plants via signal buses.

Heating water pipe. This component transmits heating water. It can
be linear or branched and allow for uni- or bi-directional heating
water flow. The Heating Water Pipe sets r» and T in those connected
buses j where they are unknown: It calculates the mass flow based
on continuity according to Eq. (9c) and the temperature based on
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thermodynamics according to

7in . f
Yo, T

jin=1 " i
Ty
Boundary condition. The component Boundary Condition has a unique
feature: it has no inlets, but sets its outlets according to fixed stored
values. For one or more quantities, it has stored value pairs of discrete
time steps and the corresponding quantity values. The user can specify
these time-dependent data via an LUT or define them manually in the
input file.

In this system, several boundary conditions describe these quanti-
ties: the demand Py, (1) of the thermal loads and the environmental
conditions T, p® and f*" of the MGT-CHP and the Thermal
Storage.

T;"“ = 11)

Buses. The bus Heating Medium describes a heating medium transi-
tion, e.g. between a heating water pipe and the storage tank. The
bus carries the two scalar variables mass flow and temperature of the
heating medium. The user can store a database of heating media by
defining their specific heat capacity and density. We use heating water.

The signal bus transmits values between components that do not
necessarily exist in the real system. Examples are control signals or
values that a boundary condition communicates to its associated com-
ponent.

3.1.5. Scenario

We use the TPDE system as an example to demonstrate the function-
ality of the simulator qualitatively. To do this, we simulated the system
over a typical constructed working day from 7 a.m. to 7 p.m. with the
following initial and boundary conditions.

The consumption profiles for the buildings and the AKM follow the
working day: In the morning, the demand increases when employees
enter the office and turn on the heating. In the afternoon, the sun heats
up the offices and consumption decreases. See Fig. 9(a). The absorption
chiller runs for a while around noon.

We chose the environmental conditions 7%, p™ and f*" to
match this: The environmental temperature rises from about 5°C in
the morning to 15°C around noon and drops again in the afternoon.
We assumed a foggy morning with high humidity, which then drops
as the temperature increases from noon. In the evening, humidity rises
sharply as it starts raining again. We assumed the environmental air
pressure to be constant throughout the sample day.

The storage tank is full at the start of the simulation because
we claim that more power was supplied than consumed the previous
evening. The initial temperature distribution we choose can be seen in
Fig. 9(b). In the afternoon we provoke a malfunction in the system to
test the functionality of the control unit: We assume that the heating
system of one of the loads fails at 3 p.m. and its return temperature
rises steadily. To mimic this scenario, we feed hot return water into
the thermal storage.

3.1.6. Results

The simulation delivers the following results, gathered in Fig. 9.

Fig. 9(a) shows the power requirements of the loads. By definition,
they are negative because power leaves the ProCoSim system here. We
did not use real data, but made schematic assumptions. Therefore, the
curves are not continuously differentiable. As the absolute demand in-
creases in the morning, the temperature in all storage layers decreases,
shown by Fig. 9(b). Eventually, the temperature falls below the critical
storage temperature. The control unit requests the MGT-CHP unit to
start, as can be seen in Fig. 9(c). Fig. 9(b) also shows the temperature
stratification in the storage tank. In the layer model, we assume that
a temperature stratification forms in the water tank while it is active:
Cooler water with a higher density collects at the bottom where the
cool return flow ports are and warmer water with a lower density
collects at the top where the MGT-CHP heats the water. The storage
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tank intermixes completely around 10 a.m. because a lot of hot heating
water is drawn from it quickly. The hot water flow from the MGT-CHP
cannot compensate for that. As the demand decreases in the afternoon,
the cold return mass flows from the loads decrease. With this and the
malfunction, the storage tank temperatures increase again from 3 p.m.
The temperature stratification in the storage tank reverses. The hot
return water prevents a new equilibrium from forming. Eventually, the
storage temperature reaches the critical upper limit and the MGT-CHP
unit shuts down.

The result shows: The simulation reflects reality as expected. The
chosen calculation concept of the interacting components leads to a
solution: the calculated time evolution matches our expectations. We
have modeled the components with sufficient accuracy using the equa-
tions and look-up table data. For example, the control unit performs
as expected during both the natural MGT-CHP start-up in the morning
and the forced emergency shutdown in the afternoon.

3.2. Application 2: Hybrid-electric aircraft propulsion

The second application is from modern aviation and shows how
flexible ProCoSim can be used. We started from the setup explained
in the previous Section 3.1.4. Then we extended the simulator and
the libraries: Here, we make intensive use of the algebraic equilibrium
calculation from Section 2.4, we use new components and bus types,
and we systematically plot the results. The aircraft propulsion use case
is very different from the decentralized energy supply shown above.
For ProCoSim, however, both applications behave quite analogously
as we discuss in the first paragraph of Section 3.2.4. They show the
same categories of components and buses and have the same typical
questions.

3.2.1. System

We use ProCoSim to simulate a hybrid-electric aircraft propulsion
system, shown in Fig. 10. A gas turbine and a battery provide the
propulsion power. The battery supplies or absorbs power as required
during the flight mission. An electric motor/generator converts the
electrical power into mechanical power and vice versa.

The DLR Institute of Combustion Technology built this system as
a ground test bed called ‘HeBo’, described in Kislat et al. [28]. The
propulsion propeller is emulated by a load machine and the battery
by a DC source/sink. ProCoSim enables us to depict physically existent
components as well as emulated components that are not yet part of the
experimental setup. The construction took place as part of the EXACT
project described in [29,30]. The aim of the project is to achieve eco-
efficient flying with drastically reduced impact on the climate while
being economically feasible. To this end, the project is investigating
hybrid-electric propulsion concepts, aircraft configurations and the
interaction with the airport infrastructure.

3.2.2. Operating mode

With the project aim from the previous section, multiple hybrid-
electric configurations are conceivable. An overview over the aircraft
configurations analyzed in the project EXACT is given in [31,32]. Ac-
cording to these results a concept combining a battery-electric propul-
sion system with a gas turbine range extender is highly interesting
regarding a reduction in mission block energy of a 70 passenger re-
gional aircraft. In these studies the block energy could be reduced by
30%—-45% compared to the baseline turboprop aircraft. Furthermore,
this range extender configuration is highly suitable for experimental
investigations on DLR’s ground test bed ‘HeBo’. Therefore, as a test case
of ProCoSim’s capabilities, we investigate this configuration as well
as a Boosted Turboprop configuration with the component connection
shown in Fig. 10. To give an idea of ProCoSim’s modularity, we also
take a brief look at one alternative configuration (turboelectric) that
requires another interconnection.
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Fig. 9. Simulation results of the TPDE system over time and for one working
day.

The first operating mode we study is called a Boosted Turboprop.
Here, the gas turbine provides most of the propulsive power, see [33].
The idea is to use a gas turbine that is designed for the cruise, the main
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Fig. 10. The hybrid-electric aircraft propulsion system in the configuration
Boosted Turboprop or Range Extender. Mechanical buses are shown in orange,
electrical buses in blue and signal buses in green. Some signal bus quantities
correspond to the component given in the superscripts: gt for gas turbine, g
for generator, i for inverter. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

phase of the flight, not for the climb that requires the most power.
Thus, the gas turbine works most efficient during the cruise. This is
beneficial especially for long distances where the cruise is by far the
longest flight phase. During the climb, the battery supports the gas
turbine. In the following cruise phase, less power is required and the
smaller gas turbine is sufficient. The battery is being recharged during
the descent.
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Fig. 11. The hybrid-electric aircraft propulsion system in the configuration
Turboelectrical.

The second operating mode for the same configuration is using
the gas turbine as a Range Extender with a predominantly battery-
powered propulsion. This concept has been described by Balack et al.
[34]. The idea is to use a smaller and lighter battery compared to a
full electric drive to save weight. A flight mission requires a certain
amount of buffer energy for potential reserve loops. It ensures a safe
mission, even if, for example, it is not possible to land at the planned
destination airport. Providing this buffer energy electrically would
drastically increase the battery weight. The additional weight would
have to be carried for the entire mission. In comparison to an all-battery
configuration, it is more advantageous to add a small gas turbine and
carry a bit of kerosene. It can be used up during the mission, even at
an early stage. This is beneficial for short distances where the potential
reserve loop accounts for a large portion of the entire mission. Other
options to provide the reserve energy are possible e.g. fuel cells running
on hydrogen. Since the focus of this paper is not on the comparison
and evaluation of different hybrid-electric configurations, these other
options will not be discussed here.

We demonstrate the use of ProCoSim with the Boosted Turboprop
and Range Extender configuration from Fig. 10. However, both Pro-
CoSim and the test bed allow other hybrid-electric connections of the
components as well. For example, the Turboelectrical configuration
shown in Fig. 11: It has an electrical load instead of the mechanical
load. The electrical load comprises, for example, the on-board elec-
tronics, but also the flight propulsion via electric motors. We set up
a modeling plan for this Turboelectrical configuration as well. With
only a few additions such as the electrical load and another alge-
braic calculation loop, ProCoSim could also model the Turboelectrical
system.

3.2.3. Problem

In this application, we focus on mapping the ground test bed with
ProCoSim and on the coupled gas turbine. We want to know: Which
interconnection and operating mode are efficient? Which are beneficial
for the gas turbine service life? How are the test rig component limits
complied with during the mission?

ProCoSim provides reference points for these questions based on
the power balances. If you want to optimize the entire aircraft in
the flight configuration, more parameters are needed. Our partners
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in the EXACT project have simulated and investigated these issues
in optimization studies [35,36]. They also took into account aspects
that are inaccessible to ProCoSim: Aircraft geometry, weight, cost, and
supporting processes such as de-icing. Examples and overviews are
given in [32,33].

We use one test configuration of these detailed simulations for our
experiments and simulations, the regional plug-in-hybrid design case.
We can run the designed load profile of a typical flight mission on
the test rig and test how the most promising operating modes prove
themselves in practice. ProCoSim can accompany the experiment: The
simulator shall reproduce the mission and provide information for
advance planning and more safety for the experiment. ProCoSim shall
provide data to analyze ramp up and ramp down maneuvers of the com-
ponents as a pretest prediction. It shall also help with troubleshooting
on the test rig. In addition to the experiments, we will assume altitude
conditions for the components in ProCoSim. This shall give us a trend
of how the drive would behave at flight level.

For the following simulations, we use data from our project partners
that describe a flight mission over time: Altitude, distance, thrust force,
flight phase and so on. From these data, we calculate the LUT data
needed for the components: the power load profile, the split between
mechanically and electrically provided power and the environmental
conditions. We explain this in paragraphs Mechanical Load, Power-Split
Control and Boundary Condition of the next Section 3.2.4. To study
both operating modes from Section 3.2.2, we use two different types of
flight missions, modified from Arzberger and Zimmer [35]: The Block
Mission with climb, cruise and descent represents a typical standard
flight mission with a fairly long cruise phase. It serves as an example
for the Boosted Turboprop operation. The Reserve Mission contains a
climb, a short cruise, the descent, a holding loop and the rest of the
descent with landing. The focus is on the holding loop. We use this
mission as an example for the Range Extender configuration. To match
our test rig setup, we scaled down the power curve of both missions
as shown in Section 3.2.4. And we adjusted the Block mission to our
needs: With an extended cruise phase and the assumption of a slight
negative load power P ,q (descent) < 0 during the descent. This means
potential energy is utilized as mechanical energy when the propeller is
passively driven as the aircraft decreases. The environmental boundary
conditions follow the International Standard Atmosphere as described
in Eq. (37)

3.2.4. Modeling

We map the Boosted Turboprop configuration as a network of
components and buses, as in the TPDE use case in Section 3.1.4. The
system consists of a mechanical part as well as a direct current (DC)
electric circuit. In the following paragraph, we show how both systems
appear analogous for ProCoSim. The implementation details for the
components and buses follow afterwards.

Analogy between hybrid-electric aircraft propulsion and decentralized en-
ergy supply. In the aircraft propulsion system, the energy considered
is mechanical and electrical, while in the heating circuit system, the
energy considered is thermal. The main energy source for the aircraft
propulsion concept is the Gas Turbine, which provides mechanical
power. Analogous to the MGT-CHP unit in the TPDE above, which
provides thermal energy. Accordingly, the Load, i.e. the propeller or
the load machine, uses mechanical power instead of thermal power
as the buildings in the heating circuit above do. Mechanical Shafts
connect the gas turbine and the load, Cables connect the electrical
components; in the TPDE system, the Heating Water Pipes connect
the components. The aviation application includes the Battery to store
electrical energy; the distributed energy system includes the water tank
to store thermal energy. Both systems include Boundary Conditions
to describe the environment and specify the demand curves: here the
mission profiles and above the heating water demand. Although the
TPDE system is physically larger than the aircraft application, both
examples shown here are similar in terms of power class size.

11

Energy Conversion and Management: X 29 (2026) 101410

250 . . 10000
Climb Cruise Descent
200 8000
150 6000
s
=
=
[
3 100 4000
[=]
Q.
e}
©
o
—
50 2000
0 1 -+ 0
0 1000 2000 3000 4000 ;doo
-50
Time [s]
(a) Block Mission.
250 5000
Climb Descent Holding Pattern
200 4000
e;_;‘ 150 3000 =
P
[
3
[=]
Qo
T 100 2000
o
=
50 1000
0 0
0 1000 2000 3000 4000
Time [s]

(b) Reserve Mission.

Fig. 12. The considered flight missions for the hybrid-electric aircraft propul-
sion. This is original data from our project partners shown in Section 3.2.5,
which we modified to our needs as explained in System Scaling in Section 3.2.4.

Gas turbine. The Gas Turbine receives a power demand and the envi-
ronmental conditions via a signal bus, see Fig. 10. It provides the power
and determines the current speed of the output shaft from the given
values using a stored look-up table.

We use our in-house quasi-stationary MGTS3 simulation data pre-
sented in [37]. They are validated for ground conditions and most
temperature and pressure ranges. For altitude conditions, we assume
that the maximum shaft power nga" the gas turbine can provide
decreases with the decreasing environmental pressure p, as described
in [38]: Py™ = Pg“t"“X (p*™). To achieve this in the model, we claim
that the rotational speed does not exceed the realistic value range that
the turbo components can deliver without damage. If we consider the
temperature and pressure profiles T*"V(h) and p*"V(h) from Eq. (37)
as well as the height profile A(r) of the missions, we receive the
correlations P;tlax(h) and Pé‘t‘a"(t).
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The gas turbine in use is a Rolls-Royce M250 C20B helicopter
gas turbine with a ground maximum shaft power output of 314kW,
specified in [39] and described by Menrath [40].

Mechanical load. The Mechanical Load represents the propeller in the
aircraft drive or the load machine in the ground test bed. It receives the
current power demand or surplus via a signal bus and passes it on to
the connected shaft. Power flow is possible in both directions: during
climb, take-off, cruise or active acceleration, the load demands power
from the system; during descent, it supplies power to the system while
the propeller is driven by air resistance. The information flow of the
set variables is identical in both cases: from the signal bus over the
Mechanical Load to the connected shaft.

We calculate the required thrust power at the Mechanical Load from
the flight mission data, which we describe in Section 3.2.5. The original
required thrust power is

Uair(t)
Ngan () '

The time evolution of the thrust force Fy, ., the true air speed v, and
the propeller efficiency #g,, follow from the mission data.

Pload, orig(t) = Fihrust() 12)

Battery. The battery is part of the DC circuit in the system, compare
Fig. 10. We model the Battery as a combination circuit of individual
battery cells. X cells are connected in parallel to achieve the maximum
current in the system. And Y parallel circuits are connected in series to
achieve the required maximum voltage.

The battery cell has two bidirectional electrical inputs/outputs con-
nected, where it receives an incoming or outgoing current request / on
one side. It reads the potential difference U that is required for that
from a stored look-up table, where

U= ¢0ut _ (pin~ (13)

This LUT contains the relationship between the battery’s state of charge
SOC, I and U, see Fig. 13, over all relevant conditions, so that no
additional values were extrapolated. The battery compares the needed
voltage to its maximum possible charge or discharge voltage. For
|U| <= |U™a|  the battery is in the CC phase for ’constant current’.
By convention, it sets the potential to zero on one side and to =@ on
the other. It delivers the required current:

L =1 (142)
@, =0 (14b)
@, =+U(,,SOC). (140)

If |U| > |[U™#|, the battery is in the CV phase for ’constant voltage’.
It sets the potentials to zero and to +xU™?#*. The actual current follows
from the LUT:

@, =0 (15a)
@, = +U™ (15b)
I, = (U™ SOC). (15¢)
The battery state of charge reflects the stored battery energy E:
SOC(I) Escal(t)
= 1
100 % Emax (16)
scal

It evolves according to the Coulomb Counting Method as
SOC(#) = SOC(ty) — 1/C / I1(t)dt, a7)

where C is the battery capacity and the minus aligns with the definition
of I > 0 as discharge. The sign choice of the potential is as follows: The
battery sets the potential to +U at the port where it receives a claim
or delivery, and to zero at the port without a claim or delivery. That
means: If the battery is being discharged, it receives a current claim at
the outlet and sets

o =0 (18a)
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Fig. 13. The internal calculations (yellow) of the component battery: It
receives an inflow or outflow current demand. It calculates the outflow or
inflow current as well as the potential difference according to Eq. (14) or (15),
depending on the phase. I and @°"t — @™ are related via the state of charge.
The state of charge evolves according to the ODE (17) (blue). Compare Figs.
3 and 4 for color code. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

PO = pin L U = U, (18b)

according to Eq. (13). If the battery is being charged, it receives a
current delivery at the inlet and sets

@t =0 (19a)

R (19b)

The temperature influence on the battery was included in the exper-
imental LUT data in use. For the modeled ground test rig we choose
T =298 K.

We neglect battery degradation in this model since the test scenarios
shown in Section 3.2.5 describe single flight missions from take-off to
landing only, with two to three phases of charging and discharging
phases at the maximum. In order to investigate a series of flight mis-
sions in the future, battery degradation over the charge and discharge
cycles should be taken into account as well.

We use the LG 18650 MJ1 battery cell with a capacity of 3.5 Ah and
the data from Albrecht et al. [41] with a slightly modified model.

Remember that with ProCoSim, we focus on the power distribution
mainly in the ground test rig. For an actual flight application, the
weight of the battery pack would also have to be taken into account.
This means that the overall system would have to be optimized in terms
of mission, operating mode and aircraft weight.

Converted power. The sources and loads carry an ODE for the total en-
ergy transferred: W = P(¢). It adds up the work supplied or demanded
during the simulation. In this way we calculate the total mechanical
energy that the Gas Turbine or the load has processed up to the current
time.

System scaling. We ensure that the simulation data matches the dimen-
sion of the experimental setup. For that, we adjust the mission data and
choose the battery pack accordingly.

First, we scale the required load power (12) down to fit the dimen-
sions of our ground test rig. For the Reserve mission it is:

Pload, scal(D) =k Pload, orig(t)- (20a)

For the Block mission, we also consider the power gain during the
descent:

min

Pload, scal <0 for

» o descent
load, scal(f) =
k Pigaq, orig(t) else.

(20b)
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We use the scaling factor

max

load, scal
k= —m—> 2D
load, orig
where pmax | max are the maximum power values that
load, orig load, scal

occur during the mission on the aircraft and on the ground test rig,
respectively. We expect the highest load power within the mission at
the beginning of the climb phase, where the most power is needed. The
battery supports the gas turbine at this stage, it is being discharged.
Thus, from the power split Eq. (31) follows:

max _ pmax _ max
load, scal| — Pgt bat, scal| * (22)
With that, we choose Pl‘(‘;:; scal 5O that both missions can be run with a

battery pack of

— 1 S max
} - ig Pgt

Pga" is the highest power the gas turbine can provide during the
mission. This happens when the gas turbine runs at full load at lowest
possible altitude, right at the start of the climb. To receive the value of
PR for both missions, we use the maximum values of the gas turbine
LUT data, described in the paragraph Gas Turbine, and interpolate it
exponentially:

max
bat, scal
min

bat, scal

Py (climb, 2™™) . (23)

PR (T°™) = P (0) exp [e T*™], (24)

with Pé{‘ax (0) = 1020.3W and ¢ = 0.0205 1/K. Finally, we lower the
maximum gas turbine power in the mission by the discrete step width
of the LUT:
PR = PR — AU, (25)
That way, we evade the boundary values Pg‘ax(T env) of the LUT to avoid
stepped simulation results for Py () without having to extrapolate.
With Eq. (12) and Egs. (20) to (25), the mission design for Plff:éed
is complete.
Next, we assume a battery pack of X = 23 parallel cells and Y = 178
serial cell sets for both missions. It provides the maximum voltage,
current and capacity needed to run the missions:

e e =796V (26
e rarge = 739V (260)
. e = 158 (269
T eiage = 2024 (260

Cheeded = 21300 As. (26€)

We ensure that these missions can also be run on the test rig that has

a maximum dis-/charge voltage of U;i’li’ limit _ 600V, a maximum dis-

/charge current of I ¥ =600 A and a maximum electrical power
of 300kW. We set S(§C(t0) ~ 80 % and choose the battery pack capacity
large enough to keep SOC moderate during the mission:

Imax, limit

5% < SOC < 95 %. 27)

To achieve that, we simulated the missions and integrated the charge/
discharge current over time to estimate the needed battery capacity:

>= max [/ I(t)dt] .

With Egs. (14) to (19) and (26) to (28), the battery design is complete.

Cneeded

pack (28)

Power-split control. The Power-Split Control decides how the thrust
power is split between the Gas Turbine and the Battery. It receives
the required total thrust power designed in Eq. (20) via a signal bus
and informs the Gas Turbine of its share accordingly. The rest comes
from the Battery and follows from the system according to energy
conservation and losses caused by friction and ohmic resistance.
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Our control strategy for the Block Mission in the Boosted Turboprop
scenario is as follows. The Gas Turbine should be at full load or off.
This is expected to be more efficient than partial load operation. For
the Reserve Mission in the Range Extender scenario, we require: The
Battery should provide the power on its own whenever possible, the
Gas Turbine only covers the peak demand during the short climb and
cruise. Thus, we choose for both missions:

PM  for phase
Py, scalD =4 & ¢ 29)
0 else
with
phase'g’iOCk = climb, acceleration, cruise (30a)
phase, " = climb, acc.; 995, Cruise. (30Db)
The battery power measured at the load follows accordingly:
Prat, scal(t) = Pload, scal(®) + Pyt (D). (€3]
The sign conventions are:
Poad 20 power exits/enters the system (32a)
Py >0 gas turbine provides power (32b)
Pyt 20 Dbattery being charged/discharged. (32¢0)

Note: Eq. (31) describes the balance of power flows right at the mechan-
ical load. The actual battery power measured at the battery is higher
due to power losses between the battery and the load:

| Pyat| (at battery) > | Py | (at load). (33)
Generator/motor and inverter. The components Generator/Motor and
Inverter are the interface between the mechanical and electrical parts of
the system. The Generator/Motor can act as a generator or as a motor.
For simplicity, we call it only Generator.

In the model system, the Generator converts mechanical power into
electrical power or vice versa. The Generator has an Electric Power bus
and a mechanical Rotation Contact connected to it. It receives the value
for the mechanical power P, and calculates the value for the electric
power P,. It takes into account losses that depend on the rotation speed
N and P,.q,. If mechanical power is converted to electrical power, it
calculates

Py=n (N’ Pmech) Prech-
If electrical power is converted to mechanical power, it calculates

P,

mech

(34a)

Pog=—F7""—
e n (N , P mech)
where 7 is its efficiency.

The Inverter in the model system transmits electrical power P, into
electrical current I and potential @ or vice versa. Note: In the test
rig, the inverter is also the interface between the system’s DC circuit
and the external alternating current (AC) mains power supply. We do
not need to consider the AC/DC interface for our investigations. Thus,
we only look at the DC circuit. The inverter then only acts as a lossy
transmission between P, and {I,®}.

The Inverter receives P, and calculates the corresponding current
I, 1o and potential @. Its losses also depend on N and P, on
the Generator shaft, which it receives by signal bus as soon as N and
Pyech are known. The calculation P, = P, (I, @) in the other direction is
therefore impossible because #(N, Pyeq,) Would be unknown. Instead,
we use an iterative calculation loop described in the next paragraph.
The inverter passes the required power P"ish and the current actual
power P to a signal bus. In the Boosted Turboprop and Range Exten-
der configuration, with information flow from Generator to Inverter, it
is:

(35a)

P} = 1" Uypy (36a)
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Pe) gen f
. —_— or P,
eVIVlSh = (N, Pnech) el, inv—gen (36b)
-n (N’ Pmech) Pel, gen for Pel, gen—inv>

where U™ is the voltage at the Inverter and Py, gen is the electric
power at the Generator. Py jpy_gen means power flow from Inverter
to Generator and Py, gen_.iny Means the opposite.

Generator and Inverter hold look up tables for the dependency
(N, Ppecn) Which follow from interpolated manufacturer’s data.

Note: In the Turboelectric configuration with information flow from
Generator to Inverter, as shown in Fig. 11, the roles of P}*" and P
would be reversed in Egs. (36).

Algebraic block and residual calculator. The components Generator and
Inverter allow only unidirectional calculation: from the mechanical
system part over Generator and Inverter to the electrical circuit. Never-
theless, ProCoSim can determine power and information flows in both
directions. This is done using the iterative solution method described
in Section 2.4.

The Generator and the Inverter cannot directly calculate P, =
Prech(Pei(I, @)). Because their losses depend on N and P, on the
generator Shaft. This direction would be needed if the set values
information flows from the electrical to the mechanical part of the
system. For example, when the Battery requires or supplies a certain
combination of I and @. We solve this case iteratively: The Inverter
passes Pé’{’“h and Péls to the Residual Calculator. It compares the values
and passes the residual to the Algebraic Block. It communicates with
the external solver and receives a new value for IVish which the
Inverter tests in the next iteration step. This cycle is repeated until
the set Generator power PellS actually matches the required or supplied
power of the Battery P(;'I“Sh apart from the electric circuit losses.

Mathematically, this means: The given variables needed to solve the
overall system are in some cases distributed across multiple compo-
nents. If we wanted to solve this system exactly, we would have to set
up and solve its system of equations globally. However, we want to
keep the modular character of the simulator. To achieve that, we solve
the system iteratively, which still allows us to perform the calculation
locally in the components.

Shaft, electric cable and DC-converter. These are quite simple compo-
nents that connect the other more complex components. They transmit
certain quantities between them, taking losses into account.

The Shaft transmits mechanical power at a certain rotation speed.
The Shaft component can be ideal or lossy, linear or branched, and
generally allows power to flow in both directions. The Shaft sets Py q.p
and N in those connected buses where they are unknown: It distributes
the value of N to all buses where N is unset. If P, .., is set in all but
one connected bus, it calculates the unknown P, based on energy
conservation and friction losses.

The Cable connects electrical components in a series connection.
Current can flow in either direction. The Cable acts as an ohmic resistor.
It passes I from one connection to the other and sets @ according to the
voltage drop it causes. The ohmic losses follow from a model including
temperature dependence, cable length and material, or from an LUT.

The DC-Converter includes cables and switches. It is dominated by
long cables and therefore acts as an ohmic resistance like the Cable
component.

Boundary condition. The Boundary Conditions in this system are based
on the data from the flight missions used. They provide the required
thrust power P,..,(?) at the Load and the current flight phase, which
gives the power split P, .., (¢, Gas Turbine) required by the Control Unit.

The environmental conditions T¢"(¢), p"V(¢) of the Gas Turbine are
constant on the ground; those at altitude follow from the flight altitude
h(t) of the mission:

dTel’lV

TeﬂVh=Tel'1V
=Ty + =

h (37a)
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Fig. 14. The algebraic loop (red) in the hybrid-electric system: We iteratively
determine the current that provides the required power. The numbers indicate
the order of one iteration step: (1.) An electrical power is desired at the
inverter and (2.) is compared to the actual power, then (3.) the algebraic
block receives the residual and (4.) provides the corresponding electric current.
(5.) It passes the circuit and (6.) results in an actual potential. (1.) The
potential again results in an electric power at the inverter. If PiiWiSh # Péiis,
a new iteration step starts. The components generator and inverter can only
perform direct calculations for an information flow from the mechanical to the
electrical part of the system. This is because of the efficiency # that depends
on Pyeq, ¢ and that is part of the relation between P g and Py 4. So if
the shaft power is given, the power at the battery can be directly computed.
If the power at the battery is given, we use the algebraic loop to iteratively
compute the shaft power. Compare Figs. 3 and 4 for calculation structure and
color code. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

5,255
h)

Here, we assume an International Standard Atmosphere with T5™ =
T"V(h = 0) = 288.15K, pg'“’ = 1.01325 x 10° Pa, humid air of f"(h) =
fE = 60% with dT*™ /dh = —6.05 X 10 K/m and the Barometric
Height Formula for p™V(h) [42].

dTe™ /dh

(37b)
TOel'lV

penV(h) = pSHV (1 +

Buses. The bus Rotation Contact describes a mechanical interface in
the system, e.g. between a Shaft and the Gas Turbine. The bus carries
the mechanical power P, as a directed quantity in the direction of
the power flow and the scalar rotation speed N at which the power is
transferred.

The bus Electricity describes the electrical current flow, e.g. be-
tween an Electric Cable and the Battery. The bus carries the current
strength I as a directed quantity in the direction of the current and
the scalar electrical potential @ present at the connected components.
To explain the meaning, we compare two buses that are connected
to opposite sides of a component. A voltage source component, for
example, creates a potential difference in the circuit; a resistive load,
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on the other hand, creates a voltage drop. Accordingly, the potential
difference of the buses before and after the respective component is
shown as U = @°% — @, The transmitted power is P,; = U I.

The bus Electric Power describes the interface between the Gener-
ator and the Inverter. There is neither a mechanical Rotation Contact
nor an electrical connection. The bus only transmits P,;.

We also use multiple signal buses for boundary condition inputs and
the algebraic solution loop.

Differences between hybrid-electric aircraft propulsion and decentralized
energy supply. In addition to the similarities mentioned above, there
are some slight differences between both applications.

The control unit in the TPDE application decides dynamically based
on system observations. In contrast, the Power-Split Control here works
deterministic: Each flight mission is fairly determined in terms of power
requirements over time. The amount of power the control unit requires
from the gas turbine and battery during the simulation is pre-set.
A flexible control based on system observations is not needed for a
standard mission. In the future, however, the flexible control will help
us if we consider emergency scenarios with unforeseen situations.

Compared to the TPDE, the aircraft propulsion system is more
complex. It includes a Generator and an Inverter to convert mechanical
and electrical energy. Almost all electrical and mechanical power flows
are bi-directional. This means that in some cases the direction of the
power flow is opposite to the direction of the information flow of the
set variables. At the Inverter and Generator, the calculation is only
possible in one direction and the information flow might be opposite to
that. In this case we need the additional algebraic solution loop in the
system with the components Algebraic Block and Residual Calculator.
We illustrate this correlation with an example in Fig. 14. Also see
paragraphs Generator and Inverter as well as Algebraic Block and Residual
Calculator.

3.2.5. Scenario

We use the hybrid-electric aircraft propulsion application to demon-
strate a series of quantitative results that ProCoSim can deliver.

We simulate the system in the configuration shown in Fig. 10.
We use the Block mission as an example for the Boosted Turboprop
operation, where the battery supports a gas turbine that is designed
to almost meet the maximum power needed within the mission. The
Reserve mission represents the Range extender configuration, where
an oversized gas turbine supports the otherwise battery driven mission
during the climb. In contrast to other Range Extender concepts, the
gas turbine supports at the beginning of the mission rather than at the
end. Both missions are shown in Fig. 12. The reference aircraft for the
mission is an interpretation of the ATR72-212 A model with a payload
of 6650kg and a distance of 228 NM =~ 422 km, compare [43].

Note: We use the two missions to explore completely different
modes of operation. A real aircraft would be designed specifically for
one of the two modes. We scale the load power in both missions to
use our ground test rig to capacity, as shown in paragraph mechanical
load in the previous Section 3.2.4. The battery capacity is chosen
accordingly, compare paragraph Battery of Section 3.2.4.

3.2.6. Results

First we consider the power claim from the mechanical load, the
power at the source, i.e. the gas turbine, and the power provided by
the battery for both missions, see Fig. 15.

For the Block Mission in the Boosted Turboprop operation, the load
claim is constant and highest during the climb phase, constant on a
lower level during the cruise and slightly negative for the descent. The
gas turbine is required to run at full load during climb and cruise.
The maximum power the gas turbine can provide decreases during the
climb, when air pressure and air temperature decrease with altitude.
The battery deals with the deviation Pyech, 1oad = Prvey, o Detween the

mech, gt
power demand and the maximum power supply of the gas turbine at all
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(b) Reserve Mission.

Fig. 15. Simulation results of the hybrid-electric system: The scaled power
converted at the gas turbine, the load, and the battery. For the load power,
the absolute value is plotted. For the definition of the missions, see Fig. 12.

times: After the take-off, the battery is being loaded by the excess gas
turbine power. In the second part of the climb, it provides additional
energy Py pye > 0. Finally, it absorbs energy Py p,r < O during the
descent. After the cruise phase, the mission is not expected to require
more power than the battery alone can provide. Then, the gas turbine
is shut down. Towards the landing, the descent charge power decreases
with decreasing altitude and air speed.

We use this example to demonstrate how the simulator works,
compare Section 3.2.4. To achieve this simulation result, the system
operates as follows: With the power given at the Gas Turbine and the
Load, the Shaft GT calculates the power at the Generator via energy
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conservation, see Fig. 10. The Inverter converts this power into the
appropriate voltage and current. The Battery learns from its Electricity
buses how much power Py p, = U I it must supply or absorb. This
absolute amount is larger than P, g, because from the Shaft GT to the
Battery, the power passes lossy components. It experiences conversion
losses at Inverter and Generator and ohmic losses at the Cables and the
DC-Converter.

For the Reserve Mission where the gas turbine works as a Range
Extender Fig. 15(b) shows: For the last two thirds of the mission, the
battery provides the thrust power. During the climb, the gas turbine
runs at full load and overcompensates the required thrust. The battery
is being charged with the excess. The battery alone covers the rest of
the flight, including the holding pattern where the airplane maintains
a constant altitude. Towards the landing, the required power decreases
with decreasing altitude and airspeed.

Note how Reserve Mission and Boosted Turboprop Mission differ
in the landing characteristics. In the Boosted Turboprop Mission, the
system gains power during the descent and landing while the airspeed
decreases slowly and the propellers are driven by air resistance. In the
Reserve Mission, the system must provide power during the reserve
loop and the landing while the airspeed must drop quickly and the
propellers work actively against the air resistance.

We have plotted the characteristic quantities of the electrical com-
ponents in Fig. 16 to get an overview of the electrical part of the
system.

We start both missions with a battery state of charge SOC of 80 %.
Fig. 16(a) shows: For the block mission, the battery is being charged
during the first part of the climb and during the descent. For the
remaining mission, the battery is being discharged. After the landing,
the battery would have to be recharged on the ground for a follow-up
mission of this design. The reserve mission in Fig. 16(b) charges the
battery in most parts during climb and cruise and discharges it during
the descent. After that regular part of the mission, the battery state of
charge is on a similar level as it was at take-off. The airplane might
start another mission without ground charging the battery in between.
However, if a holding pattern is required, the battery can cover that
with the chosen capacity and initial state of charge.

Figs. 16(c)-16(e), 16(f) show the electric current I and the electric
potential @ between the electrical components shown in Fig. 16(h) over
the missions. While the battery is being discharged and SOC decreases
over time, the potential level from the battery decreases. It can only
provide less when it is further discharged. At the same time, the current
must increase to still achieve the desired power P = U I. This effect
is strongest when the battery is almost empty as the steepening in
the I(¢) curve towards 3750 s demonstrates in the Block mission. When
the battery is being charged, I and & are negative which represents
the opposite current flow in the circuit. The absolute potential level
increases with SOC, the absolute value of the required current decreases
accordingly. The sign change in @ between the charge and discharge
phase follows from the sign conventions we choose for the battery in
Egs. (18) and (19). Finally, the close-up in Fig. 16(g) compared with
the buses in Fig. 16(h) shows: At a given time, the potential difference
that is built up by the battery gradually decreases in the circuit via the
individual ohmic resistors.

We simulated the system with ProCoSim for both ground conditions
and ambient conditions at altitude, see Figs. 17(a) and 17(b). Both
scenarios assume the same load and gas turbine power profile shown in
Fig. 15, even though the gas turbine would be able to keep a constant
power output on the ground. We want to run the actual flight mission
on the ground to investigate the impact of the ambient conditions
specifically. On the ground, we assume constant room temperature
TV = 288.15K and standard pressure p"V = 101325Pa. For the
altitude mission, 7*"V and p*"¥ drop according to the height profile from
Fig. 12.

The fuel consumption on the ground follows the gas turbine power
profile. During the “climb” phase, the ground turbine lowers its load
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Fig. 16. Simulation results of the hybrid-electric system. For interpretation,
see text and Egs. (38a) and (38b). The color shades correspond to the buses
defined in Fig. 16(h). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

and therefore the required fuel mass flow. At high altitude the cause
for the reduced fuel consumption is different: The gas turbine still runs
at full load and achieves the same power profile due to the lower air
pressure. That means, it processes less fuel to receive less power while
still running efficiently at the design point. Therefore, the solid curve
in Fig. 17(a) on the bottom left is steeper than the dashed curve.
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Fig. 17. Simulation results of the hybrid-electric system: Comparison between
ground level and flight level for temperature, pressure, fuel consumption and
efficiency.

This also explains the gas turbine efficiency behavior, where

Py Py

= =-—° (38a)
Pryel Hyel igyel

Mgt
On the ground, the gas turbine efficiency drops with the decreasing
power output during the climb. At high altitude, the proximity to
the optimum operating point compensates this efficiency loss. The gas
turbine efficiency stays almost constant until it is shut off after the
cruise. The green curves show the total efficiency of the propulsion
system

" 1__Pl()ad NPgt+Pbat_ Pgt+Pbat (38b)
total =~ ~ = —.
o Pryel Pryel Hyel Migyel
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Compared to the red curves of the single gas turbine efficiency we
find: The total efficiency is lower than the gas turbine efficiency at
times when the battery is loaded and higher at times when the battery
contributes to the propulsion. This explains the high total efficiency in
the Block mission that drops suddenly when the battery power drops
to its cruise value as well as the low total efficiency in the Reserve
mission. The total Block mission efficiency on the ground exceeds the
gas turbine efficiency at + = 945s and stays higher by the amount of
the battery contribution. If we bring the system to flight level, the
efficiency is even higher as the gas turbine runs closer to its design
point. This artificial advantage of flight over ground mode is most
visible when the battery provides most power, i.e. at the end of the
climb. The reserve mission mostly loads the battery while the gas
turbine is running. Therefore, the total efficiency on the ground is lower
than the gas turbine efficiency, except for the last part of the climb
when the battery is being discharged. At flight altitude, the effect of
lower fuel consumption appears additionally, see above. However, it
is partly compensated by the gas turbine loading the battery for most
times.

Please note two things: First, we only consider the output-input-
balance in flight. This means that we start the flight mission with a
charged battery and may end it with a lower state of charge. We do
not take into account ground charging in Eq. (38b). Second, we did
not design the battery capacity with a realistic aircraft in mind, for
example limiting its weight. Both of these things would have to be done
in a holistic consideration, that includes the airport infrastructure and
aircraft efficiency. This is not our goal with ProCoSim.

The runtime of the simulation we performed was under 5min or
4 min for the Block or Reserve mission with a time resolution of 4r =
10s. The runtime drops to about 30 for a time resolution of 4t = 100s.
This corresponds to a computation time per simulation time step of
0.5s to 0.6s. The computations were performed on a 12 core Intel
i7-1270P machine, [44]. Such a simulation provides all the overview
results shown as well as a variety of detailed results, of which we have
shown the electrical quantities in Fig. 16 as an example.

The results of the hybrid-electric aircraft propulsion prove that
ProCoSim models the aircraft propulsion system as expected. The as-
sumptions we made for the newly developed components are suitable
to provide the results shown. The iterative solution of algebraic equi-
libria works smoothly. We have used it intensively in this application
for each time step. The power comparison gives an overview of the
system. We were able to simulate two basic operating modes and got
a first impression: We expect to be able to realize the experimental
investigation of operating modes with our setup. This shows: For our
purposes, it was justified to simplify the system quite a bit compared to
the spatially resolved detailed simulations of the project partners. As an
example, we looked at the detailed results of the electrical components.
We were able to show that such results give us an understanding of
the individual components and their interdependencies. If unexpected
events occur during the course of an experiment, ProCoSim can help
to determine where the fault lies. With little effort, ProCoSim can
calculate the expected behavior and the behavior if a certain input
variable is faulty.

4. Conclusions

The design and implementation of the new simulation framework
ProCoSim were presented. The approach to integrating ODE and alge-
braic solvers was described, together with the heuristic method used for
the communication between component models and the solvers. This
enables the integration of component models while imposing minimal
requirements on the component model structure. Component models
can be black-box models, equations describing their dynamics and
algebraic constraints, or LUTs derived from other simulation programs
and experimental data. They can have uni- or bidirectional connections
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to other component, while the component topology and information
flow can change dynamically.

ProCoSim’s functionality and flexibility were demonstrated by the
implementation of two distinct application use cases: First, a decen-
tralized building heating supply network including heat consumers, a
thermal storage, and a micro gas turbine for combined heat and power
production; and second, a hybrid-electric aircraft propulsion system,
combining a gas turbine with a battery and an electric propeller to
showcase system interactions during flight missions.

Hence, ProCoSim has demonstrated its applicability for different
application cases, e.g. to derive load trajectories of a complex energy
system, to emulate the demand of such a network in an experimental
gas turbine test campaign, or to support the initial design of individual
components, such as the optimal capacity of a storage component, or
to analyze system interactions to improve operating strategies.

5. Outlook

We have created a fully functional simulator. But this is only the
beginning. Our main task for the future is to apply the simulator to
different systems and answer concrete questions. In addition, we have
already planned some structural and programming enhancements.

We gave an idea what type of questions ProCoSim might answer in
the future. For the TPDE application, we could add more MGT-CHPs
to the system and optimize their efficiency and/or lifespan based on
the operating mode and power split that we choose. We might also
investigate more complex systems such as a combination of MGT-CHPs
and heat pumps.

In the hybrid-electric aircraft propulsion application, we could sys-
tematically vary the power split between gas turbine and battery and
investigate how different modes of operation suit different flight mis-
sions. We might analyze the total efficiency of the system when we
assume altitude conditions and get an idea of how the gas turbine must
be designed. We can also apply our test rig conditions to ProCoSim
and determine the expected system behavior for a planned experiment
beforehand. Besides this, we also want to investigate the Turboelectric
configuration shown in Fig. 11 and emergency maneuvers as described
in Section 3.2.4. For this, we might use a dynamic control that monitors
the Gas Turbine efficiency and the Battery state of charge and divides
the power accordingly. These are only a few of the many conceivable
examples for fields of application for ProCoSim.

Beyond that, the simulator can be improved and extended. In the
future, optimization problems shall be solved with automated param-
eter variation in the simulation process. Furthermore, ProCoSim shall
be expanded by a graphical user interface in which the model system
is visible. There, the user can design the system more intuitively and
retrieve the results clearly assigned to the modules. The visual repre-
sentation of the system quantities during the simulation supports the
implementation and debugging stage and could also extend to online
plotting options.

There are also new application areas for ProCoSim. These appli-
cations will extend the component and bus libraries and make the
structure of the simulator even more flexible. It is conceivable to apply
ProCoSim to systems that use hydrogen as an energy source or to other
energy sectors such as maritime transport.
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