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Surface air temperature (SAT) in polar regions is rising faster than the global average. This study 
analyzes the rapid increase in anthropogenic influences throughout the industrial period on Arctic and 
Antarctic warming, utilizing climate models. Our results show that while the SAT trend in the Arctic due 
to greenhouse gas (GHG) forcing is approximately 0.6 °C/decade, twice that of land use (LU) forcing 
at 0.3 °C/decade, the amplification of Arctic warming from LU forcings (with an amplification factor 
of 2.37) is stronger than the GHG forcings (amplification factor of 2.25). Anthropogenic aerosols cool 
the Arctic 1.5 times more than Antarctica, driven by higher aerosol concentrations from long-range 
pollutant transport from lower latitudes. Since 1950, rapid industrialization in the Northern Hemisphere 
has caused Arctic warming to accelerate, with SAT rising by 0.34 °C/decade due to anthropogenic 
forcings—over twice the global average of 0.17 °C/decade. In contrast, Antarctic warming has remained 
closer to global trends, buffered by its remoteness from the anthropogenic influence. Under the high-
emission scenario (RCP8.5), both polar regions are projected to experience substantial temperature 
increases by the end of the 21st century, underscoring the significant role of human activities in polar 
warming and the need for targeted interventions addressing regional and global changes in LU, GHG 
emissions, and anthropogenic aerosols.

Introduction

  In recent decades, the rapid rise in surface air temperature 
(SAT) in the Arctic and Antarctica has become a central topic 
of climate research [  1 –  5 ]. These polar regions, highly sensitive 
to ongoing global warming, play a critical role in the Earth’s 
climate system [  3 ]. Accelerated melting of polar ice contributes 

significantly to the rise of sea level, with broad implications for 
ecological and environmental processes worldwide [ 1 ,  6 –  9 ].

  The pronounced rise in regional and global SAT results from 
a complex interplay of natural and anthropogenic forcings [ 1 , 3 ]. 
Since the pre-industrial period (1850–1900), global mean SAT 
has increased by approximately 1.09 °C [  10 ], but polar warming 
reveals distinct spatial and temporal patterns. The Arctic, in 
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particular, is experiencing warming at rates up to 4 times com-
pared to global average, a phenomenon that is acknowledged as 
Arctic amplification (AA) [ 1 ], although the magnitude of this 
amplification varies depending on the time period analyzed. In 
contrast, the rise of the Antarctic SAT is more heterogeneous, with 
stronger increases observed over the Antarctic Peninsula and 
some parts of western Antarctica compared to the eastern part 
[ 3 ]. Notably, the Arctic’s accelerated warming outpaces that of 
mid-latitude northern regions as well as the Southern Hemisphere 
and tropics, emphasizing the urgent need to understand the driv-
ers behind these regional disparities.

  Despite extensive research [ 1 ,  11 –  20 ], a comprehensive assess-
ment quantifying the distinct industrial period anthropogenic 
contributions to warming in both polar regions remains limited. 
In particular, previous studies have not fully isolated how differ-
ent human-induced forcings, greenhouse gases (GHGs), anthro-
pogenic aerosols, and land-use (LU) changes, have variably 
influenced Arctic and Antarctic temperature trends.

  This study addresses this gap by investigating how the rapid 
intensification of anthropogenic activities since the start of the 
industrial period (1955–2005) has differentially affected warming 
in the Arctic and Antarctic with respect to the pre-industrial base-
line (1850–1900) [ 10 ]. We use the Coupled Model Intercomparison 
Project Phase 5 (CMIP5) ensemble [  21 ], which offers a rich suite 
of climate model output datsets, including historical single-forc-
ing experiments that isolate the effects of GHGs, aerosols, and 
critically the land-use changes (see Table  S1 ). These simulations, 
widely used in Intergovernmental Panel on Climate Change 
(IPCC) assessments [  22 ], span from the pre-industrial era to 
future scenarios, allowing rigorous attribution of polar warming 
to specific forcings.

  Our analysis reveals several key insights; first, the Arctic has 
experienced a markedly faster warming rate than the global 
average during the industrial period, driven primarily by GHG 
forcing but also significantly influenced by land-use changes. 
Second, although GHGs produce the largest absolute warming 
in the Arctic (approximately 0.6 °C/decade), the amplification 
factor associated with LU forcing exceeds that of GHGs (2.37 
versus 2.25), underscoring the important role of land use (LU) 
change in AA. Importantly, prior studies [ 1 , 11 – 20 ] on polar 
warming have generally overlooked land-use forcing, limiting 
a full understanding of anthropogenic impacts.   

Materials and Methods
  This study examines 158 output datasets of 22 CMIP5 models 
[ 21 ] for various anthropogenic as well as natural single forcings 
(see Table  S1 ) for the historical period from 1850 to 2005. Climate 
models replicate past and present climate conditions by incorpo-
rating various components, including greenhouse gas emissions, 
volcanic eruptions, and human-related emissions. According to 
the IPCC’s Fifth Assessment Report [  23 –  25 ], these experiments 
are essential to the CMIP5 coordinated efforts. For our analysis, 
we used multiple ensembles with monthly mean SAT outputs 
across 4 scenarios Representative Concentration Pathway 
(RCP)2.6, RCP4.5, RCP6.0, and RCP8.5], alongside historical 
simulations (NAT, Aaer, GHGs, LU) with varying forcings (see 
Table  S1 ). RCP4.5 corresponds to a radiative forcing of 4.5  W∕m2    
beyond 2100, indicating potential CO2 emissions surpassing 650 
ppm (parts per million). Similarly, RCP8.5 corresponds to 8.5 W/
m2 post-2100, suggesting CO2 equivalents exceeding 1,370 ppm 
[  24 ]. The SAT observations were obtained from the HadCRUT5 

monthly average anomaly, weighted by area, adjusted by subtract-
ing the long-timespan mean (1850–1900) to derive the anomaly. 
While interpreting primary data, the median of these observa-
tions and model data was taken into account. The SAT outputs 
were regridded to 1° × 1° resolution by using climate data opera-
tors (CDOs) to make trend estimation easier [  26 ]. Using itera-
tively reweighted least squares (IRLSs) [  27 ], robust regression was 
used for trend analysis in order. This approach minimizes the 
effects of extreme values [  28 ,  29 ]. t Tests at 95% confidence were 
used [  30 ] to estimate the significance of SAT changes.  

Rationale for using CMIP5 in this study
  While several previous studies [ 1 , 11 – 20 ] on AA have focused 
on rising temperatures in the Arctic and their associated cli-
matic consequences, the primary objective of this study is to 
trace the influence of anthropogenic activities during the indus-
trial period on historical warming across both the Arctic and 
Antarctic regions. Achieving this objective requires isolating 
the contributions of individual anthropogenic forcings, includ-
ing GHGs, anthropogenic aerosols, and, critically, land-use 
(LU) changes. The CMIP5 [ 21 ] model ensemble provides a 
comprehensive suite of historical single-forcing experiments, 
including simulations specifically designed to isolate the effects 
of LU changes (see Table  S1 ), thereby enabling a consistent and 
full-scale attribution analysis of the influence of each anthro-
pogenic driver on polar SAT trends.

  Although CMIP6 [ 23 ] includes single-forcing experiments 
for GHGs and aerosols, it does not provide LU-only single-
forcing experiments. CMIP6 includes some different experiments 
for land-use-related simulations (e.g., land-hist, land-hist-altLu1, 
and land-hist-altLu2), which are limited to land-only model con-
figurations and only account for temperature changes over land 
surfaces. As such, they do not capture the combined land–ocean 
SAT response to land-use changes and are therefore not suitable 
for our study.

  It is important to note that CMIP6 includes a single-forcing 
experiment, hist-noLu (see Table  S2 ), in which land-use forcing 
is fixed at pre-industrial levels. Subtracting hist-noLu from the 
full historical simulation provides an estimate of the combined 
effects of GHG and LU, anthropogenic aerosols, and natural 
forcings on SAT, but this difference does not isolate the LU 
contribution alone (Fig.  1 A to C). Moreover, subtracting the 
GHG, Aaer, noLU, and NAT single-forcing simulations from 
the historical SAT does not yield the SAT attributable solely to 
LU forcing. This is because the sum of SAT anomalies from the 
individual single-forcing experiments does not equal the total 
historical SAT simulated by CMIP6 [10, 23, 31, 32,].        

  This non-additivity arises from the nonlinear interactions 
among different forcing agents within the coupled climate system. 
For instance, aerosols can modulate the radiative effects of GHGs 
through cloud-radiation feedbacks, and land-use changes can alter 
local energy balance and moisture fluxes, thereby influencing the 
temperature response to both GHGs and aerosols [ 23 ,  31 ,  32 ]. As 
a result, the climate response to combined forcings is not a linear 
superposition of the responses to each forcing applied indepen-
dently. Hence, estimating the LU-induced SAT change requires 
explicit hist-Lu simulations or dedicated factorial experiments that 
account for these nonlinear feedbacks. While CMIP6 extends 
historical simulations up to 2014 (compared to 2005 in CMIP5), 
the additional 9 years of data do not significantly enhance the 
long-term attribution of anthropogenic impacts, especially in the 
absence of comprehensive LU forcing experiments.
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Fig. 1. Changes in SAT due to no-LU forcings over the Arctic, Antarctica, and globally. The annual anomaly of the SAT due to no-LU influences over the pre-industrial (1850–1900) 
to industrial period (1955–2014) from CMIP6 simulations is presented for Arctic (red), Antarctica (green), and globally (blue). The anomaly for different SATs is calculated with 
respect to the baseline from 1850 to 1900. Historical SAT anomalies for all forcings (A), without land-use forcing (B), and no land-use forcing subtracted from all forcings (C).
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  Therefore, for the purposes of conducting a scientifically 
robust and comprehensive assessment of human-induced polar 
warming, including the critical influence of land-use changes, 
CMIP5 remains the most suitable and consistent framework for 
the present study. Using CMIP5 restricts the inclusion of recent 
accelerated warming trends in the Arctic, but the results presented 
provide a robust attribution of anthropogenic influences over the 
industrial period where all forcings can be fully evaluated.   

Calculation of polar amplification factors
  To quantify the magnitude and spatial distribution of local 
amplification factors over the polar regions, as well as the AA, 
the amplification factor is calculated at each grid point within 
the Arctic and Antarctic domains. The amplification factor is 
characterized as the ratio of the local SAT trend at each grid 
point to the global mean SAT trend over the same time period.

  The amplification factor  A    at each grid point  
(

x,y
)

    is calcu-
lated as:

﻿﻿  

where  ΔTlocal

(

x,y
)

    is the SAT trend at each grid point due to 
individual forcings  

(

x,y
)

   , and  ΔTglobal    is the spatially averaged 
global SAT trend for the same period due to individual forcings.

  Trends were calculated using the CDO trend function over 2 
distinct periods, the pre-industrial period (1850–1900) and the 
industrial period (1955–2005). To ensure statistical significance 
of SAT trends, all grid points with nonsignificant trends (P > 
0.1) were masked prior to the calculation of the amplification 

factor. This approach ensures a robust and spatially explicit rep-
resentation of local polar amplification patterns. Similarly, ampli-
fication factors were also computed separately for each individual 
anthropogenic forcing (e.g., GHGs, aerosols, and land-use 
changes) using the same methodology, enabling attribution of 
their specific contributions to the local amplification for polar 
regions.    

Results and Discussion

Rising anthropogenic impacts over time on  
polar warming
  There is a high degree of consistency between the CMIP5 estima-
tions for both polar regions over the past 50 years and the 2 
observational datasets (HadCRUT5 [  33 ] and ERA5 [  34 ]) (Fig. 
 1 A and B). Plotting the multi-model-mean (MMM) anomaly of 
SAT due to different forcings from 1850 to 2005 allows us to 
evaluate the contributions of each individual forcing to the polar 
warming, as shown in Fig.  2 A to F, for the Arctic, Antarctica, and 
the global average SAT. As polar warming (PW) is considered 
with respect to global warming, the global average SAT anomaly 
for different forcings is also depicted in Fig.  2 A to F as a reference. 
The annual mean SAT for the pre-industrial era (1850–1900) is 
subtracted from the annual mean for both poles and the world 
from January 1850 to December 2005 to determine the temporal 
anomalies. Each figure shows the regression fits and the ensemble 
boundaries (maximum and minimum values).        

  Figure  2 A shows an increase in total SAT over the Arctic 
beginning around 1900, while SAT over Antarctica largely fol-
lows global warming. The year 1900 marks a critical transition 

(1)A
(

x,y
)

=
ΔTlocal

(

x,y
)

ΔTglobal

Fig. 2. Changes in SAT due to different forcings over the Arctic, Antarctica, and globally. The annual anomaly of the SAT due to different human-driven (anthropogenic) and 
natural influences over the pre-industrial (1850–1900) to industrial period (1955–2005) is presented for Arctic (red), Antarctica (green), and globally (blue). The anomaly for 
different SATs is calculated with respect to the baseline from 1850 to 1900. Historical SAT anomalies for all forcings (A), anthropogenic forcings (B), anthropogenic aerosol 
forcing (C), greenhouse gas forcing (D), land-use forcing (E), and natural forcings (F).
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point in the mean annual SAT anomaly time series, shifting 
from negative to positive anomalies (Fig.  2 A). Following this 
date, all forcings combined (Ant + NAT) (Fig.  2 A) as well as 
individual forcings such as GHG and Ant (Fig.  2 B and D) 
exhibit a notable rise in SAT. Land-use (LU) forcing contributes 
a more pronounced warming at the beginning of 1955 (Fig. 
 2 E). Contrarily, Aaer exerts a strong cooling effect after 1950 
(Fig.  2 C), and natural forcings (NAT) display minimal impact 
on SAT anomalies (Fig.  2 F).

  Considering GHG and LU alone results in a high estimate of 
Arctic warming during the industrial period, while Antarctica 
follows the global warming trend for these forcings (Fig.  2 D and 
E). The warming attributed to GHG shows a notable increase 
after 1950 in the Arctic, consistent with LU forcings (Fig.  2 D and 
E). Additionally, anthropogenic effects become apparent post-
1950, marking the start of the rapid increase in the industrial 
period anthropogenic activities (Fig.  2 B). The CMIP5 model 
estimations indicate a slight overall rise in SAT attributed to 
anthropogenic factors before the 1950s (Fig.  2 B), suggesting that 
nearly all anthropogenic warming over the Arctic has occurred 
since then (Fig.  2 B).

  The Aaer forcing demonstrates a significant cooling in SAT 
from 1925 onward over the Arctic and globally, with lesser 
impact on Antarctica (Fig.  2 C). Over time, the impacts of NAT 
(solar radiation + volcanic eruptions) forcings on SAT are 
smaller compared to GHG and LU, but Antarctica experiences 
a higher NAT forcing than the Arctic and globally (Fig.  2 F). 
This is mainly due to the greater impact of volcanic eruptions 
on Antarctica compared to the Arctic [  35 ]. The findings indi-
cate that anthropogenic aerosols significantly contributed to 
the cooling of the Arctic, with maximum anomaly reached up 
to −1 °C, thereby slowing the region’s warming (Fig.  2 C). 
Meanwhile, lesser reduction in SAT impact of Aaer in Antarctica 
is observed with anomaly reaching maximum of −0.1 °C (Fig. 
 2 C). Further, the larger fluctuations in LU-forced simulations 
arise from the inherently spatially heterogeneous nature of 
land-use forcing, which operates locally through changes in 
surface albedo, evapotranspiration, and roughness rather than 
as a globally uniform radiative perturbation [ 31 ,  36 ,  37 ]. Because 
the LU-induced temperature signal is small relative to internal 
climate variability, especially in high-latitude regions, it is more 
easily masked by natural variability when averaged across lim-
ited ensemble members. Moreover, differences in land-surface 
parameterizations, vegetation distributions, and land-use data-
sets among CMIP6 models contribute to substantial intermodel 
spread. The smaller ensemble size available for LU experiments 
further limits the ability to filter out unforced variability, ampli-
fying apparent fluctuations compared to other forcings such as 
GHGs or aerosols.

  These results further show the strong outcome of direct 
anthropogenic contribution to the Arctic compared to Antarctica 
since the onset of industrialization, compared to the pre-industrial 
era, triggered the intense Arctic warming, while Antarctica follows 
the global warming.   

Anthropogenic influence on local polar  
amplification factor
  The spatial distribution of Arctic and Antarctica warming dur-
ing the industrial period was investigated using the HadCRUT5, 
NOAA, and ERA5 observational datasets, shown in Figs.  S1 A 
and B and  S2 A and B, respectively. They show that a significant 
portion of the Arctic Ocean is heating faster at the rate of 

0.4 °C/decade (Fig.  S1 A), whereas the peninsular region and 
Weddell Sea region of Antarctica is warming at the rate of 0.25 °C/
decade (Fig.  S2 A). Thus, the ocean region of the Arctic and pen-
insular region, and the Weddell Sea region of Antarctica are 
warming faster than the global average, which can be seen in 
the local amplification factors presented in Figs.  S1 B and  S2 B, 
respectively. The amplification factor is estimated by dividing 
the temperature trends over poles as depicted in Fig.  S1 A by 
the ensemble global mean SAT trend at each grid point, and 
then we obtained the spatial map of the local PW amplification 
factor for Arctic and Antarctic, respectively (Figs.  S1 B and  S2 B).

  The historical forcings were decomposed into constituent 
parts identified as trends during the pre-industrial (1850–1900) 
and industrial period (1955–2005) for Arctic (Fig.  S3 A and B) 
and Antarctica (Fig.  S4 A and B), as well as associated local AA 
factors of the Arctic (Fig.  3 A and B) and Antarctica (Fig.  S4 C 
and D). By dividing the temperature trends depicted in Fig. 
 S1 A by the ensemble global mean SAT trend (Fig.  S3 A and B) 
at each point on the grid, we obtained the spatial map of the 
local PW amplification factor for Arctic and Antarctica [ 1 ] over 
the course of both pre-industrial and industrial eras for areas 
north of Arctic circle (Fig.  3 A and B) and Antarctica regions 
(Fig.  S4 C and D). Values of more than one signify regions where 
warming is occurring more rapidly compared to the global 
average, whereas values of less than one indicate areas where 
the warming rate is lower [ 1 ].        

  The HadCRUT5, NOAA, and ERA5 SAT observations and 
the CMIP5 MMM consistently reveal that a major share of the 
Arctic Ocean experienced accelerated warming during the 
industrial period, with a trend of approximately 0.38 °C/decade 
(Fig.  S1 B), in stark contrast to the weaker and negative trend 
observed during the pre-industrial period, at −0.06 °C/decade 
(Fig.  4 A). This corresponds to a local amplification factor of 
about 2.3 over the Arctic region (Fig.  4 B).        

  In contrast, central Antarctica closely followed the global 
warming trend, with an average SAT increase of 0.11 °C/decade 
during the industrial period. This is evident when comparing 
spatial SAT trends between the periods before and during 
industrialization (Fig.  S4 A versus Fig.  S4 B).

  Continental land areas such as North America, the Canadian 
archipelago, Western Siberia, the Eurasian sector, and areas sur-
rounding Svalbard also exhibited statistically significant warm-
ing trends during the industrial period (Fig.  S3 A and B). These 
regions, mostly located in lower Arctic latitudes, play a crucial 
role in enhancing the AA signal, as reflected in the amplification 
factor patterns (Fig.  3 B). It is also important to note that land-
use changes had negligible impact during the pre-industrial 
period (Fig.  3 A), while their influence became highly significant 
in the industrial era, contributing notably to polar SAT increases 
(Fig.  3 B).

  The Weddell Sea region of Antarctica displayed statistically 
significant warming trends during the industrial period that 
were absent in the pre-industrial baseline (Fig.  S4 A versus Fig. 
 S4 B). When comparing spatial SAT trends across different 
observational datasets, all 3 sources showed broadly similar 
warming patterns. However, HadCRUT5 and NOAA exhibited 
slightly lower warming magnitudes than ERA5 in both polar 
regions (Fig.  S2 A and B).

  Analyzing the individual forcings is crucial for accurately 
attributing the human influence on the accelerated warming 
observed over the central Arctic Ocean and the Weddell Sea 
over the course of the industrial period, with respect to the 
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pre-industrial baseline (Fig.  4 A and B). In the Arctic region, SAT 
grew sharply over the course of the industrial era due to vari-
ous forcings. The combined anthropogenic and natural forc-
ings (Ant + NAT) led to a rise in SAT trends from 0.11 °C/
decade in the pre-industrial period to 0.33 °C/decade in the 
industrial period, associated with a local amplification factor of 

2.02. Natural forcings (NAT) alone contributed a relatively minor 
change, with SAT trends ranging from −0.09 to 0.07 °C/decade, 
corresponding to an amplification factor of 1.73. The Aaer caused 
a reduction in temperature, with SAT trends between −0.14 and 
−0.11 °C/decade and a much lower amplification factor of 
0.40. GHGs had a strong warming effect, with trends increasing 

Fig. 3. Pre-industrial (1850–1900) and industrial (1955–2005) local AA factor for various forcings are presented geographically. The local polar amplification factor of multiple 
drivers associated with the Arctic is shown throughout the pre-industrial era (A) and industrial era (B). The trends that are not significant are omitted (white space) in these 
figures, and only significant trends are considered.
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from 0.13 to 0.60 °C/decade and an associated amplification factor 
of 2.25. Land-use changes (LU) also played a notable role, with 
SAT trends ranging from 0.04 to 0.30 °C/decade and a corre-
sponding amplification factor of 2.37. Moreover, the Aaer’s cooling 

role in the Arctic is 1.5 times stronger than in Antarctica (Fig.  4 B), 
mainly due to the greater accumulation of these aerosols from the 
long-range transport of pollutants originating from lower latitudes 
[  38 ]. Meanwhile, the cooling impact of anthropogenic aerosols in 

Fig. 4. Pre-industrial (1850–1900) and industrial period (1955–2005) significant SAT trends for Arctic, Antarctic, and global, and associated AA factors. The trend of different 
factors associated with the Arctic, Antarctica, and global is illustrated as (A) corresponding to the pre-industrial period and (B) corresponding to the industrial period, and 
associated AA factors. Red, green, and blue represent Arctic, Antarctica, and Global anomaly, respectively. The average of the significant trends is considered, and insignificant 
trends are removed.
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Antarctica aligns with the global cooling trend of −0.08 °C/decade 
(Fig.  4 B). These results underscore the varying contributions of 
each forcing and highlight the necessity of disentangling their 
individual effects to better understand the mechanisms driving 
polar amplification during the industrial era.

  It is important to note that although the SAT trend over the 
Arctic due to GHG forcing (0.6 °C/decade) is 2 times than LU 
forcing (0.3 °C/decade), the AA factor due to LU forcings (i.e., 

amplification factor is 2.37) is stronger than the GHG forcing 
(i.e., amplification factor is 2.25). In contrast, Antarctica 
closely follows global warming trends, with SAT increases 
ranging from 0.07 to 0.17, 0.02 to −0.02, 0.12 to −0.08, 0.06 
to 0.23, and 0.07 to 0.11 °C/decade due to Ant, NAT, Aaer, 
GHG, and LU forcings.

  This highlights the greater influence of human actions on 
central Arctic warming, mainly by emitting GHG, followed by 

Fig. 5. The SAT anomalies from 1850 to 2100 are presented for Arctic and Antarctica. The MMM SAT anomaly together with the SAT observations (HadCRUT5 and NOAA) is 
presented from the past to the future (different RCP scenarios). The anomaly is calculated with respect to the baseline timespan (1850–1900). Historical SAT and future SAT 
anomalies for Arctic (A) and Antarctica (B).
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regional and global LU effects (Fig.  3 A and B). Notably, Aaer 
forcing triggered a decrease in SAT over Eurasian and northern 
Siberian regions over the pre-industrial era [Fig.  3 A(iv)] and 
over the North American geographic area throughout the 
industrial era [Fig.  3 B(iv)]. NAT forcing had a negligible impact 

during the pre-industrial [Fig.  3 A(iii)] and industrial period 
[Fig.  3 B(iii)]. The increase in SAT due to LU forcings over cen-
tral Arctic Oceanic regions and continental areas of Eurasia 
and northern Siberia during the industrial period [Fig.  3 B(vi)] 
can be attributed to the indirect impact of LU forcings at low 

Fig. 6. Future rise in local amplification factors over the Arctic for 4 future scenarios (such as RCP2.6, RCP4.5, RCP6.0, and RCP8.5). Future local amplification factors for 
the Arctic spatially presented as (A) for RCP2.6, (B) for RCP4.5, (C) for RCP6.0, and (D) for RCP8.5 for near future (2006–2035), mid-future (2046–2065), and far future 
(2080–2100), as well as for the entire model simulation period (2006–2100). The local amplification factor is calculated by dividing the global average significant SAT trend 
with each grid cell of the Arctic region (≥60°N). Panels (E) to (P) shows future local polar amplification factors for different future timespans for different emission scenarios.
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latitudes, influenced by atmospheric circulation patterns (Fig. 
 3 A and B), consistent with the observations (Fig.  S2 A and B). 
During the industrial period, the boundary south of the Arctic 
circle (60°N to 75°N) showed local AA factors exceeding 3 due 
to all forcings [Fig.  3 B(i)]. The amplification factor’s magnitude 

increased toward the north of the Arctic circle, indicating a larger 
proportion of oceanic areas within this boundary where the local 
AA factor is most pronounced due to GHG [Fig.  3 B(v)] and LU 
[Fig.  3 B(vi)] forcings during the industrial period. Conversely, 
the Weddell Sea region of Antarctica experienced comparatively 

Fig. 7. Future rise in local amplification factors over Antarctica for 4 future scenarios (such as RCP2.6, RCP4.5, RCP6.0, and RCP8.5). Future local amplification factors for 
the Arctic spatially presented as (A) for RCP2.6, (B) for RCP4.5, (C) for RCP6.0, and (D) for RCP8.5 for near future (2006–2035), mid-future (2046–2065), and far future 
(2080–2100), as well as for the entire model simulation period (2006–2100). The local amplification factor is calculated by dividing the global average significant SAT trend 
with each grid cell of the Antarctica region (≥60°S). Panels (E) to (P) show future local polar amplification factors for different future timespans for different emission scenarios.
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more warming than other parts of the region, primarily due to 
GHG and NAT forcings (Fig.  S4 D).   

Future projections of polar warming
  The observed rise in SAT at both poles, resulting from the 
combined effect of all forcings throughout the entire time 
period, aligned with recorded observational SAT datasets (Fig. 
 5 A and B).        

  However, HadCRUT5 and NOAA data showed that an aver-
age warming of approximately 0.3 °C from the mid-20th cen-
tury (1925–1950) contrasted with past CMIP5 models over 
the Arctic (Fig.  5 A). A greater cooling effect of aerosol response 
in different climate models could be the cause of this disparity 
[  39 ]. We feel comfortable forecasting Arctic and Antarctic 
warming in terms of an increase in SAT anomaly during the 
21st century because the measurements and the multi-model 
mean are similar. We considered both low and high RCP emis-
sion scenarios (i.e., RCP2.6 to RCP8.5). By the end of the cen-
tury, RCP2.6 and RCP8.5 show a temperature difference of 
approximately 7.2 °C over the Arctic and 3 °C over Antarctica 
(Fig.  5 A and B).

  In the Arctic, temperature projections under RCP8.5 show 
a consistent upward trend, while the projected mean tempera-
ture under RCP2.6 rises until around 2050, and then slightly 
declines, reflecting the radiative forcing pattern under RCP2.6. 
In Antarctica, RCP8.5 also indicates a continuous increase in 
temperatures, whereas RCP2.6 shows an increase until approxi-
mately 2050, followed by stabilization (Fig.  5 A and B).

  The spatial patterns of SAT trends (Figs.  S5 A to D and  S6 A 
to D) and the corresponding polar warming factors over the 
Arctic (Fig.  6 A to P) and Antarctica (Fig.  7 A to P) are pro-
jected throughout the 21st century, ranging from low-emission 
(RCP2.6) to high-emission (RCP8.5) scenarios. These trends 
were evaluated for separate intervals: the near-future (2006–
2035), mid-future (2046–2065), and far-future (2080–2100), 
as well as for the entire model simulation period (2006–2100). 
In the Arctic, under RCP2.6, temperatures are expected to rise 
in the near future, but decrease in the mid- and far-future 
periods, resulting in an overall SAT increase of approximately 
0.6 °C/decade, associated with an Arctic warming factor 
exceeding 2.3 (Fig.  6 A to D). However, far-future projections 
suggest cooling across most of the Arctic, except for parts of 
Eurasia (Fig.  6 A to D). In contrast, under the RCP8.5 scenario, 
SAT is projected to increase continuously in the near, mid-, 
and far-future, with the mid-21st century experiencing signifi-
cantly higher temperatures than both the near and far future. 
Long-term trends (2006–2100) show a warming rate of about 
1.2 °C/decade, with an associated Arctic warming factor 
greater than 3.1.                

  Over Antarctica, under RCP2.6, temperatures are projected 
to increase over the Weddell Sea region in the near future and 
decrease in both the mid- and far-future periods, with an overall 
increase in SAT of approximately 0.12 °C/decade (Fig.  S6 A to 
D), associated with an Antarctic warming factor of more than 
1.2. Far-future projections indicate warming over most of the 
Antarctica region (Fig.  7 A to P). Under the RCP8.5 scenario, 
continuous increases in SAT are anticipated in the mid- and 
far-future (Fig.  7 D), with significantly higher temperatures 
projected for the late 21st century compared to the near and 
mid-future periods. Long-term trends (2006–2100) indicate a 
warming rate of approximately 0.5 °C/decade, accompanied by 
an Antarctic warming factor exceeding 1.3 (Fig.  7 D).   

Physical mechanisms of Arctic and  
Antarctica warming
  The pronounced AA compared to the more moderate Antarctic 
warming arises from a combination of distinct regional factors 
and feedback processes. In the Arctic, the loss of sea ice and 
snow cover initiates strong positive feedbacks, most notably 
the ice–albedo feedback, whereby reduced surface reflectivity 
leads to enhanced solar absorption and further warming 
[  2 ,  40 ,  41 ]. This is compounded by Arctic-specific atmospheric 
circulation patterns, changes in cloud cover, and ocean heat 
transport, all of which amplify local temperature increases 
beyond global averages [  42 ,  43 ].

  In contrast, the Antarctic climate system is influenced by 
several factors that moderate warming trends. The Southern 
Ocean’s circumpolar current acts as a thermal barrier, limiting 
the poleward transport of warm waters. Additionally, the exten-
sive Antarctic ice sheet and persistent sea ice around much of 
the continent maintain a high-albedo surface, which dampens 
warming. Variability in stratospheric ozone and its recovery 
has also played a significant role in modulating atmospheric 
circulation patterns and surface temperatures over Antarctica 
[  44 ]. Furthermore, regional differences within Antarctica, such 
as the more rapid warming observed on the Antarctic Peninsula 
and West Antarctica versus relative stability or cooling in East 
Antarctica, highlight complex interactions between oceanic, 
atmospheric, and cryospheric processes [  45 ].    

Conclusion
  The analysis of various anthropogenic forcings not only provides 
insight into the overall contributions of each individual forcing 
to the observed polar warming but also shed light on their 
impact on SAT changes. Understanding how human activity 
affects the SAT of both poles in the face of growing industrializa-
tion and changing land cover dynamics requires knowledge of 
this information. Although GHG changes are expected to be the 
primary driver of future climate change, recent research has 
tended to ignore LU forcings in favor of GHG forcings. Previous 
estimations of LU, GHG, NAT, and aerosol-attributable warming 
and cooling in polar regions, particularly the significance of LU 
forcings relative to the pre-industrial period, have not been well 
investigated until now. Our findings show that while the SAT 
trend in the Arctic due to GHG forcing is 0.6 °C/decade—twice 
that of LU forcing at 0.3 °C/decade—the warming effect of LU 
forcings is stronger, with an amplification factor of 2.37, com-
pared to 2.25 for GHG forcing. Furthermore, the Arctic experi-
ences a notably stronger cooling effect from anthropogenic 
aerosols, approximately 1.5 times greater than that in Antarctica 
(Fig.  4 B). This enhanced sensitivity is primarily due to the 
elevated levels of aerosol deposition in the Arctic, driven by 
long-range atmospheric transport of emissions from mid-
latitude industrial regions [ 38 ].

  The sharp rise in anthropogenic activities in the Northern 
Hemisphere since 1950 (the industrial era) has caused Arctic 
warming to accelerate at more than twice the rate of the global 
average. During this industrial period, the SAT in the Arctic 
increased by 0.34 °C/decade due to anthropogenic influences, 
compared to a global SAT rise of 0.17 °C/decade driven by the 
same factors (Fig.  4 B). In contrast, Antarctic warming has 
remained more in line with global trends, as its distance from 
major sources of anthropogenic influence, such as LU changes, 
and its surrounding Southern Ocean buffer it from these effects. 
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Our study provides valuable insights into rapid rise of industrial 
period anthropogenic forcings on Arctic and Antarctic warm-
ing. Taken together, our findings demonstrate the substantial 
influence of anthropogenic-induced changes in LU, GHG, and 
anthropogenic aerosols, emphasizing the need to address these 
factors to mitigate polar warming during the rapidly increasing 
human activities during the ongoing industrial period.   
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