
 

 

Víctor Mustieles Pérez 

Drone-Based Ultra-Wideband SAR Interferometry  

for the Generation of Digital Elevation Models 

2025 

Dissertation 



Drone-Based Ultra-Wideband SAR Interferometry
for the Generation of Digital Elevation Models

Drohnengestützte Ultrabreitband-SAR-Interferometrie
zur Erstellung Digitaler Höhenmodelle

Der Technischen Fakultät der
Universität Erlangen-Nürnberg

zur Erlangung des Grades

Doktor-Ingenieur (Dr.-Ing.)

vorgelegt von

Víctor Mustieles Pérez

aus Caspe (Spanien)



Als Dissertation genehmigt von
der Technischen Fakultät

der Friedrich-Alexander Universität Erlangen-Nürnberg

Tag der mündlichen Prüfung: 22. 09. 2025

Gutachter: Prof. Dr.-Ing. Gerhard Krieger
Prof. Dr. Mihai Datcu



To my family.

To Ana.



V

Acknowledgements

This thesis is the result of three years of research conducted at the Microwaves and Radar In-
stitute of the German Aerospace Center (DLR) and the Institute of Microwaves and Photonics
of the Friedrich-Alexander Universität (FAU) Erlangen-Nürnberg within the DFG-funded re-
search training group "Kooperative Apertursynthese für Radar-Tomographie“ (KoRaTo, engl:
Cooperative aperture synthesis for tomographic radar imaging). This work has been possible
thanks to the contributions and support of many great individuals.

Firstly, I am profoundly grateful to Prof. Dr. Gerhard Krieger and Dr. Michelangelo Villano
for giving me the opportunity to pursue a PhD on such a fascinating topic under their guidance
and within an environment of exceptional expertise. Thank you both for your close and thor-
ough support, which has shaped both my research and professional growth and that allowed
me to make the most out of these three years of my PhD.

I am especially grateful to Dr. Sumin Kim for his unwavering guidance and support through-
out my PhD journey. His expertise and mentorship in radar and SAR have been invaluable,
providing me with critical insights and knowledge. I truly appreciated his spontaneous happi-
ness, positive attitude and patience, which created an encouraging and motivating environment
even during challenging times.

I would like to sincerely thank the entire KoRaTo team for providing such an inspiring and
collaborative environment. The interdisciplinary nature of the group enriched my perspective
and broadened my understanding. A heartfelt thank you to the PhDs and PostDocs within
the group -Julian, Amine, Elena, Frederik, Christina, Ingrid, Alex, Roghayeh, Marius- for the
great collaboration over the years, the exciting and successful teamwork during measurement
campaigns, and the good times during workshops.

I would also like to thank Prof. Dr. Alberto Moreira, for the continuous guidance and for
the opportunity to work at such a leading institute for radar and SAR. I also appreciate the
exceptionally supportive environment for PhD students promoted at the institute. I would also
like to thank Dr. Pau Prats-Iraola for sharing his deep knowledge of airborne SAR signal
processing and for fruitful discussions and suggestions. Additionally, I am truly thankful to
Prof. Dr. Mihai Datcu for agreeing to be the co-examiner of my work and for his keen interest
in my research.

I would like to thank my colleagues and friends from the NewSpace SAR Group -Nertjana,



VI

Maxwell, Olena, Francesca, Josef, Thomas, Arthur, Riccardo, Robin, Parker, Nour and many
others- for their support, collaboration, and the good moments in and outside work. Your
valuable feedback and insights during our regular group meetings really made a difference.
I am also grateful to have shared the PhD journey with all the colleagues and friends at the
institute. Special thanks go to Lucas for his help with the first measurement campaign.

To my family—thank you for your unconditional support, patience, and belief in me, espe-
cially during the most challenging times. Thank you for everything.

Last but not least, I thank Ana for her immense patience and continuous support. Thank you
for being by my side throughout this journey.

Munich, October 2025

Víctor Mustieles Pérez



VII

Abstract

Across-track synthetic aperture radar (SAR) interferometry (InSAR) is a remote sensing tech-
nique that enables the generation of digital elevation models (DEMs) by combining two com-
plex SAR images acquired with a certain across-track separation. DEMs are crucial for moni-
toring the Earth’s surface and have traditionally been obtained using space- and airborne SAR
systems. However, these systems are subject to stringent bandwidth regulations, constrained
revisit times, and high deployment and operational costs. Drone-borne InSAR offers a cost-
effective solution for the surveillance of local areas, delivering unprecedented accuracy and
resolution by leveraging wider bandwidths. As a result, it has emerged as an attractive com-
plementary technology, offering rapid deployment and flexible revisit intervals.

Despite InSAR’s well-established theoretical foundation, it often relies on assumptions such
as the use of narrowband signals and long distances to the targets that may not hold in drone-
based applications. In addition, the low flight altitudes and stability issues inherent to drones
pose significant challenges for InSAR and for DEM generation in particular, especially when
SAR images are acquired from antennas located on separate platforms or from the same plat-
form at different times.

This thesis demonstrates how to generate accurate, high-resolution DEMs through multi-
ple acquisitions performed using a drone-borne radar system with a ultra-wide bandwidth. It
presents the necessary adaptations of conventional InSAR concepts to suit the specific char-
acteristics of drone systems. In particular, the expressions for the baseline decorrelation and
the critical baseline are generalized to account for wide bandwidths and large baselines, where
the spectral shrinkage becomes significant. The new formulation enables improved perfor-
mance after spectral filtering and aligns well with simulation results both for small and large
bandwidths and baseline configurations.

Design considerations and limitations of drone-based InSAR systems are discussed in de-
tail, alongside a comprehensive performance analysis. A SAR processing scheme based on
the omega-k algorithm is proposed, enabling fast processing of drone-acquired raw SAR data
while maintaining a focusing quality comparable to that of the back-projection algorithm,
which is the commonly applied approach. An InSAR algorithm tailored to the specifics of
drone-based systems is also proposed. It exploits the wide bandwidth to support phase un-
wrapping using radargrammetry, accounts for the highly non-linear acquisition trajectories,
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and mitigates baseline errors by minimizing the height differences between the overlapping
parts of DEMs of adjacent areas.

Experimental results over both flat and hilly terrain validate the proposed concepts and con-
firm the predicted performance. The results show that DEMs with decimeter-level height accu-
racy can be achieved at an independent posting of 25 cm× 25 cm, using a highly cost-effective
system.

The work performed in this thesis lays the groundwork for a new generation of high-quality
DEMs for various local-scale applications. Furthermore, it represents a significant step toward
realizing single-pass, distributed drone-based InSAR systems. These systems will enable the
demonstration of wideband, multi-frequency and distributed SAR concepts and applications in
preparation of future spaceborne SAR missions.
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Kurzzusammenfassung

Die Interferometrie mit synthetischem Aperturradar (SAR) ist eine Fernerkundungstechnik,
die die Erstellung digitaler Höhenmodelle (DEMs) durch die Kombination von zwei komple-
xen SAR-Bildern, die mit einem bestimmten räumlichen Abstand zueinander aufgenommen
wurden, ermöglicht. DEMs sind für die Überwachung der Erdoberfläche von entscheidender
Bedeutung und werden traditionell mit weltraum- und flugzeuggestützten SAR-Systemen er-
stellt. Diese Systeme unterliegen jedoch strengen Bandbreitenvorschriften, eingeschränkten
Wiederholungszeiten und hohen Einsatz- und Betriebskosten. Drohnengestütztes InSAR bie-
tet eine kosteneffiziente Lösung für die Überwachung lokaler Gebiete und liefert durch die
Nutzung größerer Bandbreiten eine noch nie dagewesene Genauigkeit und Auflösung. Infolge-
dessen ist die drohnengestützte SAR-Fernerkundung eine attraktive ergänzende Technologie,
die einen schnellen Einsatz und flexible Überprüfungsintervalle ermöglicht.

Trotz der gut etablierten theoretischen Grundlage von InSAR beruht es oft auf Annahmen
wie der Verwendung von Schmalbandsignalen und großen Entfernungen zu den Zielen, die bei
Drohnenanwendungen möglicherweise nicht zutreffen. Darüber hinaus stellen die geringen
Flughöhen und die Stabilitätsprobleme von Drohnen eine große Herausforderung für InSAR
und die DEM-Generierung dar, insbesondere wenn SAR-Bilder von Antennen auf verschie-
denen Plattformen oder von derselben Plattform zu unterschiedlichen Zeiten aufgenommen
werden.

Diese Dissertation zeigt, wie genaue, hochauflösende DEMs durch mehrfache Akquisitio-
nen mit Hilfe eines drohnengestützten Radarsystems mit sehr hoher Bandbreite erzeugt werden
können. Sie stellt die notwendigen Anpassungen der konventionellen InSAR-Konzepte an die
spezifischen Eigenschaften von Drohnensystemen vor. Insbesondere werden die Ausdrücke
für die Basisliniendekorrelation und die kritische Basislinie verallgemeinert, um die bei hohen
Bandbreiten und großen Basislinien auftretende spektrale Schrumpfung adäquat berücksich-
tigen zu können. Die neue analytische Formulierung ermöglicht eine signifikant verbesserte
interferometrische Qualität nach der spektralen Filterung und stimmt gut mit den Simulations-
ergebnissen sowohl für kleine als auch für große Bandbreiten und Basislinienkonfigurationen
überein.

Neben einer umfassenden Leistungsanalyse werden Überlegungen zum Design und zu den
Grenzen von drohnenbasierten InSAR-Systemen im Detail diskutiert. Es wird ein auf dem
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Omega-K-Algorithmus basierendes SAR-Verarbeitungsschema vorgeschlagen, das eine be-
sonders schnelle Verarbeitung der mit Drohnen aufgenommenen SAR-Rohdaten ermöglicht
und trotzdem eine vergleichbare Fokussierungsqualität bietet wi der üblicherweise verwende-
te Rückprojektionsalgorithmus. Außerdem wird ein neuer InSAR-Algorithmus vorgeschlagen,
der auf die Besonderheiten von drohnengestützten Systemen zugeschnitten ist. Dieser nutzt die
große Bandbreite unter Verwendung der Radargrammetrie zur Auflösung von Phasenmehr-
deutigkeiten, berücksichtigt die hochgradig nichtlinearen Erfassungstrajektorien und mildert
Basislinienfehler durch die Minimierung der Höhenunterschiede zwischen den sich überlap-
penden Teilen der DEMs benachbarter Gebiete.

Experimentelle Ergebnisse sowohl in flachem als auch in hügeligem Gelände validieren die
vorgeschlagenen Konzepte und bestätigen die vorhergesagte Leistung. Die Ergebnisse zeigen,
dass mit niedrigfliegenden Drohnen DEMs mit einer Höhengenauigkeit im Dezimeterbereich
bei einer unabhängigen Auflösung von 25 cm × 25 cm erstellt werden können, wobei ein äu-
ßerst kosteneffizientes System zum Einsatz kommt.

Diese Dissertation legt den Grundstein für eine neue Generation von qualitativ hochwer-
tigen DEMs für eine Vielzahl kleinräumiger Anwendungen. Darüber hinaus stellt sie einen
bedeutenden Schritt in Richtung der Realisierung verteilter, drohnenbasierter Ein-Pass-InSAR-
Systeme dar. Diese Systeme ermöglichen die Demonstration von neuen Breitband-, Multifrequenz-
und verteilten SAR-Konzepten und -Anwendungen in Vorbereitung auf zukünftige weltraum-
gestützte SAR-Missionen.
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1 Introduction

Radar remote sensing has evolved significantly over the past century. Its ability to operate
independently of solar illumination and atmospheric conditions makes it an invaluable tool
for Earth observation, providing high spatial resolution and extensive coverage. Additionally,
electromagnetic waves can penetrate through ground and vegetation, revealing structures and
processes beneath the surface. Radar is also capable of measuring deformations, movements,
and topography with high accuracy, fine resolution, and wide coverage, making it a versatile
technology with numerous applications [1–3].

In 1887, Heinrich Hertz demonstrated the fundamental principle of radar detection, show-
ing that radio waves could be reflected by metallic and dielectric bodies. In 1904, Christian
Hülsmeyer built the first functional device to detect ships using radio wave reflections, called
the Telemobiloskop. Although this device could not directly measure the distance to a target,
it was a groundbreaking precursor to modern radar. Radar technology then advanced rapidly
in the years leading up to World War II. A major breakthrough came in 1951, when Carl A.
Wiley conceived the principle of synthetic aperture radar (SAR), allowing for high-resolution
radar imaging independently of range [4, 5]. The first SAR image was obtained in 1958 at
the University of Michigan, marking the beginning of a new era in radar technology. In 1978,
the National Aeronautics and Space Administration (NASA) launched the first civilian SAR
satellite, Seasat [6], initiating the use of SAR for Earth observation. In the following decades
the field saw rapid growth with the launch of numerous SAR satellites such as European Re-
mote Sensing Satellite (ERS)-1/2 of the European Space Agency (ESA) [7], Japanese Earth
Resources Satellite (JERS)-1 of the Japan Aerospace Exploration Agency (JAXA) [8], and
Radarsat-1 of the Canadian Space Agency (CSA) [9].

SAR’s versatility increases with the development of techniques such as polarimetric SAR
(PolSAR), which uses signals acquired with different wave polarizations, SAR interferometry
(InSAR), which exploits the phase of the signals to measure topography, movement or de-
formation, among others, and SAR tomography (TomoSAR), which exploits an aperture in
the dimension perpendicular to the flight direction to retrieve 3-dimensional information of
the targets [10–15]. These advancements have broadened SAR’s application spectrum, which
now spans fields like topography mapping, oceanography, glaciology, forestry, agriculture,
urban planning, and disaster monitoring. Today, more than 50 civilian SAR satellites are
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operational, with ongoing advancements in SAR technology. Notable examples include the
German TerraSAR-X [16] and TanDEM-X [17], the ESA’s Sentinel-1 [18], and the Japanese
Advanced Land Observing Satellite (ALOS)-2 [19]. Figure 1.1 shows a SAR image acquired
by TerraSAR-X over the Drygalski glacier on the Antarctic Peninsula, where the high level of
detail achievable with SAR unveils the structural features of the glacier. Airborne SAR sys-
tems played a crucial role in developing these advanced techniques, providing an affordable
testing instrument prior to their application to spaceborne missions. The F-SAR sensor of the
German Aerospace Center (DLR), which can operate across multiple frequencies (P, L, S, C,
X bands), is an example of an evolving airborne system that has supported the development of
numerous spaceborne missions [20]. Figure 1.2 shows a SAR image acquired with the F-SAR
sensor over the calibration area of Kaufbeuren with a resolution of 13 cm.

Figure 1.1: TerraSAR-X image acquired over the Drygalski glacier on the Antarctic Peninsula.

Novel SAR concepts have been proposed and developed recently, which aim at providing
extended capabilities while reducing costs, for instance, by conceiving fractionated and dis-
tributed SAR missions that make use of smaller satellites. The High-Resolution Wide-Swath
(HRWS) mission proposal is an example of a mission based on a distributed SAR concept,
where one large and expensive satellite acts as transmitter and several cheaper receive-only
satellites collect the radar echoes and forward them back to the main satellite [21]. Another
example of a multistatic SAR mission is the Hongtu-1, which consists of one active monostatic
SAR sensor and three passive SAR receivers and was launched in 2023 by the Chinese com-
pany PIESAT [22]. The demonstration of this kind of distributed SAR concepts using an air-
borne sensor becomes less appealing as multiple aircraft would be required, notably increasing
system complexity and cost. Tied with their rapid development, low-altitude unmanned aerial
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Figure 1.2: F-SAR image acquired at X band over the Kaufbeuren calibration area, Germany.

vehicles (UAVs) or drones have positioned themselves as an unparalleled alternative towards
this end. In addition, drone-borne SAR aims at generating SAR data products with unprece-
dented quality for a variety of local applications leveraging on the advantages of drones over
traditional air- and spacecraft, such as the possibility of carrying wider-bandwidth radars.

1.1 State of the Art: DEM Generation Using SAR

Digital elevation models (DEMs) are a key product of InSAR as they are not only fundamen-
tal for many scientific areas and applications that require precise and up-to-date information
about the Earth’s surface and its topography, e.g., forestry and geology, but also for other non-
scientific applications such as precise navigation [23, 24]. In addition, they are required for
focusing high-resolution airborne and bistatic SAR data [25, 26].

DEM quality is mainly driven by its horizontal resolution and height (vertical) accuracy.
Among other parameters, wider bandwidths enable finer resolutions while a larger baseline,
i.e., the distance between radars during the acquisitions, enables a better height accuracy. Hav-
ing a large baseline makes it challenging to acquire both SAR images from the same platform.
The two SAR images may be acquired either in repeat-pass (two monostatic acquisitions at
different times) or in single-pass (one image acquired in monostatic mode and the other one in
bistatic mode at the same time) [11].

DEMs have historically been obtained on a large scale from space- and airborne InSAR sen-
sors, a summary of representative spaceborne examples is listed in Table 1.1. The Spaceborne
Imaging Radar-C/X-band SAR (SIR-C/X-SAR) mission was a collaborative space mission
conducted in 1994 by NASA, DLR, and the Italian Space Agency (ASI) [27]. The mission
embarked a SAR onboard the Space Shuttle Endeavour to capture high-resolution images of
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the Earth’s surface. By utilizing repeated SAR acquisitions, the mission generated high-quality
interferograms over various terrains, such as mount Etna in Italy, which were used to generate
DEMs with horizontal resolutions of 50m × 50m and a height accuracy (standard deviation,
σ) of 2.5m and 4.5m at X and C bands, respectively, [28].

Subsequently, the groundbreaking Shuttle Radar Topography Mission (SRTM) used single-
pass InSAR to create the first near-global DEM of the Earth’s surface [29]. Conducted in
February 2000 onboard the Space Shuttle Endeavour, the mission employed two radar antennas
(one in the shuttle’s payload and another on a 60-meter mast) to capture precise topographic
data. The mission’s results provided high-resolution DEMs with a spatial resolution of 30m×
30m covering 80% of Earth’s land surfaces [30]. TanDEM-X is a pioneering single-pass
InSAR mission that has been in operation since 2010 [17]. It was the first bistatic radar satellite
formation and produced a global DEM with a relative vertical accuracy of 2m at 12m× 12m

resolution, among other groundbreaking data products [31]. Figure 1.3 shows a comparison
between (a) a DEM obtained from SRTM data with spatial resolution of 90m× 90m and (b)
a DEM obtained from TanDEM-X data with a spatial resolution of 12m × 12m. The great
resolution and height accuracy improvement of TanDEM-X unveils numerous terrain features
that are not visible in the SRTM DEM. In dedicated experiments with TanDEM-X, DEMs with
a height accuracy of about 30 cm over local flat areas could also be produced [32].

LuTan-1 is the first bistatic spaceborne SAR mission for civil applications in China and
consists of two full-polarimetric L-band SAR satellites that were successfully launched at the
beginning of 2022. In the first phase, the two satellites flew in a helix formation and used
bistatic InSAR stripmap to generate DEMs, which achieved an absolute height accuracy of
5m [33].

Hongtu-1 aims at generating a global DEM from single-pass multi-baseline InSAR acqui-
sitions. It produced DEMs with a height accuracy of 2m (σ) over flat areas and 5m (σ) over
mountainous areas at an independent posting of 25m× 25m [22].

The HRWS mission aimed at producing global topographic measurements with a perfor-
mance improvement of one order of magnitude compared to currently available global DEMs
from, e.g., TanDEM-X. The foreseen DEM quality was a 90% point-to-point height accuracy
of 2m at a posting of 4m× 4m [21].

Lastly, as an example of an airborne system, DLR’s F-SAR system is renowned for its
ability to acquire high-resolution SAR data, enabling applications such as high-quality DEM
generation. For instance, dedicated experiments acquiring multi-baseline and multi-frequency
data over local flat areas resulted in DEMs with a standard deviation (σ) of the height errors of
6 cm at 1m× 1m resolution [34]. F-SAR is also capable of single-pass InSAR (with the two
antennas located on the same platform) at X and S bands.
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Sensor Frequency
band Coverage Height accuracy Independent

posting Further observations

SIR-C / X-SAR C band Local 4.5m (σ) 50m× 50m
X band Local 2.5m (σ) 50m× 50m

SRTM X band Almost global
6m (point-to-point 90%)
16m (absolute, 90%) 30m× 30m

TanDEM-X X band
Global 2m (point-to-point, 90%) 12m× 12m

Local 27 cm (σ) 6m× 6m
Very large baselines, multiple
acquisitions over a flat area

LuTan-1 L band Global 5m (absolute, 90%) -

Hongtu-1 X band Global
2m (σ) in flat areas

5m (σ) in mountainous areas 25m× 25m

HRWS X band Global 2m (point-to-point, 90%) 4m× 4m
Proposal for future multi-
baseline InSAR mission

Table 1.1: Summary of DEM performance for selected reference spaceborne InSAR sensors.

Figure 1.3: Example of DEMs from (a) SRTM, spatial resolution of 90m × 90m and 90% relative
vertical accuracy < 20m, and (b) TanDEM-X, spatial resolution of 12m × 12m and 90% relative
vertical accuracy < 2m

1.2 Motivation, Objectives and Structure of the Thesis

In recent years, the interest in understanding the dynamic processes taking place on Earth at
different spatial and temporal scales has significantly grown. This has motivated the need of
SAR data with improved quality and increased temporal sampling. An exemplary application
is the understanding of the variation of water content in plants at different time scales, which
is related to weather and climate. Additional applications include the frequent monitoring of
crops or the generation of highly accurate time series of DEMs [23, 35].

Novel spaceborne SAR missions are being conceived that aim at delivering data with the
required quality and revisit frequency on a large scale as, for example, the Tandem-L proposal
[23], the NASA-ISRO SAR (NISAR) [36], the Radar Observatory System for Europe (ROSE-
L) [37], and JAXA’s ALOS-4 [38].

Drones equipped with radars are also convenient systems for very frequent monitoring of
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local areas, as they are based on easy-to-deploy and cost-effective platforms. Low-altitude
drone-borne SAR systems can be equipped with radars that transmit wideband signals, allow-
ing for very high resolutions. In many cases, the bandwidth can even be of similar magnitude to
the center frequency of the radar. In contrast, the bandwidth available for space- and airborne
SAR systems for Earth observation is strongly limited by the International Telecommunication
Union (ITU) regulations. Therefore, drone-based SAR emerges as a complementary system to
space- and airborne SAR that allows for flexible, very frequent and high-resolution monitor-
ing of, e.g., natural dynamic processes in local areas through time series of DEMs with high
temporal density.

Drones also represent an attractive technology for demonstrating wideband, multi-band, dis-
tributed and/or multi-static SAR concepts for future spaceborne SAR missions [39]. Drones
are cost-effective platforms, also in terms of system operation and deployment, compared to
larger, manned aircraft, and allow for very flexible flight formations. Another key aspect is
that modifications to the radar system can be implemented faster compared to an aircraft and
require significantly fewer permits to fly and operate the system.

InSAR from space- and airborne platforms is a well-established technique. Satellites are
able to maintain a very stable trajectory which, combined with a sophisticated payload, en-
sures the correct processing of the data. Processing data acquired from airborne platforms is
more challenging, as the aircraft trajectory is not linear and motion compensation methods
are required, which also entail limitations. This is even more critical for low-altitude drone
platforms for a number of reasons, including: 1) the deviations of a drone track from a linear
trajectory relative to the platform altitude are considerably larger and, in many cases, compa-
rable to the largest interferometric baselines that are usable; 2) topographic height variations
are often comparable to the drone flight height, which requires accurate motion compensation;
3) positioning systems onboard a drone are less sophisticated than those of an aircraft and the
platform is less stable (e.g., in terms of rapid deviations from the ideal track or variation of
attitude angles), which requires experimental assessment. Further challenges stem from the
use of ultrawide bandwidths and long synthetic apertures to achieve unprecedented resolutions
in both dimensions of the SAR image.

Due to the above challenges and drone specifics, some InSAR models and processing steps
require adaptation and additional considerations come into play. Furthermore, experimental
demonstrations are required to evaluate the proposed processing techniques and the potential
of drone-borne InSAR. While there is some work in this direction in the literature, only prelim-
inary results have been reported. Experimental demonstrations in this thesis are carried out by
means of repeat-pass InSAR acquisitions, which represent an intermediate step towards single-
pass bistatic InSAR once accurate phase synchronization between radars becomes available.

This thesis addresses the generation of very high-quality DEMs from ultra-wideband InSAR
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data acquired with radars mounted on drones, based on the following main contributions:

- Novel formulation for the model of the baseline decorrelation that accurately describes
this effect in the cases of ultra-wideband signals and short-range geometries.

- Detailed analysis of drone-based InSAR system design, performance and constraints.

- Adapted signal processing chain, where: the SAR data are focused using the omega-k
algorithm instead of the widely used back-projection; radargrammetry is used to support
phase unwrapping; DEM mosaicking is integrated with DEM calibration to minimize
the height errors.

- Experimental demonstration of the generation of very high-quality DEMs from drone-
borne ultra-wideband repeat-pass InSAR data.

Organization of the Thesis
The thesis is organized as follows. Chapter 2 provides the relevant theoretical background to
understand the work described in the following chapters. Basic concepts about SAR, InSAR
and radargrammetry are introduced. Chapter 3 reviews the state of the art in drone-based SAR,
presents the main aspects specific to drone platforms and the particularities of signal process-
ing for airborne InSAR. Chapter 4 addresses in detail the aspects that have to be considered
to perform drone-borne SAR and InSAR, also in the case of using ultra-wideband signals, and
provides a system design example for InSAR. Chapter 5 addresses the proposed signal process-
ing for drone-borne wideband SAR and InSAR, which is firstly validated through simulations.
Chapter 6 reports on the experiments performed and the results obtained. Finally, Chapter 7
outlines the main conclusions drawn from this thesis as well as further research lines.
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2 Background: SAR Techniques for DEM
Generation

This chapter introduces SAR techniques used for generating DEMs, providing the general
background to the work developed within the frame of this thesis. A DEM can be generated
from a pair of SAR images acquired from slightly different positions by estimating the range
shifts between them, which are related to the height of the targets by the acquisition geometry.
Two well-established techniques to generate DEMs are radargrammetry and SAR interferom-
etry.

Section 2.1 gives a basic introduction to SAR and relevant techniques for SAR image forma-
tion. Section 2.2 and Section 2.3 introduce radargrammetry and interferometry, respectively,
and their main aspects related to the generation of DEMs.

2.1 SAR Concepts

SAR is an active microwave imaging technique that is able to produce high-resolution com-
plex images of a scene. SAR is very convenient for Earth observation purposes since it can
work independently of daylight and weather conditions. In addition, the use of microwaves
allows the signal to penetrate in semi-transparent media and investigate their internal structure.
The coherent combination of the received radar echoes allows synthesizing a virtual antenna
aperture in the direction of the movement of the radar much longer than the physical antenna
length, enabling high resolution in that dimension of the SAR image [10, 40].

2.1.1 Acquisition Geometry

Figure 2.1 shows the simplified SAR acquisition geometry in the stripmap acquisition mode.
The platform moves with a constant speed v at an altitude H and repeatedly transmits radar
pulses by means of a side-looking antenna with a certain pulse repetition frequency (PRF).
The radar platform moves along the azimuth (or along-track) dimension and the directions
perpendicular to the radar track are called slant-range and across-track. The ground-range co-
ordinate is the distance from the ground projection of the track of the radar platform (nadir),
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Figure 2.1: Simplified SAR acquisition geometry, where r0 stands for the range of closest approach, v
for the platform velocity, and H for the platform height.

while the ground swath width measures the size of the imaged scene in the ground-range di-
mension. The swath width is normally limited by the antenna footprint. r0 is the range of clos-
est approach, i.e., the minimum distance to a target. The backscattered echoes corresponding
to the individual transmit pulses are stored in a two-dimensional matrix, where one dimen-
sion corresponds to the time of the transmission event or slow time ta and the other dimension
corresponds to the fast time t, to form the raw SAR data.

The main acquisition modes for SAR are stripmap, ScanSAR and spotlight [10]. In the
following a stripmap acquisition mode will be assumed.

2.1.2 SAR Signals and Image Parameters

Assuming a chirp pulse is used, the signal transmitted by the radar, considering a single pulse
for simplicity, can be written as [40]

stx (t) = sr(t) · cos
(
2πf0t+ πKrt

2
)
, (2.1)
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where sr (·) is the envelope of the transmitted chirp signal that will be assumed to be a rectan-
gular pulse, f0 is the center frequency and t is the range time (fast time). Kr is the chirp rate
defined as Kr = ±Brg/Tp, where Brg is the bandwidth of the chirp signal and Tp is the pulse
duration. The sign indicates whether the waveform is an up- or down-chirp.

The received radar echoes are demodulated to baseband using complex demodulation and
then stored in a two-dimensional raw SAR data matrix. The two-dimensional (2-D) SAR signal
received from a point-like target located at an azimuth time of closest approach ta,0 and a range
of closest approach r0 (superposition applies for multiple targets) can be analytically written
as

srx (ta, t; ta,0, r0) =A · sa (ta − tc) · sr
(
t− 2R (ta; ta,0, r0)

c

)
· exp

[
−j

4π

λ
R (ta; ta,0, r0)

]
· exp

[
jπKr

(
t− 2R (ta; ta,0, r0)

c

)2
]
,

(2.2)

where A is an arbitrary complex constant that includes effects such as the attenuation due to
propagation and target reflectivity, ta is the azimuth time axis (slow time), sa (·) is the azimuth
envelope given by the two-way antenna pattern, λ is the wavelength, c is the speed of light
and tc is the beam-center time instant, i.e., the time instant when the target is in the center
of the antenna beam. R (ta; ta,0, r0) is the distance between the target and sensor, follows a
hyperbolic curve and is given by

R (ta; ta,0, r0) =

√
r20 + v2 (ta − ta,0)

2. (2.3)

Note that ta,0 is also the zero-Doppler position. Figure 2.2 shows exemplary SAR data ac-
quired by DLR’s E-SAR sensor with a bandwidth of 100MHz at C band [10, 41]. Figure 2.2
(a) depicts the raw SAR data, i.e., before range and azimuth compression. Note the noisy
appearance of the image.

Due to the variation of the range to a target as the radar platform moves, the target is observed
at each azimuth time with a different Doppler frequency fD that can be written as

fD =
2v

λ
sin βaz, (2.4)

where βaz is the squint angle. The instantaneous Doppler frequency is given by the derivative
of the signal phase, which can be approximated around tc using the Doppler centroid fc and
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Figure 2.2: Exemplary SAR data acquired by DLR’s E-SAR sensor with a bandwidth of 100MHz at C
band [10, 41]: (a) raw SAR data, (b) SAR data after range compression and (c) focused SAR data.

the Doppler rate fR as

fD (ta; tc, r0) ≈ fc (r0) + fR (r0) · (ta − tc) . (2.5)

The Doppler centroid and rate can be calculated, respectively, as

fc =
2v

λ
sin βaz (2.6)

and

fR = −2v2

λr0
cos3 βaz. (2.7)

The high resolution in the range axis is achieved by the range compression step, where the
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received signal is convolved with the matched filter of the transmitted pulse 1 hr (t) = s∗r (−t).
Due to computational efficiency, this step is normally performed in the range frequency do-
main. The SAR signal after range compression src (ta, τ ; ta,0, r0) can be approximated in the
case of a large time-bandwidth product and assuming a rectangular envelope for the transmitted
pulse as

src (ta, τ ; ta,0, r0) ≈A · sa (ta − tc) · sinc
[
KrTp ·

(
τ − 2R (ta; ta,0, r0)

c

)]
· exp

[
−j

4π

λ
R (ta; ta,0, r0)

]
,

(2.8)

where sinc (x) = sin (πx) /πx, and τ is the time variable in the range axis after range com-
pression 2.

The attainable slant range resolution can be calculated from the chirp bandwidth and the
speed of light in free space as

δrg =
c

2Brg

. (2.9)

The ground range resolution δgrg varies across the swath and can be calculated from δrg con-
sidering its projection on the ground as

δgrg =
δrg

sin (θ)
. (2.10)

Figure 2.2 (b) shows the SAR signal after range compression. Note the increased resolution in
the range dimension and the curved responses, which are visible for the brightest targets.

The bandwidth of the signal in the azimuth dimension is determined by the maximum
Doppler frequency fmax

D , which assuming zero squint corresponds to the Doppler frequency
of the signal received at the edges of the antenna beamwidth θaz. In order to avoid alliasing in
the azimuth dimension, the PRF must accomplish the Nyquist criterion, therefore:

PRFmin = Baz = 2fmax
D =

4v

λ
sin

(
±θaz

2

)
, (2.11)

where PRFmin is the minimum required PRF and Baz is the bandwidth of the azimuth signal.
In the case of a planar antenna, the approximation Baz ≈ 2v/Lant holds, where Lant is the
physical azimuth length of the antenna. The attainable resolution in the azimuth dimension δaz

1In the case of a pulsed radar.
2In a pulsed radar, the variables t and τ are the same. However, t has been changed to τ after range compression

for congruence with frequency-modulated continuous-wave radars (cf. Section 3.3).
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can be derived from the azimuth signal bandwidth as

δaz ≈ αw
v

Baz

≈ αw
Lant

2
, (2.12)

where αw is a factor that accounts for the spectral weighting due to, for instance, the antenna
pattern. An interesting fact is that the azimuth resolution is independent of the range distance
to the target, which allows obtaining very high-resolution images from spaceborne sensors.

As the range to a target varies according to (2.3), the data corresponding to a specific tar-
get are spread following a hyperbolic curve over multiple range bins of the range-compressed
data matrix. This phenomenon is called range cell migration (RCM). Furthermore, the curva-
ture of the hyperbola varies with r0, so targets at different ranges experience different range
cell migration. Therefore, high-precision SAR focusing becomes challenging because it is
a two-dimensional space-variant problem. Different algorithms have been developed in or-
der to accurately and efficiently focus the SAR data taking into account RCM (cf. Section
2.1.4) [40, 42].

After compressing the SAR signal in both the range and azimuth dimensions, it can be well
approximated by a two-dimensional sinc(·)-like function that can be written as

scc (ta, τ ; ta,0, r0) ≈A · sinc [fRTobs · (ta − ta,0)] · sinc
[
KrTp ·

(
τ − 2R (ta; ta,0, r0)

c

)]
· exp

[
−j

4π

λ
r0

]
,

(2.13)

where Tobs denotes the observation time. Note that a zero squint angle is assumed. In the
presence of a non-zero Doppler centroid, an azimuth phase ramp appears. Figure 2.2 (c) shows
the focused SAR image for the considered example.

2.1.3 Ultra-Wideband, Widebeam SAR Signals

The expressions for the SAR signals shown in the previous section assume a transfer function
with a rectangular support, which is a very good approximation for the majority of current
space- and airborne SAR systems. SAR systems with a large relative bandwidth and large
aperture angles are however described by a system transfer function whose support has the
shape of an annulus sector [43]. The relative or fractional bandwidth BF is defined as the ratio
between the system bandwidth and the center frequency as

BF =
Brg

f0
. (2.14)
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The different shape of the support of the transfer function means that the impulse response
function (IRF) is not anymore approximated by a two-dimensional sinc(·) function. Figure 2.3
shows the impulse response and transfer functions in the case of an L-band SAR system with
BF = 1.2 and azimuth aperture angles of θaz = 40◦ and θaz = 100◦. Note the shape of an
annulus sector of the spectrum and the presence of non-orthogonal sidelobes in the impulse
response, which does not have the shape of a two-dimensional sinc(·) function. The power
weighting of the transfer function is caused by the azimuth antenna pattern, which has not
been accounted for.

Figure 2.3: Simulated (a) impulse response and (b) transfer function of an L-band SAR with a fractional
bandwidth of 1.2 and an azimuth aperture of 40◦. Simulated (c) impulse response and (d) transfer
function of an L-band SAR with a fractional bandwidth of 1.2 and an azimuth aperture of 100◦.

Several approximated analytical expressions for the IRF in the case of ultra-wideband wide-
beam SAR have been derived in the literature. The proposed expressions make use of infinite
series [43] and Bessel functions [44]. Intermediate band-pass approximations that approximate
the transfer function by a trapezoid have also been proposed, however they only hold in the
case of small angular apertures [43].

Conventional SAR processors typically treat separately range and azimuth dimensions, for
instance, when applying spectral weighting. This does not apply to ultra-wideband signals
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since the two dimensions are not separable, which requires more sophisticated processing like
2-D filtering. Not considering this fact may lead to modifications of the spectral shape, which
can result in higher undesired non-orthogonal sidelobes [45]. In addition, the Doppler band-
width cannot be assumed constant and may strongly vary along range frequencies.

2.1.4 SAR Focusing Algorithms

In order to focus the SAR data in the azimuth dimension, a two-dimensional space-variant
matched filtering has to be performed. The exact solution to focus a SAR image is the
back-projection algorithm, which, however, has a high computational burden because two-
dimensional filtering has to be performed for every point of the scene. More efficient algo-
rithms that work in transformed domains have been developed to overcome the computational
burden of time domain processing. Normally, they assume some approximations and substitute
the computationally costly convolutions by multiplications, interpolations and Fourier trans-
forms. A basic requirement for the use of algorithms that work in the frequency domain is a
large time-bandwidth product along azimuth dimension, which is normally the case in most
SAR systems. An additional requirement for algorithms intended to focus SAR data acquired
in stripmap mode is that the acquisition is performed over a linear and uniformly sampled tra-
jectory. Examples of the most common algorithms that work in the frequency domain are the
omega-k (ω-k) algorithm, the range-Doppler algorithm and the chirp scaling algorithm [42].

The approximations made by the range-Doppler and chirp scaling algorithms are two. Firstly,
the phase history of a target is approximated using Taylor expansion, which is a better approxi-
mation for smaller Doppler frequencies [42]. In drone-borne SAR systems working at low fre-
quencies, e.g., L band, a wide synthetic aperture is needed to achieve high azimuth resolution
and therefore this approximation may result insufficient. The second aspect is related to the
coupling between the chirp modulation and the azimuth frequency caused by the RCM, which
requires applying a different compression function for each range frequency line [42]. Sec-
ondary range compression (SRC) aims at correcting for this additional modulation. However,
it is not performed for the whole swath but only for a reference range and also becomes more
critical with increasing Doppler frequencies [42]. The ω-k algorithm can focus widebeam data
without assuming any approximation and hence was selected to focus the drone-borne SAR
data.
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2.1.4.1 Back-Projection Algorithm

The back-projection integral can be expressed for the case of a single scatterer (superposition
applies) as

scc (ta, τ ; ta,0, r0) =

∫ ta+
Tobs
2

ta−
Tobs
2

A · src (t′a − ta, τ ; ta,0, r0)

· exp
[
j
4π

λ
(R (t′a − ta; ta,0, τ)− r0)

]
· dt′a, (2.15)

where t′a is the integration variable and r and τ are related as r = τc/2. Note that the term
exp

[
−j 4π

λ
r0
]

is maintained in order to be able to perform interferometry.

The drawback of the back-projection algorithm is the computational burden, as each re-
ceived echo must be filtered and interpolated for each range and azimuth position along the
synthetic aperture. The first advantage of back-projection is that processing is carried out in
the time domain, therefore there are no restrictions regarding the processed bandwidths and
any aperture size can be processed without quality loss. The second advantage in the case of
air- and drone-borne SAR processing is that motion compensation (cf. Section 3.4) is ideally
performed. Therefore, back-projection can be used as a benchmark for comparison with other
faster algorithms.

2.1.4.2 Omega-K Algorithm

There are many algorithms that work in transformed domains to overcome the computational
burden of time domain processing. In particular, among the SAR focusing algorithms that
work in transformed domains, the ω-k algorithm is presented in this section as it is the one that
has been used to focus the drone-borne SAR data.

The ω-k algorithm was first presented in [46]. It uses a special operation in the two-
dimensional frequency domain called Stolt interpolation, which corrects the range dependence
of the range-azimuth coupling, as well as the azimuth frequency dependence 3. This gives the
ω-k algorithm the ability to process data acquired over wide azimuth apertures or high squint
angles without approximations. The ω-k algorithm assumes, however, that the effective radar
velocity is range invariant, which limits its ability to handle large swaths. This is usually not
a problem for airborne SAR but may be an issue in spaceborne SAR. Therefore, the ω-k algo-
rithm is better than other algorithms such as chirp scaling or range Doppler at handling wide
apertures, while it is less effective when dealing with large swaths [47].

3The presented ω-k algorithm includes the Stolt interpolation and is also known as accurate ω-k algorithm.
There is also an approximate version of the ω-k that substitutes the Stolt interpolation by a simpler phase
multiply and therefore has further limitations in the case of high squints.
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An overview of the processing steps of the ω-k algorithm is shown in the scheme in Figure
2.4 (a). The range-compressed SAR data in the two-dimensional frequency domain can be
written as [42]

Src (fa, fr; ta,0, r0) = A · sa
(
fa − fc
fR

)
· sr
(
− fr
Kr

)
· exp (−j2πfata,0)

· exp

−j
4π

λ
r0

√(
1 +

λfr
c

)2

−
(
λfa
2v

)2
 , (2.16)

where fa and fr are azimuth and range frequencies, respectively. The first step consists of mul-
tiplying the data by a reference phase function that focuses a specific range, usually selected
in the middle of the swath. At this point, a target at the reference range would be perfectly
focused, while targets at other ranges would be slightly defocused. The next step focuses the
targets at the remaining ranges by using the so-called Stolt change of variables and interpola-
tion. The Stolt change of variables is defined as

fρ =

√
(f0 + fr)

2 −
(
cfa
2v

)2

− f0, (2.17)

where fρ is the baseband range frequency after the Stolt change of variables. The data are then
interpolated back to a regularly spaced two-dimensional grid and a two-dimensional inverse
Fourier transform is performed to transform the SAR data back to the two-dimensional time
domain. Figure 2.4 (b) shows the two-dimensional spectrum of a target before (left) and after
(right) the Stolt change of variables, assuming an acquisition with Brg = 3GHz, f0 = 7.5GHz

and θaz = 12◦. The horizontal dimension represents azimuth frequencies fa while the vertical
dimension represents range frequencies, i.e., fr and fρ, respectively. Note the change in the
shape of the spectrum after the Stolt mapping. The spectrum on the right side is directly the
spectrum of the focused SAR image, hence a two-dimensional inverse Fourier transform yields
the focused image.

The most critical step is the interpolation performed after the Stolt change of variables,
which has to be of high precision to avoid phase artifacts in the focused image. Normally, this
is not a problem with computing power currently available and is still much faster than time-
domain processing. An important difference with back-projection is due to motion compensa-
tion, required when the flown trajectories are not linear, as in the case of air- and drone-borne
SAR (cf. Section 3.4).
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Figure 2.4: (a) Block diagram of the ω-k algorithm. (b) Two-dimensional spectrum of the SAR signal
from a target (left) before and (right) after the Stolt interpolation. The vertical dimension corresponds
to range frequencies while the horizontal dimension corresponds to azimuth frequencies.

2.2 Radargrammetry

Radargrammetry is a technique used to extract three-dimensional information from a pair of
SAR images that relies on photogrammetric principles. The aim of radagrammetry is to match
two SAR images, i.e, align two images containing the same scene but acquired from differ-
ent positions, and use the relative shifts to estimate the height of the targets [48]. The main
difficulty of image alignment comes from the dissimilarities caused by the different viewing
geometries. There are two main approaches to perform the registration of the two images:
correlation-based methods and edge-based methods. The first approach consists of matching
patches between the two images using a certain metric, which is usually the cross-correlation
coefficient. The second one relies on the fact that targets with a sharp geometry may look simi-
lar in the two radar images despite the looking angle difference. Edge-based methods require a
preprocessing filtering step in order to extract the relevant features and have some problems as
typically the area containing high-frequency edges is small compared to the total image area.
Therefore, correlation-based methods are mainly used [48].

The accuracy of the height estimates depends on the accuracy of the shift estimation and
the sensitivity of the radargrammetric acquisition geometry. The sensitivity increases with the
incidence angle difference ∆θ between both acquisitions, however, the identification of corre-
sponding pixels becomes more difficult due to the different viewing geometry. The accuracy
of the shift estimation depends on the estimation method and the system range resolution. If
coherent cross-correlation is used to estimate the shifts, the Cramer-Rao lower bound on the
standard deviation of the shift estimate in the case of fully developed speckle is, in terms of
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resolution cells, [49]

σcrlb
shift,cc =

√
3

2Nc

√
1− |γ|2
|γ|

, (2.18)

where Nc is the number of independent samples within the estimation window and γ denotes
the interferometric coherence (cf. Section 2.3.1). In narrowband SAR systems, range resolu-
tion is relatively coarse, hence very large baselines are required in order to obtain a reasonable
height accuracy. In that case, the two SAR images may become incoherent from each other
and non-coherent cross-correlation is to be used.

Several DEMs formed using radargrammetry have been reported in the literature. For in-
stance, Toutin derived radargrammetric DEMs with height accuracies (σ) of about 25 m using
Radarsat SAR data with a ground range resolution of about 8 m and DEM independent posting
of about 16 times coarser [50]. Xe et al. generated radargrammetric DEMs with a height accu-
racy (σ) of less than 3m over Southeast Asia using TerraSAR-X imagery acquired in stripmap
mode with a pixel size of 5m and DEM posting 11 × 11 times coarser [51]. More recently,
Capaldo et al. generated a radargrammetric DEM with a height accuracy (σ) of 3.5 m with
Cosmo-SkyMed images acquired in Spotlight mode [52].

2.3 Across-Track SAR Interferometry

SAR interferometry (InSAR) allows measuring range differences with an accuracy of a frac-
tion of a wavelength by exploiting the pixelwise phase difference between two complex SAR
images [11, 12, 53]. Provided that the phase component due to the scatterers present in the
resolution cell ϕscatter is sufficiently similar between both SAR images, the phase difference
called interferometric phase ϕint results to be proportional to the difference in signal propaga-
tion distance ∆r as

ϕint = m · 2π
λ
∆r, (2.19)

where m is a factor that depends on the InSAR acquisition mode. There are two main In-
SAR acquisition modes: single-pass and repeat-pass. In single-pass, the two SAR images
are acquired simultaneously. One is acquired in a monostatic configuration while the other is
acquired in a bistatic configuration. Hence, the phase difference is only due to the one-way
path of the signal and m = 1. In repeat-pass InSAR, the two SAR images are acquired in
monostatic mode, hence, the phase difference is due to the two-way path of the signal and
m = 2.

In across-track InSAR, the two SAR images are ideally taken from two parallel tracks,
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whose separation is called the baseline B. The interferometric phase in across-track InSAR
depends on the topographic height of the imaged scene and, therefore, this technique is widely
used to obtain accurate DEMs. Figure 2.5 illustrates a general across-track InSAR geometry
in the zero-Doppler plane, i.e., the plane that contains all targets that have zero relative radial
velocity with respect to the SAR platform. In the figure, B is the baseline, H is the height of
the primary platform with respect to the reference height, h is the topographic height, β is the
angle of the baseline with respect to the horizontal plane, P1 and P2 are the antenna positions of
the primary and secondary acquisitions, respectively, and r1 and r2 are the ranges to the target
in the case of the primary and secondary acquisitions, respectively. The baseline component
in the direction of the line of sight of the primary antenna is the parallel baseline B∥, while the
component orthogonal to the azimuth and slant-range directions is known as the perpendicular
baseline B⊥.

Figure 2.5: Across-track InSAR geometry in the zero-Doppler plane.

Note that the two pixels that are combined to obtain the interferometric phase have to rep-
resent the same point in the scene, therefore the mutual range shift between the images has to
be compensated in a step that is called coregistration [53]. In addition, note that the phase is
ambiguous modulo 2π and, therefore, so is the measurement of the range difference. For this
reason, the interferometric phase has to be unwrapped [53].

The scaling factor between the interferometric phase and the topographic height depends on
the acquisition geometry. The height sensitivity of the interferometer can be expressed in a
first-order approximation as [54]

∂ϕint

∂h
=

m2π

λ

B cos (θ − β)

r sin θ
. (2.20)

An important parameter is the height of ambiguity hamb, which refers to the topographic height
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Figure 2.6: (a) Single-look complex (SLC) image formed from a TanDEM-X acquisition over an area
near Rosenheim (South of Germany). (b) Multi-looked interferogram formed from the primary and sec-
ondary SLC images. (c) Estimated interferometric coherence of the interferogram formed from the two
SAR images. (d) DEM resulting after unwrapping the interferogram and converting the interferometric
phase to height [55].

change that leads to a 2π change in the interferometric phase and is given by

hamb =
λr sin θ

mB cos (θ − β)
. (2.21)

According to (2.20), large baselines yield higher height sensitivity and would be therefore
preferred. Nevertheless, phase noise increases due to, e.g., baseline and volume decorrelation
(cf. Section 2.3.1), and phase unwrapping becomes more difficult since the height of ambiguity
is smaller (cf. Section 2.3.2).

Figure 2.6 (a) shows a SAR image formed from TanDEM-X data over Rosenheim (Ger-
many), which is the primary image used to form the multi-looked interferogram depicted in
Figure 2.6 (b). Note the higher frequency of the phase fringes in the area containing steeper
topographic features. Figure 2.6 (c) shows the absolute value of the interferometric coherence
(c.f. Section 2.3.1) and Figure 2.6 (d) shows the DEM formed from the InSAR data. Red areas
represent the highest altitudes, while petrol blue areas represent the lowest altitudes.

2.3.1 Interferometric Coherence

A key parameter to measure the quality of the interferometric phase is the interferometric
coherence γ, which assesses the level of similarity between the two SAR signals. The complex
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coherence is defined as the normalized cross-correlation between a pair of SAR images as [11]

γ = |γ| exp (jϕint) =
E{I1I∗2}√

E{|I1|2}E{|I2|2}
, (2.22)

where I1 and I2 are the SAR images of the primary and secondary acquisitions, respectively,
∗ is the complex conjugate operation and E{·} denotes the mathematical expectation. The
coherence can be estimated from a pair of SAR images by using a spatial average to compute
E{·}, where the number of independent pixels averaged is known as the number of looks
Nlooks. The estimator is, however, biased, especially for low values of the coherence magnitude
and low number of looks [11]. The magnitude of the interferometric coherence |γ| varies
from 0 (pure noise) to 1 (identical complex SAR images), while its phase ∠γ is an intensity-
weighted measure of the average phase offset within the estimation window between the two
SAR images.

The magnitude of the interferometric coherence is the result of the effect of different decor-
relation sources and can be modeled as a product of several contributions [24, 56],

|γ| = γSNR · γrg · γaz · γvol · γamb · γproc · γtemp, (2.23)

where

- γSNR describes the coherence loss due to noise and is due to the finite sensitivity of
the system and the finite signal-to-noise ratio (SNR). It depends on factors such as the
transmitted power, scene backscatter or antenna gains, among others [56, 57].

- γrg models decorrelation due to misregistration in range and baseline decorrelation due
to imaging the scene from slightly different incidence angles [56,58]. It can be reduced at
the expense of a degradation of the range resolution by filtering the signals to a common
frequency band [59].

- γaz takes into account misregistration in azimuth as well as non-overlapping Doppler
spectra between interferometric channels [57].

- γvol is caused by the penetration of the radar signal of two acquisitions with different
incidence angles in a semi-transparent scattering medium. It increases the uncertainty of
the interferometric phase due to the existence of multiple scatterers within the vertical
resolution cell. It depends on the vertical distribution of the scatterers and therefore can
be used to estimate the internal structure of volumes [24, 60].

- γamb describes decorrelation caused by ambiguities, namely range, azimuth and opposite-
side swath ambiguities. Depending on the nature of the ambiguities, they can also pro-
duce a phase bias [61].
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- γproc results from the different non-idealities in the interferometric processing chain,
e.g., during SAR image focusing.

- γtemp is due to changes in the scattering phase centers between the two SAR signals due
to different acquisition times.

Baseline Decorrelation
The geometric baseline decorrelation γrg is of special interest in this thesis. In the state-of-the-
art, it is modeled by a spectral shift [59,62], whose theory is now introduced. If a scene formed
by distributed targets is imaged, the ground range wavenumber ky, which represents the part
of the ground reflectivity spectrum that is imaged, is given by

ky =
4π

λ
sin (θ − α) , (2.24)

where α is the local slope angle. Hence, θinc = θ − α is the incidence angle. Due to different
incidence angles between primary and secondary acquisitions, the spectral content of each
acquisition is different, which is modeled by a shift between the two ground range spectra.
That is to say, the same content of the ground reflectivity spectrum appears in different range
frequencies in the primary and secondary acquisitions. The shift ∆f can be computed as [59]

∆f =
f∆θ

tan (θ − α)
≈ cB⊥

rλ tan (θ − α)
, (2.25)

where ∆θ = θ1 − θ2 is the difference in incidence angle between primary and secondary
acquisitions. This frequency-dependent spectral shift translates into a frequency shift for the
whole signal bandwidth plus a spectral shrinkage. The shrinkage can be neglected if the frac-
tional bandwidth of the system is small, which is usually the case for state-of-the-art space-
and airborne SAR sensors. In this case the spectral shift can be calculated by substituting the
frequency f in (2.25) by the center frequency f0.

The spectral shift results in a portion of the ground reflectivity spectrum that overlaps be-
tween primary and secondary acquisitions and a portion that does not and causes decorrelation.
Therefore, the coherence between the two SAR images decreases with increasing baseline.
The baseline length for which two images of distributed targets become totally decorrelated is
called the critical baseline B⊥,crit and is given according to the spectral shift model by [56]

B⊥,crit =
2Brgλr tan (θ1 − α)

mc
. (2.26)
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If the baseline length is smaller than the critical baseline, γrg can be calculated as [56]

γrg = 1− B⊥

B⊥,crit

. (2.27)

In these cases, the non-overlapping part of the spectra can be filtered out to improve coherence
at the expense of a degradation of the resolution in range, which is normally the preferred
option. The bandwidths W1 and W2, and the baseband center frequencies f1 and f2 of the
filters that allow avoiding baseline decorrelation are respectively given by [59]

W1 = W2 = Brg −∆f (2.28)

and

f1 = −f2 =
∆f

2
. (2.29)

Note that the spectral shift depends on the incidence angle and therefore the filtering parameters
vary across the swath. The presented expressions do not account for the short-range geometry
and the wide bandwidth of the signals and hence a new formulation is derived in this thesis in
Section 4.2.

2.3.2 Phase Unwrapping

Phase measurements are ambiguous modulo 2π, therefore, a phase unwrapping procedure is
needed before converting the interferometric phase into height. Many phase unwrapping tech-
niques rely on the assumption that the interferometric phase does not change more than π

between neighbouring pixels and, therefore, there is a unique solution for the absolute phase.
This assumption is often violated, e.g., due to sharp topography, foreshortening areas or sim-
ply phase noise. The difficulty of phase unwrapping increases with increasing baselines, i.e.,
smaller heights of ambiguity, because it is more likely that the assumption of phase continuity
between neighboring pixels is violated.

Techniques have been proposed that try to overcome the challenges of phase unwrapping
by using multiple interferograms of the same area with different heights of ambiguity. The
different heights of ambiguity can be achieved, for instance, from interferometric acquisi-
tions with different baselines, either in a single pass through a multistatic system with three or
more receivers or through multiple passes, TanDEM-X uses the second option [63]. Another
possibility to achieve different heights of ambiguity is using InSAR acquisitions at different
frequency bands [34].

Absolute ranging techniques such as radargrammetry could also be used to resolve phase
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ambiguities if their height accuracy is notably below the height of ambiguity [53]. The main
drawback is that the height accuracy in radargrammetry depends on the bandwidth and SAR
systems have historically been narrowband, making radargrammetric height accuracy to be in
a different order of magnitude compared to InSAR. Let us consider as an example a TanDEM-
X acquisition with Brg = 150MHz, a perpendicular baseline corresponding to 10% of the
critical baseline and 10m posting in range, the expected height accuracy of radargrammetry
will be around 6 times larger than the height of ambiguity. Comparable numbers are also
obtained for other spaceborne sensors currently in operation. For this reason, radargrammetry
was only used in the TanDEM-X mission to detect unwrapping errors over large areas by
averaging numerous radargrammetric height estimates and to calibrate the absolute height of
the DEM [63, 64].

2.3.3 DEM Height Errors

The relative height errors of the DEM ∆h depend on the errors of the estimated interferometric
phase and the scaling factor between interferometric phase and topographic height, i.e., the
height of ambiguity. They can be estimated as

∆h = hamb ·
∆ϕint

2π
, (2.30)

where ∆ϕint denotes the errors in the interferometric phase estimates. The errors in the inter-
ferometric phase can be calculated from the probability density of this phase estimate, which
is given by [11, 65]

pϕint
(ϕint;Nlooks) =

Γ
(
Nlooks +

1
2

)
(1− |γ|2)Nlooks |γ| cosϕint

2
√
πΓ (Nlooks) (1− |γ|2 cos2 ϕint)

Nlooks+
1
2

+
(1− |γ|2)Nlooks

2π
F

(
Nlooks, 1;

1

2
; |γ|2 cos2 ϕint

)
, (2.31)

where Nlooks denotes the number of independent looks, Γ (·) is the gamma function, and F (·)
is the Gauss hypergeometric function. Increasing the number of looks decreases the dispersion
of the phase estimates while reducing the resolution and vice versa.

Additional height errors can occur in the DEM due to errors in the measured radar posi-
tion and the interferometric baseline. Errors in the estimation of the perpendicular baseline
cause height errors due to a wrong phase-to-height scaling while errors in the estimation of the
parallel baseline can produce DEM tilts [24].
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3 Drone-Borne SAR

Drones have developed rapidly in recent years and offer unparalleled advantages as SAR-
carrying platforms that can complement traditional space- and airborne systems and support
their future development. Nevertheless, they also bring with them limitations and notable
particularities. The aim of this chapter is to introduce drone-based SAR and its specifics. The
chapter provides an overview of the state-of-the-art of drone-borne SAR, introduces the main
general constraints to be taken into account in SAR acquisitions using drones, discusses the
use of frequency-modulated continuous-wave radars (widely used onboard drones as opposed
to pulsed radars used in space) and describes motion compensation strategies that are needed
to focus the SAR data acquired from non-ideal trajectories.

3.1 State of the Art: Drone-Borne SAR Systems

The development of drone-borne SAR systems is a rather new topic compared to spaceborne
SAR. Table 5.1 provides an overview of currently existing drone-borne SAR systems according
to the literature.

In recent years, drone-based radar and SAR systems have been extensively investigated
for high resolution sub-surface imaging, e.g., for buried object detection [81, 82]. Landmine
detection is particularly interesting for drone-borne SAR, as drones allow detecting this type
of artifacts while maintaining a safe distance from them, unlike ground-based systems. In
addition, drones can search a wider area compared to ground-based systems. Examples of
such drone-based systems are those developed at the University of Ulm, Germany, [67], the
University of Oviedo, Spain, [80], and the DLR, Germany, [69].

Drone-based SAR for Earth observation purposes has also recently gained great interest.
Dares Tecnology and the Universitat Politècnica de Catalunya, Spain, are developing a system
working with 200MHz bandwidth at Ku band, which was able to produce repeat-pass InSAR
products [68]. The Jet Propulsion Laboratory (JPL) of NASA, USA, is also developing a dis-
tributed drone-based SAR system within the project Distributed Aperture Radar Tomographic
Sensors (DARTS). The main objective is the demonstration of distributed SAR concepts. Pre-
liminary bistatic SAR imaging and interferometric results were reported [70]. Gamma Remote
Sensing, Switzerland, is working towards drone- and car-borne SAR sensors for applications
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Table 3.1: Summary of current done-borne SAR systems reported in the literature.
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such as mapping surface displacements by means of repeat-pass InSAR acquisitions [72]. The
same application was tackled by the drone system developed at Sandia National Laborato-
ries, USA, [73]. At the Beijing Institute of Technology, China, a distributed drone-based SAR
system at P band has also been presented, which demonstrated tomographic measurements in
a single pass [79]. Note that preliminary repeat-pass, across-track InSAR products are only
reported for the systems in [68] and [73], which achieve resolutions comparable to those of
spaceborne systems due to the limited radar bandwidths and illustrate the difficulty of obtain-
ing very accurate height measurements from drone-borne repeat-pass InSAR.

Last but not least, the research training group KoRaTo (Kooperative Apertursynthese für

Radar-Tomographie, English: Cooperative aperture synthesis for tomographic radar imaging)
[83], in which the present work has been developed, is a joint project between the University of
Ulm and the Friedrich-Alexander-University Erlangen-Nuremberg with external support from
DLR that is currently working towards a new drone- and radar-based geophysical monitoring
system for applications such as the generation of DEMs.

3.2 Platform and Acquisition Constraints

The main constraints of low-altitude drones as SAR-carrying platforms are related to their
limited coverage and payload weight. Platform instabilities are also notable due to the low
weight. The main constraints of the acquisitions are summarized as follows:

- The flight heights for commercial drones are currently limited to a maximum of 120m
above ground level by European regulations. Higher altitudes of up to, e.g., 200m are
allowed, for instance, in China. Flight height restriction directly translates into a reduced
swath width and coverage.

- The flight speed of multicopters can be adjusted with flexibility since they do not need
a minimum speed in order to flight, i.e., stall speed, unlike fixed-wing aircraft. Current
platforms allow adjusting the flight speeds in a range of about 1m/s− 15m/s.

- The duration of the flight is constrained by the autonomy of batteries. Due to the short
ranges, the autonomy of batteries used for propulsion are normally the main restriction
over batteries feeding the radar system. In general, depending on the battery capacity,
payload weight and drone system itself, the flight duration can range from 3min to
30min.

A photograph of the drone with the radar system onboard that has been employed in the ex-
perimental demonstrations in this thesis is shown in Figure 3.1 [84, 85]. It is an hexacopter
with maximum take-off weight of about 15 kg and a maximum flight speed of 15m s−1. Its
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Figure 3.1: Photograph of the drone employed in this thesis with the radar system onboard during a
flight.

batteries allow a flight duration of around 7min with the payload onboard. An advantage of
multi-copters compared to fixed-wing platforms is the improved maneuverability.

3.3 Frequency-Modulated Continuous-Wave Radars

Frequency-modulated continuous-wave (FMCW) radars continuously transmit a signal with a
frequency modulation, usually a sawtooth, and with a long pulse duration. The signal backscat-
tered from a target is received and mixed with a portion of the transmitted signal to produce a
beat signal, whose frequency is proportional to the round-trip time of the radar signal [1,86,87].
The FMCW concept was proposed for its use in small radars with shorter ranges compared to
pulsed radars and, therefore, it is widely used with drone platforms .

A typical FMCW radar architecture is shown in Figure 3.2 (a). The chirp signal is gen-
erated using a voltage-controlled oscillator (VCO) and, after amplification, radiated through
an antenna. The received signal is typically amplified by a low noise amplifier (LNA) and
mixed with a portion of the transmitted signal, which is extracted by a coupler, to generate the
so-called beat signal. After applying a low-pass filter (LPF) and amplification to the desired
level, the beat signal is digitized by an analog-to-digital converter (ADC). The time-frequency
diagram of the relevant signals is depicted in Figure 3.2 (b), where sFMCW

tx (t), sFMCW
rx (t) and

sbeat (t) denote the transmitted, received and beat signal, respectively.

The transmitted signal of an FMCW radar can be modeled as in (2.1), assuming now a single
pulse is transmitted. Although the radar platform is continuously moving during an acquisi-
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(a) Simplified diagram of an FMCW radar architecture.

(b) Time-frequency diagram of the transmitted, received and beat signal for
an FMCW radar.

Figure 3.2: Diagrams of the hardware architecture and signals of an FMCW radar.

tion, the stop-and-go (or start-stop) approximation is normally assumed. This approximation
assumes that the radar platform is stationary during the transmission of the electromagnetic
pulse and the reception of the corresponding echo. The received signal is then approximated
as a time delayed and attenuated version of the transmitted signal and the antenna positions
are independent of fast time. This assumption is only valid when the range, pulse duration
and the platform speed are sufficiently low. In FMCW radars, the pulse duration is typically
longer than in pulsed radars, which may limit the application of the stop-and-go approxima-
tion. A parameter K that indicates how much the Doppler frequency changes within the pulse
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transmission can be defined for stripmap SAR as [86]

K = Tp ·Baz = Tp
4v

λ
sin

θaz
2
. (3.1)

In order for the stop-and-go approximation to be valid, K ≪ 1. Figure 3.3 shows the value
of the parameter K versus the platform speed and the pulse duration for a system working
at f0 = 2.5GHz and θaz = 45◦. For Tp ≤ 1ms and v ≤ 15m s−1, K is smaller than 0.1.
Therefore, the stop-and-go approximation holds for the drone-based SAR scenarios considered
in the framework of this thesis. The calculation of the parameter K can be extended to further
SAR modes [86].

Figure 3.3: Parameter K that indicates the validity of the stop-and-go approximation versus the plat-
form speed and the pulse duration. A system with f0 = 2.5GHz and θaz = 45◦ is assumed.

The radar signal received from a target located at a distance r0 that returns with a delay
td = 2r0/c is modeled as

sFMCW
rx (t; r0) = A · sFMCW

tx (t− td)

= A · sr (t− td) exp
[
j
(
2πf0 (t− td) + πKr (t− td)

2)] . (3.2)

The received signal is mixed with a portion of the transmitted signal. The mixer output is
modeled as the multiplication between sFMCW

tx (t) and the complex conjugate of sFMCW
rx (t),

which yields the beat signal sbeat(t). Assuming that high frequency components resulting from
the mixing are filtered out, either by means of a low-pass filter or because they are beyond the
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cut-off frequency of the mixer, sbeat(t) can be written as

sbeat (t; r0) = sFMCW
tx (t) · sFMCW∗

rx (t; r0)

= A · sr (t) · sr (t− td) · exp (j2πf0td) · exp
(
−jπKrt

2
d

)
· exp (j2πKrtdt) .

(3.3)

In FMCW radars, range compression is performed by taking the Fourier transform of the beat
signal, which is a processing operation equivalent to the matched filtering in pulsed radars.
The range-compressed signal can be written as

sFMCW
rc (f ; r0) = F [sbeat (t; r0)]

≈ A
′ · exp [j2πf0td] · exp

[
−jπKrt

2
d

]
· sinc [Tp (f +Krtd)] ,

(3.4)

where f denotes the frequency and A
′ is a factor controlling the power of the signal spectrum.

Applying the change of variables τ = f/Kr, the range-compressed signal can then be written
as

sFMCW
rc (τ ; r0) ≈ A

′ · exp (j2πf0td) · exp
(
−jπKrt

2
d

)
· sinc [KrTp (τ − td)] , (3.5)

where τ denotes the fast time variable after range compression. The signal sFMCW
rc (τ ; r0) is

equivalent to the range-compressed signal in a pulsed radar except for the term exp (−jπKrt
2
d),

which is a range-dependent phase term that is referred to as the residual video phase error
(RVPE). This term can be neglected for short ranges and small chirp rates, otherwise it needs
to be compensated for. Let us consider a drone-borne radar system with Tp = 1ms and
Brg = 3GHz, the RVPE is about 100◦ and 500◦ at ranges of 70m and 140m, respectively.
Therefore, this term cannot be neglected in this case due to the large chirp rate of the considered
radar. The RVPE can be removed by means of a multiplication of the range-compressed signal
with

HRVPE (τ) = exp
(
jπKrτ

2
)
. (3.6)

After compensating for the RVPE, the SAR processing in the case of FMCW radars is the same
as for pulsed radars [86].

3.4 Motion Errors and Their Compensation

In order to apply a SAR focusing algorithm working in the frequency domain, e.g., the ω-k
algorithm, the raw SAR data have to be acquired over a linear and uniformly sampled trajectory
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in the azimuth dimension [42]. Air and drone-borne systems suffer from turbulence that causes
forward velocity variations, changes in the attitude angles, and deviations from a straight path
during the acquisition and, therefore, the previous requirements are not met and additional
data preprocessing is needed. In order to compensate for the non-uniform data sampling in
azimuth, the SAR data after range compression are resampled to a uniformly spaced grid.
After this step, the SAR data are uniformly sampled both in the range and azimuth dimensions,
however, the antenna positions at each azimuth instant are still not along a linear path and
motion compensation (MoCo) is required.

3.4.1 Motion Compensation

Motion compensation was first proposed in [88] and aims to introduce the required delays in
the received signal so that it appears as if it was acquired from a linear trajectory. Both the
phase and the envelope of the received signal have to be corrected. The most efficient way of
applying the correction is by means of a phase ramp to correct the envelope and a phase multi-
ply to correct the signal phase, both in the range frequency domain [54]. The great challenge is
that it cannot be applied in the range frequency domain before range cell migration correction
and range compression, since the correction is range dependent. If the chirp scaling algorithm
is used to focus the data, the motion compensation has to be split in two steps, namely primary
and secondary motion compensation, as first proposed in [89]. This is however not possible
with the conventional ω-k algorithm because after Stolt interpolation the length of the azimuth
impulse response and Doppler rates are not range-dependent anymore. An extended version
of the ω-k algorithm was presented, proposing a modified Stolt interpolation that allows the
two-step motion compensation to be applied [90]. However, an efficient implementation in
the case of widebeam SAR data is still not possible and processing in sub-blocks would be
required [91]. Therefore, motion compensation may be implemented in time domain. An ad-
ditional consideration is needed if the extended chirp-scaling algorithm was used with FMCW
radar data. The extended chirp-scaling algorithm starts with the raw radar data before range
compression, i.e., a range chirp is still present, while FMCW data are different and range com-
pression using an fast Fourier Transform (FFT) has to be performed in advance. In that case,
a chirp signal would have to be re-introduced in the range-compressed FMCW data before
processing using the extended chirp-scaling algorithm.

Figure 3.4 (a) shows a generic geometry of motion compensation in the zero-Doppler plane,
where the range corrections are depicted for two targets located at same ground range positions
but at different heights. Pref and Preal denote the ideal and real antenna positions, respectively,
and ∆y (t) and ∆z (t) are the antenna deviations from the reference track in the horizontal
and vertical dimensions. ∆rTargetkMoCo , rk,real, and rk,ref with k ∈ {1, 2} denote, respectively,
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the motion compensation term, the real range and the reference range for each one of the
targets. The second important challenge of motion compensation is that the correction has to
be calculated considering the line-of-sight component of the deviation from a linear trajectory,
which depends on the height of the target as it can be deducted from the figure. Therefore, the
height of the targets in the scene has to be known or assumed. An initial guess or information
from an external DEM is normally used.

(a) Scheme of motion compensation geometry in the zero-
Doppler plane.

(b) Scheme of motion compensation geometry in the azimuth-
range plane.

Figure 3.4: Geometries of motion compensation approach. Adapted from [54].
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The phase of the SAR signal can be corrected by using a phase multiply given by

HMoCo (ta, τ ; r0) = exp

[
−j

4π

λ
·∆rMoCo (ta, τ ; r0)

]
, (3.7)

where ∆rMoCo (ta, τ ; r0) denotes the line-of-sight deviation to be corrected. Afterwards, the
envelope is corrected by means of an interpolation so that the samples of the radar signal appear
at the correct range position.

The previous corrections are only valid at the center of the aperture since the line-of-sight
distance to the targets varies with the squint angle, as depicted in Figure 3.4 (b). Therefore,
a phase error that is greater in the edges of the synthetic aperture would remain. The re-
maining phase error can be estimated and corrected using subapertures by computing a short-
time Fourier transform in azimuth and using the Doppler frequencies to apply the aperture-
dependent corrections under the assumption of flat ground as suggested in [92]. Note that this
approach also assumes that the motion error is constant along the subaperture. Nevertheless,
high-resolution imaging requires accurate motion compensation that considers the topogra-
phy across the synthetic aperture. The correction accounting also for the topography for the
subaperture i can be expressed as [93]

Hi (tai , τ ; r0) = exp

[
−j

4π

λ

(
−rreal (tai , τ ; r0) +

r0
cos βaz (tai)

− rmci

)]
, (3.8)

where tai denotes the azimuth axis within the subaperture, rreal (tai , τ ; r0) denotes the distance
between the real track and the target computed using a DEM and considering the squint angle
βaz (tai), and rmci is the motion compensation term already applied at the center of the synthetic
aperture, i.e., ∆rMoCo (ta, τ ; r0) for the specific aperture under consideration.

3.4.2 Residual Motion Compensation

The accuracy of the motion compensation techniques described in Section 3.4.1 is limited
by the accuracy of the measurements of the radar platform location and therefore residual
motion errors can remain. The joint use of modern positioning systems like differential Global
Navigation Satellite System (GNSS), real time kinematic (RTK) and inertial motion unit (IMU)
enable location accuracies in the sub-centimeter range, which allow producing high-resolution
SAR images and are good enough for many applications. In addition to the limited accuracy
of the positioning system, residual motion errors can cause misplacement in the response of
the targets in the focused SAR image, which will in turn produce an error in the measured
line-of-sight range and hence in the interferometric phase. If SAR data of an acquisition are
focused assuming a fixed squint angle, variations in the squint angle during the acquisition
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will produce errors in the measurement of the line-of-sight range [94, 95]. This problem is
especially important in air- and drone-borne InSAR with acquisitions performed from different
platforms, since the squint angles of both primary and secondary acquisition are independent.
Moreover, this issue can be more noticeable for multicopters than for fixed-wing aircraft.

Let us consider a SAR image that is focused assuming a certain squint. If in reality the data
are acquired with a different squint due to, for instance, a platform deviation from the planned
trajectory, the peak of the impulse response of a target will appear shifted in azimuth by [94]

∆raz = 2r0 sin∆βaz, (3.9)

where ∆βaz is the difference between the assumed and real squint angles. Due to the shift in
azimuth, the range-dependent range error induces an error in the interferometric phase. Usu-
ally this kind of errors are in the order of a few centimeters and are not critical to focus the SAR
data, although they can become important for interferometric applications, since the range er-
rors are in the order of the wavelength. The derivative of the interferometric phase error is
related to the differential azimuth shift between the two measurements, and the differential
azimuth shift ∆raz (raz, r) is accurately calculated in the coregistration step in the InSAR pro-
cessing chain. Therefore, the interferometric phase due to residual motion errors ∆ϕrme can
be estimated as [94]

∆ϕrme (raz, r) =

∫
2π∆raz (raz, r)

λr
draz + C, (3.10)

where C is an unknown integration constant. The accuracy of the residual error is limited
by the accuracy of the coregistration method and the spatial resolution of the SAR images.
Spectral coregistration reaches in general an accuracy better than 1/10 of resolution element
[96]. For the case of a drone SAR system with r0 = 100m and azimuth resolution of the
single-look complex (SLC) of 10 cm, this corresponds to sub-centimeter accuracy in the shift
estimation and an accuracy of 5 × 10−5 rad in the estimation of βaz. Considering for the
drone-borne InSAR case a flight altitude of 100m and variations in the squint angle during
the acquisition of ±4◦, observed azimuth shifts would be of a few meters, yielding errors in
the range measurement in the order of centimeters. These range errors can severely affect the
interferometric measurements, since they may be in the order of the wavelength.

A limitation of this method is that the estimation of the residual phase error worsens notably
in the low coherence areas. Reigber, et al. proposed an improved approach in which these
errors are estimated using multiple azimuth subapertures [97]. It takes advantage of the fact
that due to the motion of the platform, an area that appears decorrelated in the whole image
can still have a reasonable high coherence in a certain azimuth sublook, which can be used to
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perform the estimation.

3.4.3 Retrieving Topographic Height from the Interferometric Phase

The interferometric phase contains information about the relative topography of the scene. The
residual interferometric phase is obtained after subtracting the flat Earth phase term, computed
using the same DEM used for motion compensation, and contains information of the differ-
ence between the reference DEM and the real topography. Note that the flat Earth phase term
corresponds to the phase due to the reference DEM, which is not necessarily flat. If the to-
pography of the scene was exactly the same as the reference DEM, the residual interferometric
phase would be zero. This section shows how to retrieve the topographic information from the
the interferometric phase based on the approach in [98]. A detailed analysis of the content of
the interferometric phase is included in Appendix A.

Figure 3.5: Motion compensation geometry for the primary and secondary tracks in the zero-Doppler
plane. Adapted from [54].

Figure 3.5 shows the general motion compensation geometry for the primary and secondary
acquisitions in the zero-Doppler plane. The real positions of the primary and secondary acqui-
sitions are respectively denoted P1,real and P2,real, while the reference positions, i.e., positions
along a linear reference track, are respectively denoted P1,ref and P2,ref . The height above the
ground of the primary real and reference tracks are denoted Hreal and Href , respectively, while
the baselines between the real and reference tracks are denoted Breal and Bref , respectively.
The rest of the ranges are as follows:
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- r1o,real: distance between the real position of primary antenna and reference height.

- r1o,ref : distance between the reference position of the primary antenna and reference
height.

- r1h,real: distance between the real position of the primary antenna and a target at height
h.

- r1h,ref : distance between the reference position of the primary antenna and a target at
height h.

- r2o,real: distance between the real position of the secondary antenna and reference height.

- r2o,ref : distance between the reference position of the secondary antenna and reference
height.

- r2h,real: distance between the real position of the secondary antenna and a target at height
h.

- r2h,ref : distance between the reference position of the secondary antenna and a target at
height h.

The topographic height h can be accurately retrieved by means of the cosine law as

h = Hreal − r1o,real cos θ1h, (3.11)

where

θ1h = sin−1

[
r21o,real +B2

real −
(
λϕres

m·2π + r2o,real
)2

2Brealr1o,real

]
+ βreal, (3.12)

where ϕres denotes the interferometric phase after removing the phase due to the reference
DEM, i.e., the residual or flattened interferometric phase, and unwrapping.

A first order approximation of ∆rh can also be derived and used to retrieve the height infor-
mation from the flattened interferometric phase as

ϕres ≈ −4π

λ

Breal cos (θ1o,real − βreal)

r1o,real sin θ1o,real
= kreal

z h, (3.13)

where kreal
z is the vertical wavenumber calculated from the real antenna positions.
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4 Considerations for Drone-Borne SAR
and InSAR and System Design Aspects

This chapter discusses some of the key issues to be considered when performing drone-borne
SAR and InSAR. Two key aspects in the case of using ultra-wideband signals are addressed,
namely the baseline decorrelation model and the phase unwrapping using radargrammetry. In
addition, a design example of a drone-based InSAR system is provided, in which the peculiar-
ities of drone-based systems with respect to space- and airborne ones are highlighted.

4.1 Short-Range Imaging

An important peculiarity of drone-based SAR, compared to space- and airborne systems, is
the short-range geometry of the acquisitions. That is, the ranges to the scene are much shorter
and, therefore, the feasible baselines relative to the range are typically longer (considering
also the size of the platforms and the trajectory deviations). In addition, small changes in the
flight formation cause strong variations in the acquisition parameters due to the small baseline
in comparison to the flight height and the trajectory deviations. This short-range acquisition
geometry has two main implications, which are now discussed. Firstly, approximations that
assume a long distance to the targets are used in some of the expressions used for the design
and analysis of InSAR systems, which need to be validated [12]. Secondly, since the ranges
are considerably shorter, the deviations of the platform from a linear trajectory relative to the
flight height are larger. In this section, it is analysed whether the long-range approximation to
calculate parameters such as the height of ambiguity still holds in the case of drones and the
flight deviations to be expected based on recorded experimental data.

4.1.1 Validity of Long-Range Approximation of Basic InSAR Parameters

While exact topographic height retrieval using the law of cosines in (3.11) and (3.12) is used
in the processor, in the design and analysis of spaceborne InSAR systems it is usually assumed
that the baseline is much smaller than the range to the target, i.e., B ≪ r. This allows r1

and r2 to be considered as parallel (hence, this approximation is also known as parallel-ray
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approximation or plane wave approximation [99]) and then |∆r| ≈ B∥ [12, 99]. Figure 4.1
shows the InSAR geometry (with detail in the calculation of ∆r and B∥) in the cases of (a) the
plane wave approximation, where B ≪ r and hence r1 and r2 are approximated as parallel,
and (b) without the approximation.

Figure 4.1: InSAR geometry with detail in the calculation of ∆r: (a) plane-wave approximation, where
r1 and r2 are approximated as parallel, and (b) short-range geometry.

Considering the geometry in Figure 4.1 (b), the range difference ∆r can be derived using
the law of cosines, which results in

∆r = r2 − r1 =
√

r21 +B2 − 2r1B sin (θ − β)− r1. (4.1)

In the case of a range much longer than the baseline (approximation shown in Figure 4.1 (a)),
(4.1) can be simplified by using a Taylor expansion up to first order as [12]

∆r ≈ −B∥ = −B sin (θ − β) . (4.2)

Figure 4.2 (a) shows the difference in the value of ∆r calculated using (4.1) and (4.2) versus
the ratio B⊥/r. In the case of drone-based InSAR, B⊥/r can be in the order of 0.03 (e.g.,
B⊥ ≈ 6m and H = 100m), whereas in a spaceborne system, B⊥/r can be in the order
of 0.0004 (e.g., for TanDEM-X, B⊥ ≈ 260m and H = 511.5 km [24]). As expected, the
difference between the two results increases with B⊥/r. The difference in the computed ∆r

is smaller than 2% for B⊥/r < 0.06 and, therefore, the error resulting from the approximation
can be considered negligible.

Another important parameter derived using the same approximation is the height of ambi-
guity, which is a fundamental parameter in the design and performance estimation of InSAR
systems. The height of ambiguity is calculated from the sensitivity of the target height to the
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interferometric phase as [12]

hamb = 2π
∂h

∂ϕint

, (4.3)

where ∂h/∂ϕint can be calculated from (2.19) and (3.11), and either (4.1) or (4.2), resulting in

∂h

∂ϕint

≈ λr1 sin θ

2mπB cos (θ − β)
, (4.4)

and

∂h

∂ϕint

≈ λ sin θ

2mπB cos (θ − β)

√
r21 +B2 − 2r1B sin (θ − β), (4.5)

respectively. As it can be noted, (4.5) introduces a new term with respect to (4.4). Figure
4.2 (b) shows the difference in the value of ∂ϕint/∂h computed using (4.4) and (4.5) versus
the ratio B⊥/r. The difference in the calculated ∂ϕint/∂h is less than approximately 4% for
B⊥/r < 0.06. Therefore, the long-range approximation is still valid for a typical drone-based
InSAR scenario. Note that the long-range approximation used in the calculation of ∆r is also
used to derive other InSAR parameters such as the critical baseline or the height sensitivity.

Figure 4.2: (a) Error in the calculation of the range difference ∆r versus the ratio B⊥/r. (b) Error in
the calculation of ∂ϕint/∂h versus the ratio B⊥/r.

4.1.2 Track Deviations and Motion Compensation Requirements

The deviations of a drone from the ideal linear track are one of the critical points of drone-
based SAR and InSAR. While these deviations are not as large in absolute terms as for an
aircraft, their magnitude relative to the flight altitude is usually larger. In addition, the planned
and flown trajectories may differ due to the uncertainty of GNSS, which can cause offsets in
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the order of 1.5 − 2m. Trajectory deviations are evaluated in this section from experimental
data recorded in two experiments (both experiments are described in detail in Chapter 6).

Figure 4.3 shows, for a set of exemplary trajectories flown during an experiment performed
near Mittenwald, Germany, the deviations of the flown trajectories with respect to the linear
ones in the zero-Doppler plane in the (a) horizontal and (b) vertical dimensions with respect to
the azimuth position. Figure 4.3 (c) depicts the vertical deviations with respect to the horizontal
ones. These deviations do not include the offsets with respect to the planned tracks due to
GNSS. Figure 4.4 shows the correspondent histograms. Note that deviations in the vertical
dimension are considerably larger than in the horizontal dimension, with standard deviations
of 12 cm and 7 cm, respectively. The trajectories were planned with varying height and the
wind was negligible, which may explain the larger deviations in the vertical dimension.

Figure 4.3: Linear track deviations in the zero-Doppler plane versus azimuth in the (a) horizontal and
(b) vertical dimensions. (c) Vertical deviations with respect to the horizontal deviations. Data recorded
during an experimental acquisition near Mittenwald.

Figure 4.4: Histograms of the deviations in the zero-Doppler plane in the (a) horizontal and (b) vertical
dimensions. Data recorded during an experimental acquisition near Mittenwald.

Figure 4.5 (a) shows the accumulated deviations of the antenna positions in the along-track
direction with respect to the ideally uniformly-spaced phase centers, i.e., with constant speed
and PRF. The observed deviations are quite small, although in some cases they were as large
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as about 0.4m. Figure 4.5 (b) shows the deviations with respect to the planned speed, which
have a standard deviation of 0.04m s−1. The planned speed in this case was set to 3m s−1.

Figure 4.5: Histograms of (a) the accumulated deviations of the antenna positions with respect to the
ideally uniformly-spaced phase centers in the along-track dimension and (b) the deviations in the in-
stantaneous speed with respect to the planned speed. Data recorded during an experimental acquisition
near Mittenwald.

The deviations of the drone from the linear trajectory are highly variable and depend on the
trajectories and on the weather conditions, especially wind. Figure 4.6 shows the plots anal-
ogous to Figure 4.3 but recorded during an experiment near Ulm, Germany. The trajectories
are in this case more stable in the vertical dimension, which can also be seen in the histograms
of the deviations in the horizontal and vertical dimensions shown in Figure 4.7 (a) and (b), re-
spectively. In this experiment, the flight altitude was kept constant and the wind was stronger
(about 7 − 8m s−1 according to the weather forecast). The data were recorded at a flight al-
titude of 30m, hence wind effects are expected to be even more noticeable at higher altitudes
such as, for example, 100m.

Figure 4.6: Linear track deviations in the zero-Doppler plane versus azimuth in the (a) horizontal and
(b) vertical dimensions. (c) Vertical deviations with respect to the horizontal deviations. Data recorded
during an experimental acquisition near Ulm.

According to the previous analysed tracks, trajectory deviations on the order of ±30 cm can
generally be expected. Apart from the need of motion compensation to focus the SAR data,
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Figure 4.7: Histograms of the deviations in the zero-Doppler plane in the (a) horizontal and (b) vertical
dimensions. Data recorded during an experimental acquisition near Ulm.

the large relative trajectory deviations have several other implications. Firstly, the acquisition
parameters, e.g., the height of ambiguity in InSAR, change notably and rapidly during the
acquisition. Given the observed deviations, baselines smaller than approximately 0.5m may be
difficult to achieve in repeat-pass InSAR acquisitions. Furthermore, in the case of InSAR, the
observed trajectory deviations can even be of similar magnitude to the largest usable baselines,
depending on the flight height and radar bandwidth, e.g., the critical baseline at X band is
smaller than 5m in the middle of the swath in the case of repeat-pass InSAR with H = 50m

and Brg = 1GHz. If a baseline of, for example, 1m is used, baseline variations of nearly
50% may occur over just a few meters, leading to rapid changes in InSAR parameters like the
height of ambiguity. For this reason, a wide bandwidth is not only useful in the case of drones
to increase the resolution, but also allows for larger baselines, where the relative variation of
the acquisition parameters due to trajectory deviations is smaller compared to shorter baselines.
The use of lower frequencies is also beneficial to increase the feasible baselines. Secondly, it
is difficult to achieve a very specific baseline due to the deviations from the linear trajectory
and the offsets with respect to the planned trajectory because of the limited GNSS accuracy
(about ±1.5m). Baselines within a specific interval may be necessary, for instance, in some
phase unwrapping approaches [63]. A third issue appears for single-pass bistatic InSAR as
a minimum safe baseline, which is in fact a quite large one, is needed to minimize the risk
of collision between platforms. However, note that in this case the same performance as in
repeat-pass InSAR is achieved with baselines approximately twice as large, which relaxes the
baseline constraints by a factor of two.

Due to the trajectory deviations, precise motion compensation is required to focus the SAR
data, which imposes stringent requirements on the knowledge of the scene topography due to
the short-range geometry of the acquisition. This is because the shorter the range, the more the
line-of-sight projection of the track deviation varies. The motion compensation term ∆rMoCo
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for the platform i is computed as

∆rMoCo = (Pi,ref − Pi,real) • êi,rg, (4.6)

where • denotes the scalar product and êi,rg is the unit vector in the line-of-sight direction,
which is calculated based on the target position. A change in the assumed target height re-
sults in a change in the line-of-sight vector, which in turn modifies the calculated motion
compensation term. Figure 4.8 shows the errors resulting from the calculation of the motion
compensation terms as a function of the target height error for different flight heights in the
case of platform deviations in the zero-Doppler plane of 20 cm in both the horizontal and ver-
tical dimensions. Flight heights of 40m, 80m and 120m, an incidence angle of 45◦ and target
height errors between −10m and 10m are considered. In the plot, the dashed and dashed-
dotted lines indicate respectively the values ±λ/4 for center frequencies equal to 2.5GHz and
7.5GHz. Having uncompensated motion errors less than ±λ/4 is usually a reasonable require-
ment to achieve correctly focused SAR images. For a flight height of 40m, a knowledge of
the target height better than 7.5m and 3.5m is required for the error to be less than λ/4 in the
cases of center frequencies equal to 2.5GHz and 7.5GHz, respectively. The error decreases
for higher flight altitudes and the same platform deviation.

Figure 4.8: Error resulting from the calculation of the motion compensation terms due to an uncertainty
in the terrain height, assuming an incidence angle of 45◦ and a platform deviation in the zero-Doppler
plane of 20 cm both in the horizontal and vertical dimensions. The dashed and dashed-dotted lines
indicate the values ±λ/4 for center frequencies equal to 2.5GHz and 7.5GHz, respectively.
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4.2 Model for the Baseline Decorrelation in the Case of
Wideband Signals

The range or baseline decorrelation γrg is a contribution to the interferometric coherence loss
caused by the difference between the incidence angles of the primary and secondary acquisi-
tions, θ1,inc and θ2,inc, respectively, when a scene with distributed scatterers is imaged [11, 59].
The well-established model assumes a spectral shift to compute the increasing coherence loss
with increasing baseline lengths [59]. However, a non-negligible spectral shrinkage also oc-
curs in ultra-wideband InSAR when large baselines relative to the platform altitude, which are
needed to obtain very high DEM height accuracies, are used. In this section, a novel general-
ized formulation for the model is derived that accurately describes the expected coherence loss
and the critical baseline and allows retrieving the whole coherence by an appropriate filtering
of the radar signals in range.

4.2.1 Geometric Decorrelation and Critical Baseline

Let us consider the InSAR acquisition geometry represented in Figure 4.9. In the figure, y0
denotes the ground range coordinate of a specific target.

Figure 4.9: Geometry of across-track InSAR acquisition in the zero-Doppler plane.

In order to derive the baseline decorrelation the signal model from [62] and a similar proce-
dure are considered. The round-trip delay of the electromagnetic wave for a point y = y0 + u

on the y axis, where y0 is the reference point and u is the displacement from the reference point
can be approximated as

t =
2

c
(z01 + u sin θ1,inc) , (4.7)
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where z01 =
√
H2 + y20 . Therefore, the down-converted signal in platform 1 may be approxi-

mated by

s1

(
2u

c
sin θ1,inc

)
= r (y0 + u) · exp

[
−j

(
2ω0

c

)
(z01 + u sin θ1,inc)

]
⊛ w

(
2u

c
sin θ1,inc

)
,

(4.8)

where ⊛ denotes convolution, ω0 = 2πf0 is the center frequency, r(y) is the terrain reflectivity
and w (2u/c sin θ1,inc) is the impulse response of the system. Note that the impulse response of
the system does not depend on z01, which only introduces a phase shift to the received signal.
The signal model is valid for both pulsed and FMCW radars. Defining τ = 2u/c, (4.8) can be
rewritten as

s1 (τ · sin θ1,inc) = r
(
y0 +

τc

2

)
exp

(
−j

2ω0

c
z01

)
exp (−jω0τ sin θ1,inc)⊛ w (τ sin θ1,inc) .

(4.9)

Then, Fourier transforming (4.9) with respect to τ , results in

S1 (ω) = R (ω + ω0 sin θ1,inc) exp

(
−j

2ω0

c
z01

)
W

(
ω

sin θ1,inc

)
, (4.10)

where R (ω) and W (ω) are the Fourier transforms of the terrain reflectivity, r (y0 + τc/2),
and the system impulse response, ω (τ), respectively. Similarly, the signal corresponding to
platform 2 can be written as

Srepeat−pass
2 (ω) = R (ω + ω0 sin θ2,inc) exp

(
−j

2ω0

c
z02

)
W

(
ω

sin θ2,inc

)
, (4.11)

where z02 =
√
(H +B sin β)2 + y20 , and

Ssingle−pass
2 (ω) = R

(
ω + ω0

sin θ1,inc + sin θ2,inc
2

)
exp

(
−j

ω0

c
(z01 + z02)

)
W

(
2ω

sin θ1,inc + sin θ2,inc

)
, (4.12)

for the cases of repeat-pass and single-pass InSAR, respectively. No assumptions have been
made so far regarding the shape of the system impulse response w(·), although it is assumed
that the two acquisitions have perfect antenna pointing towards the considered point. The
Fourier transforms of both signals show that, in the case of repeat-pass InSAR, the terrain
reflectivity is shifted in frequency by 2πf0 sin θi,inc, being i the acquisition number, and the
bandwidth is stretched by a factor of 1/ sin θi,inc. Analogously, in the bistatic acquisition for
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single-pass bistatic InSAR, the terrain reflectivity is shifted by 2πf0 (sin θ1,inc + sin θ2,inc) /2

and stretched by 2/ (sin θ1,inc + sin θ2,inc). The shrinkage of the spectra can only be neglected
for narrowband signals.

It can be shown that the frequency shift and bandwidth shrinkage are equivalent to a model
that projects the imaged frequencies of the transmitted spectra on the ground [11, 59]. If the
projected frequencies are denoted as fy, then the projected frequencies for platforms 1 and 2
are given, respectively, by fy,1 = f sin θ1,inc and fy,2 = f sin θ2,inc. Under the assumption of
rectangular spectra and for θ1,inc > θ2,inc, the projected spectra as well as the overlapping parts
look as depicted in Figure 4.10, where fmax

y,i and fmin
y,i are respectively the projections of the

maximum and minimum transmitted frequencies for each of the platforms. The greater the
overlap between the imaged ground reflectivity spectra of the two SAR images, the higher
the coherence between them. Thus, the baseline correlation coefficient may be computed
considering the common and non-common parts of the spectrum as proposed in [56]

γrg = 2
fmax
y,2 − fmin

y,1[(
fmax
y,1 − fmin

y,1

)
+
(
fmax
y,2 − fmin

y,2

)] . (4.13)

Note that a factor of 2 must be considered between the common and non-common parts be-
cause the latter appear only in one of the two SAR images.

Figure 4.10: Ground-range projected spectra of the two SAR images. Overlapping and non-overlapping
regions are indicated.

A shift factor ϑ between the two SAR signals can be defined as

ϑrepeat =
sin θ1,inc
sin θ2,inc

(4.14)

for the case of repeat-pass interferometry, and as

ϑsingle =
2

1 + 1/ϑrepeat

(4.15)

for the case of single-pass interferometry. Using the shift factor, (4.13) can be then rewritten
as

γrg =
1

BF

[
2 +BF

1 + ϑ
− 2−BF

1 + 1/ϑ

]
(4.16)
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for baselines smaller than B⊥,crit, where ϑ is the shift factor determined by either (4.14) or
(4.15) depending on the acquisition mode [56, 59]. If ∆θ is small, the long-range and narrow-
band approximations hold and (4.16) yields the linear baseline decorrelation expression used
in spaceborne scenarios, in which the single- and repeat-pass expressions only differ by a fac-
tor of 2 [11]. The critical baseline B⊥,crit may be derived from (4.16) assuming γrg = 0 and
solving for B⊥. The shift factor at the critical baseline is given by

ϑcrit =
2 +BF

2−BF

. (4.17)

Considering also that the interferometric angle is given by

∆θ = arctan

(
B⊥

r1 −B∥

)
, (4.18)

B⊥,crit can be approximated as

B⊥,crit ≈
r1

tan (θ1 − β) + 1

tan
(

θ1
m

BF
1+BF /2

) . (4.19)

The baseline decorrelation has been evaluated from simulated radar data generated through
InSAR acquisitions over a uniform, surface-like scene modeled using numerous point scatter-
ers (at least 10 per resolution cell) and compared with the narrow- and wideband models. All
the targets were placed at the same height in order to simulate a surface-like scattering. The
azimuth dimension was omitted in the simulation, so multiple azimuth looks were generated
as independent simulations. The range-compressed signal of each acquisition in the case of
repeat-pass InSAR is modeled considering K scatterers within the imaged scene as [100]

si,rc (fr) =
K∑
k=1

Ak exp

[
−j

4π

c
frri,k

]
, (4.20)

where Ak is the reflectivity of the point scatterers, and ri,k is the range from the platform i to
the point scatterer k. The reflectivity of the point scatterer is considered to be the same for all
of them. In the case of single-pass InSAR, the bistatic acquisition is modeled considering the
path from the primary antenna to the target and then to the secondary antenna.

Figure 4.11 depicts, for the case of repeat-pass InSAR, (a) the predicted baseline coher-
ence coefficient and (b) the critical baseline using the conventional and proposed models with
dashed and solid lines, respectively. An incidence angle of 45◦, a platform height of 40m, and
a center frequency of 2.5GHz are considered for the simulation. However, the results are pre-
sented with respect to the normalized baselines and bandwidths to keep them general. Figure
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4.11 (a) shows the predicted γrg with respect to the ratio B⊥/B⊥,crit, calculating B⊥,crit using
(4.19) and assuming fractional bandwidths of 10% (orange) and 100% (blue). The conven-
tional model notably underestimates the baseline decorrelation for wide fractional bandwidths
and large baselines. Figure 4.11 (b) compares the critical baseline calculated using the con-
ventional formula and (4.19). The former gives values larger than using (4.19) by a factor of
1.25, 1.55 and 1.9 at fractional bandwidths of 20%, 40%, and 60%, respectively. The values of
the coherence and the critical baseline obtained with (4.16) and (4.19), respectively, agree with
the simulations. If we consider a UAV-based wideband InSAR system with a fractional band-
width of 100% and a perpendicular baseline equal to 0.2 · B⊥,crit, the wideband model leads
to γrg ≈ 0.65, while the conventional model yields a value of 0.8, therefore overestimating
the performance. The failure of the conventional narrowband approximation can also become
significant for wideband coherence SAR tomography and can lead to a baseline-dependent
discrepancy between the measured and expected coherences.

Figure 4.12 shows the analogous plots to Figure 4.11 in the case of single-pass InSAR. The
curves for the case of single-pass InSAR are similar but considering baselines approximately
twice as large.

Figure 4.11: (a) Baseline correlation coefficient obtained with the conventional and wideband models
with respect to B⊥ for BF = 10% (blue) and BF = 100% (orange) in the case of repeat-pass InSAR.
(b) Critical baseline obtained with the conventional (dashed) and wideband (solid) models versus BF

in the case of repeat-pass InSAR.

4.2.2 Modified Spectral Filtering for Wideband SAR Signals

The state-of-the-art filters to avoid baseline decorrelation only consider a spectral shift [59].
The spectral shrinkage, however, also needs to be accounted for in the wideband case. The
wideband definition of the filters to bring the signals to a common band in range is directly
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Figure 4.12: (a) Baseline correlation coefficient obtained with the conventional and wideband models
with respect to B⊥ for BF = 10% (blue) and BF = 100% (orange) in the case of single-pass InSAR.
(b) Critical baseline obtained with the conventional (dashed) and wideband (solid) models versus BF

in the case of single-pass InSAR.

Figure 4.13: Simulated baseline correlation coefficient without filtering (dash-dotted) and after filtering
with the conventional (dashed) and the wideband (solid) filters for BF = 10% (blue) and BF = 100%
(orange) in the cases of (a) repeat-pass InSAR and (b) single-pass InSAR.

derived from the sketch in Figure 4.10 to remove the non-common spectra of the InSAR pair,
yielding Wwb

f1
= f0

2

[
(2 +BF )

1
ϑ
− (2−BF )

]
fwb
0,f1

= f0
4

[
(2 +BF )

(
1
ϑ
− 1
)] (4.21)

and Wwb
f2

= f0
2
[(2 +BF )− (2−BF )ϑ]

fwb
0,f2

= f0
4
[(2−BF ) (ϑ− 1)] ,

(4.22)
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where Wwb
fi and fwb

0,fi
denote the bandwidth and center frequency of each filter, respectively.

The filters depend on the incidence angle and have to be adapted depending on the topogra-
phy, which can be estimated, e.g., from an external DEM or a coarser DEM obtained from a
preliminary processing of the data, and the range like in their narrowband definition [59]. The
two filtered SAR images contain the same portion of the ground reflectivity spectrum. Due
to the different incidence angles, the resolution and bandwidth of the filtered SAR images in
slant range are different. The difference in bandwidth is negligible only in narrowband sys-
tems because ∆θ is small. Figure 4.13 shows γrg measured from filtered data in the cases of
(a) repeat-pass and (b) single-pass InSAR, where the dashed and solid lines depict the results
using the conventional and wideband filters, respectively. The proposed wideband filters fully
recover the coherence as they perfectly match the common bandwidth, while the state-of-the-
art filters intended for narrowband signals are less effective for wide fractional bandwidths and
large baselines [59]. The recovered γrg is not strictly 1 due mainly to residual coregistration
errors.

The effect of the spectral shrinkage results to be still small for systems with a fractional
bandwidth smaller than 10%. Discrepancies become significant starting at fractional band-
widths of 30%, especially regarding the calculation of the critical baseline.

4.3 Using Radargrammetry to Support Phase Unwrapping

As the baseline increases, the phase variation of the interferogram becomes faster (especially
in areas with slopes facing the radar) and there comes a time when it is no longer possible
to associate the phase value to the correct phase cycle, a fundamental step to form a DEM.
Phase unwrapping errors can be resolved by having one or more additional interferograms of
the same area with different heights of ambiguity, e.g., with a different baseline [55, 63].

A further aspect to be considered that is key in drone-based InSAR is the DEM errors caused
by the limited accuracy of positioning systems. Baseline errors can lead to height errors and
tilts of the DEMs. To effectively resolve unwrapping errors of an interferogram using another
interferogram, the motion errors of both acquisitions need to be negligible or the same, oth-
erwise discrepancies due to motion errors may be erroneously treated as phase unwrapping
errors. Some algorithms used to correct for the effects of motion errors compare the DEMs
with a reference DEM, which requires the generated DEMs to be correctly unwrapped, oth-
erwise unwanted artifacts may be introduced [97]. Both types of errors, which are critical in
drone-based InSAR, cannot be easily separated.

Furthermore, reference DEMs of the surveyed area may not be available or of sufficient
quality. For instance, the expected height accuracy of the drone-based InSAR DEM may be of
20 cm at 25 cm × 25 cm independent posting, generated with a height of ambiguity of about
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2m over a ground swath width of 100m. The global TanDEM-X DEM has a height accuracy
of 2m at an independent posting of 12m × 12m [101]. The reference DEM would not be
sufficient to correct for phase unwrapping errors or to calibrate the DEM, e.g., correcting for a
tilt causing a 1-m height difference between the near and far range.

A single-pass InSAR acquisition with the two antennas on the same platform has a high
height of ambiguity, which favors phase unwrapping, but may not be available or accurate
enough depending on the frequency band. In addition, it may still contain non-negligible errors
due to positioning errors [34]. An InSAR acquisition with a small baseline could also be used,
either in single-pass with antennas located on different platforms or in repeat-pass. However,
achieving a small baseline is challenging with drones due to the uncertainty in the flown tracks
with respect to the planned one and trajectory deviations. Furthermore, DEM errors due to
baseline errors are different for both acquisitions, which may limit the effectiveness of the
correction.

Radargrammetry is an alternative to support phase unwrapping that can be used in wideband
InSAR systems [48, 49]. A fundamental advantage of using radargrammetry is that it can be
integrated very efficiently with InSAR due to the high commonalities between both processing
chains, i.e., the radargrammetric shifts are already computed in the coregistration stage. A
second advantage is that the height errors due to baseline errors are the same in the InSAR and
radargrammetric DEMs (cf. Section 4.3.3) and, therefore, by comparing both measurements,
phase unwrapping errors can be detected without mixing them with errors caused by inaccurate
positioning.

Radargrammetry was used in the TanDEM-X mission to detect phase unwrapping errors
and calibrate the DEMs to absolute heights. Nevertheless, because of the poor height accuracy
of radargrammetry for narrowband signals, it was necessary to average many resolution cells
over large areas [63, 64]. Let us consider a TanDEM-X acquisition with a baseline equal to
10% of the critical baseline, a bandwidth of 150MHz, and an independent posting of 10m
in range; the height accuracy, calculated from the Cramer-Rao lower bound, is about 30m at
an incidence angle of 40◦. In the following, it is shown that radargrammetry can be used in
wideband and multi-band InSAR systems for phase unwrapping at a much smaller scale.

The analysis considers the case of fully developed speckle, while the presence of features
in the SAR images can further improve the shift estimation and thus the height accuracy of
the radargrammetric DEM [102]. The Cramer-Rao lower bounds on the standard deviation
of the height accuracies of InSAR σcrlb

h,InSAR and radargrammetry σcrlb
h,rad are given, respectively,

by [12, 103]

σcrlb
h,InSAR =

(
λ

2
· r1 sin θ1

B⊥
· 1

2π

)
· 1

|γ|
·
√

1− |γ|2√
2Nlooks

(4.23)
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and

σcrlb
h,rad =

(
c

2Brg

· r1 sin θ1
B⊥

)
·
√

3

2Nc

√
1− |γ|2
π|γ|

· osf
3
2 , (4.24)

where osf is the range oversampling factor. Note that coherent cross-correlation is considered
for the estimation of radargrammetric shifts. The second part of (4.23) and (4.24) represents
the Cramer-Rao lower bound on the standard deviation of the estimate of the InSAR phase
and the radargrammetric shift, respectively. The two height estimates are compared assuming
a sufficient number of looks and no interferometric phase wrapping. The ratio between the
Cramer-Rao lower bound on the standard deviations of the height accuracy of radargrammetry
and InSAR results in

σcrlb
h,rad

σcrlb
h,InSAR

=
1

BF

· 2
√
3 · osf

3
2 . (4.25)

The height accuracy of radargrammetry approaches that of InSAR when the fractional band-
width BF increases because the scaling factor between the radargrammetric shift and the to-
pographic height decreases with Brg. However, the maximum possible BF is 2, hence, σcrlb

h,rad

never reaches σcrlb
h,InSAR according to (4.25) in the limit of a sufficient number of looks. Fig-

ure 4.14 (a) shows the expected performance of InSAR and radargrammetry with respect to
BF , assuming B⊥ = 0.1 · B⊥,crit, θ1 = 45o, γ = 0.8, and Nlooks = Nc = 12. The perfor-
mance difference between both methods is reduced due to the sensitivity term although never
equal. Although interferometry outperforms radargrammetry, their performance is comparable
in wideband systems, and hence, radargrammetry can be exploited to support phase unwrap-
ping when the height accuracy of radargrammetry σh,rad is notably below hamb. The ratio
between σcrlb

h,rad and hamb in the case of equal acquisition configurations is given by

σcrlb
h,rad

hamb

=
1

BF

σcrlb
shift,cc. (4.26)

Note that σcrlb
shift,cc depends on the interferometric coherence and the number of looks. This

quantity is depicted in Figure 4.14 (b) with respect to the fractional bandwidth in the case of
Nc = 12 and interferometric coherences of 0.5, 0.7 and 0.9. The ratio between σcrlb

h,rad and hamb

results to be lower than 1 for BF > 6% and BF > 20% for γ = 0.9 and γ = 0.5, respectively.
Considering the parameters of the HRWS mission, Figure 4.14 (b) shows that radargrammetry
is a promising solution for phase unwrapping in future wideband InSAR missions in X band
[21].
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Figure 4.14: (a) Height accuracy of interferometry and radargrammetry, and height of ambiguity with
respect to the fractional bandwidth of the system, assuming B⊥ = 0.1 ·B⊥,crit, θ1 = 45o, γ = 0.8, and
Nlooks = Nc = 12. (b) Ratio σcrlb

h,rad/hamb versus the fractional bandwidth in the case of Nc = 12 and
interferometric coherences of 0.5, 0.7 and 0.9.

4.3.1 Phase Unwrapping in Wideband Systems

The proposed approach uses an absolute DEM obtained with radargrammetry to pixelwise
detect and correct phase unwrapping errors in the DEM generated using interferometry. A
phase unwrapping error is detected if the difference between the DEMs from InSAR and radar-
grammetry is larger than hamb/2. Upon detection of a phase unwrapping error, the height is
corrected as

hcorr = hInSAR +
⌊hrad − hInSAR

hamb

⌉
· hamb, (4.27)

where hInSAR and hrad denote the heights of the DEMs from InSAR and radargrammetry,
respectively, hcorr is the corrected height, and ⌊⌉ is the operation of rounding to the nearest
integer. A very low probability of phase unwrapping errors is needed in the considered pix-
elwise approach, i.e., σh,rad/hamb < 1/6 for a correct unwrapping in around 99.7% of the
cases [63]. Post-processing techniques that exploit surrounding pixels might further relax this
requirement in the pixelwise approach. According to (4.26), phase unwrapping can be effec-
tively performed with a single-baseline acquisition if the fractional bandwidth is sufficiently
large. Furthermore, σh,rad can be improved by increasing Nc or averaging estimations, never-
theless the resolutions of the DEMs from radargrammetry and interferometry should be kept
at a similar scale.

The proposed approach is applied to simulated radar data generated with different acqui-
sition parameters to evaluate its phase unwrapping performance. The radar data were again
generated through repeat-pass InSAR acquisitions over a uniform scene modeled using nu-
merous point scatterers [100]. The probability of unwrapping errors is computed as the ratio



58 4 Considerations for Drone-Borne SAR and InSAR and System Design Aspects

of the number of simulated DEM pixels where |hrad − htrue| > hamb/2, being htrue the true
terrain height, to the total number of simulated pixels. Figure 4.15 shows the probability of
residual unwrapping errors when the unwrapping errors are corrected using a radargrammetric
DEM generated from the same InSAR data versus the interferometric coherence and the frac-
tional bandwidth. 5 looks are assumed in both azimuth and range, as well as a large baseline
equal to 0.1 · B⊥,crit. A probability of phase unwrapping errors smaller than 0.1% is obtained
for a fractional bandwidth of 1 and interferometric coherences larger than 0.5.

Figure 4.15: Probability of phase unwrapping errors versus the fractional bandwidth and the interfero-
metric coherence when the unwrapping errors are corrected using a DEM obtained using radargramme-
try on the same InSAR data, i.e., with no additional baselines or frequency bands.

When the requirement on the probability of phase unwrapping errors cannot be met, a second
acquisition with a smaller baseline can be used. In this case, the DEM from radargrammetry
obtained with the large baseline is used to correct for phase unwrapping errors in the small-
baseline DEM formed using InSAR. The small-baseline DEM obtained with InSAR is then
used to correct phase unwrapping errors in the large-baseline DEM. Figure 4.16 (a) shows
for the proposed dual-baseline approach the probability of residual phase unwrapping errors
for multiple values of the fractional bandwidth and the interferometric coherence. 5 looks are
assumed in both azimuth and range. This corresponds to an independent posting of 0.25m
in azimuth and 0.35m in ground range, assuming Brg = 3GHz, θ1 = 45◦ and no slope.
The baseline ratio is chosen according to the red line in Figure 4.16 (b), which minimizes
the probability of unwrapping errors with respect to the fractional bandwidth, while a large
baseline equal to 0.1 · B⊥,crit is used. The dashed and dotted lines in Figure 4.16 (a) indicate
where the single-baseline approach would allow a probability of phase unwrapping errors of
1% and 0.1%, respectively, (see Figure 4.15 ). The results show that unwrapping errors less
than 1% can be achieved with radargrammetry by considering a second acquisition with a
smaller baseline, BF > 10% and γ > 0.6, and hence the proposed approach is a promising
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technique for future spaceborne wideband InSAR missions.

While the discussed case concerns two InSAR acquisitions that are obtained separately, three
platforms in a single pass or three repeat-pass monostatic acquisitions can be used as well.

Figure 4.16: (a) Probability of phase unwrapping errors versus BF and the coherence when the unwrap-
ping errors are corrected using a DEM from radargrammetry and one or two baselines. The dashed and
dotted lines indicate where 1% and 0.1% phase unwrapping errors are obtained with a single baseline,
respectively. A multi-looking factor of 25 is considered. (b) Probability of phase unwrapping errors
when a second acquisition with a smaller baseline is used as a function of BF and the ratio between the
smaller BS

⊥ and larger BL
⊥ perpendicular baselines. The red line shows the optimum baseline ratio.

4.3.2 Phase Unwrapping in Multi-Band SAR Systems

Using acquisitions in multiple, not adjacent frequency bands is another option to relax the con-
dition in (4.26). This strategy is in line with many future SAR missions using multi-band SAR
to investigate diverse natural processes simultaneously, e.g., the F-SAR, UAV-based systems
or NASA-ISRO SAR [84, 104, 105].

A system operating in two frequency bands is assumed, the upper band is used to generate
the final accurate DEM, while the lower band is used to form an easier-to-unwrap interfer-
ogram. The DEM from InSAR in the lower frequency band is used as an intermediate step
similarly to the dual-baseline approach discussed above. The lower-band InSAR acquisition
has potentially a smaller bandwidth but the same baseline as the upper-band one, nevertheless,
the critical baseline depends on the fractional bandwidth, whose variation is reasonable to be
smaller. The number of looks at each frequency band is chosen to maintain similar resolutions
between the respective DEMs. Figure 4.17 shows the simulated probability of unwrapping er-
rors with respect to the interferometric coherence and the fractional bandwidth. The fractional
bandwidth of the lower frequency band is assumed to be 20%. The chosen ratio between the
upper fU

c and lower band fL
c center frequencies follows a similar trend to the ratio between

baselines, depicted in Figure 4.16 (b). The different ground penetration in each frequency
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band is modeled by assuming for the volume representing the soil a vertical exponential re-
flectivity profile, whose extinction coefficient is calculated from the permittivities measured
by Hallikainen for a slightly moisturized clayey soil [106]. As in Figure 4.16 (a), the dashed
and dotted lines indicate where a single frequency band allows for a probability of unwrapping
errors of 1% and 0.1%, respectively, according to Figure 4.15. Phase unwrapping errors of less
than 1% are obtained with the described system for BF > 10%.

This approach is suitable to be used in a multi-band UAV system as its applicability is not
constrained by the need of specific baselines, which may be hard to achieve due to the low
relative flight accuracy of UAVs [63, 84]. In the case of very different center frequencies,
DEM calibration may be required to account for, e.g., the different ground penetration in each
frequency band, similar to other multi-band approaches [34].

Figure 4.17: Probability of phase unwrapping errors versus the fractional bandwidth and the coherence
in a multi-band system with a secondary lower-band with BF = 0.2. A multi-looking factor of 25 is
assumed.

4.3.3 Comparison of InSAR and Radargrammetry Range Shift
Measurements

To effectively use radargrammetry to support the phase unwrapping in a real scenario, it is
key to analyse possible discrepancies that may occur between InSAR and radargrammetric
measurements that may degrade the performance of the technique. A fundamental issue that is
more relevant in drone-borne SAR is to deal with phase unwrapping errors and motion errors
at the same time, as both cause errors in the interferometric phase. DEMs generated with
an uncertainty in the baseline can be calibrated using a reference DEM. In the case phase
unwrapping errors are present, the calibration may be erroneous since phase errors due to
incorrect unwrapping are treated as errors due to position uncertainty. In the case of drones,
the magnitude of both errors can be similar and therefore dealing with both types of errors
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at the same time is challenging. In this context, radargrammetry can provide further benefits
since it is an absolute measurement and the radargrammetric shifts are calculated from the
same InSAR data, i.e., position errors are the same. It is needed, however, to analyze whether
motion errors affect the two measurements in the same way, in order to avoid discrepancies
between them that reduce the performance of the technique.

The SAR signals in the range dimension after range compression for the primary and sec-
ondary acquisitions s1,rc (τ1) and s2,rc (τ2) can be respectively written, considering a single
point-like target for simplicity, as

s1,rc (τ1) = exp [−j2πf0td,1] · exp [jϕtgt1] · sinc [πBrg (τ1 − td,1)] (4.28)

and

s2,rc (τ2) = exp [−j2πf0td,2] · exp [jϕtgt2] · sinc [πBrg (τ2 − td,2)] , (4.29)

where ϕtgt1 and ϕtgt2 are the target phases measured by the primary and secondary radars,
respectively, and td,1 and td,2 and the round-trip delays corresponding to the primary and sec-
ondary acquisitions, respectively. In the case of an uncertainty in the position of the sensor,
the position error translates into an error in the measured range, or time delay, to the target.
The delay errors are denoted ∆td,1 and ∆td,2 for the primary and secondary acquisitions, re-
spectively. Note that the delay error depends on the position of the targets as it is due to the
line-of-sight component of the position error. The SAR signals in the range dimension for the
primary and secondary acquisitions in the presence position errors can be written as

s1,rc (τ1) = exp [−j2πf0 (td,1 +∆td,1)] · exp [jϕtgt1] · sinc [πBrg (τ1 − td,1 −∆td,1)] (4.30)

and

s2,rc (τ2) = exp [−j2πf0 (td,2 +∆td,2)] · exp [jϕtgt2] · sinc [πBrg (τ2 − td,2 −∆td,2)] . (4.31)

Assuming that coregistration is perfectly performed by, e.g., a coherence maximization ap-
proach such as coherent cross-correlation in which the phase of the targets (ϕtgt1 and ϕtgt2)
plays the main role, the interferometric phase for the specific target at a position td,1+∆td,1 in
the primary image is given by

ϕinf = −2πf0 (td,1 +∆td,1 − td,2 −∆td,2) = −2πf0 (td,1 − td,2) + 2πf0 (∆td,1 −∆td,2) ,

(4.32)

where the first addend corresponds to the correct phase due to the range difference and the
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second addend is the error due to the position uncertainty. Note that for computing the inter-
ferometric phase, it has been assumed that ϕtgt1 = ϕtgt2.

In radargrammetry, the same target is located in the primary and secondary images at posi-
tions td,1+∆td,1 and td,2+∆td,2, respectively. The range difference between them is corrected
in the coregistration step, yielding the following range shift

∆r = − c

2
(td,1 +∆td,1 − td,2 −∆td,2) = − c

2
(td,1 − td,2) +

c

2
(∆td,1 −∆td,2) . (4.33)

This value is the same as that estimated using the interferometric phase, and thus both methods
give the same shift estimation in the presence of position errors. Note that the estimation of
the range shift using radargrammetry will likely have a higher standard deviation.

The height of the DEMs from radargrammetry and InSAR has been simulated in the pres-
ence of motion errors. A flat scene of distributed targets modeled with numerous point-like
scatterers has been imaged using two linear trajectories with a flight altitude of 50m and a
horizontal baseline of 0.5m. A positioning error of 8mm both in the horizontal and vertical
directions of the primary acquisition was introduced. Figure 4.18 (a) shows the heights of the
DEMs from InSAR and radargrammetry with respect to the range, while 4.18 (b) shows the
histogram of the height differences between both DEMs. The DEM tilt due to the position
error is clearly visible, as the DEM should show a height of 0m. The DEM heights of InSAR
and radargrammetry have the same trend for the height errors, although the radargrammetric
measurement has a worse accuracy. The histogram also shows this, as the distribution of height
differences between the two DEMs is monomodal and has zero mean.

A high accuracy in the radargramemtric shift estimation is needed to correctly follow the
tilt that appears in the DEM, as the measured shifts were in the order of several millimeters.
This can be achieved by increasing the bandwidth or having a higher number of looks [49].
Spectral coregistration is also useful as it can achieve an accuracy better than 1/10 of resolution
cell [96].

This result is important since radargrammetry can be used to correct for unwrapping errors
even in the case of InSAR acquisitions with positioning errors. Phase unwrapping errors can
be corrected first, while errors due to positioning uncertainty can be estimated afterwards, e.g.,
by minimizing the height differences between the overlapping areas of contiguous DEMs, as
proposed in Section 5.1.5.

4.4 System Design Aspects for InSAR

This section shows a system design example for DEM generation from drone-borne InSAR
data, in which the main differences with respect to the design of space- and airborne InSAR
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Figure 4.18: (a) Heights of InSAR and radargrammetry DEMs versus range. (b) Histogram of height
differences between the DEMs from InSAR and radargrammetry.

systems are also highlighted. As a reference, the indicative target DEM requirements are
identified as follows:

- Height accuracy (standard deviation): < 20 cm

- Independent posting: in the order of 25 cm× 25 cm

- Coverage: in the order of 1− 5 km2

The system design considerations for achieving the above performance using drone-based
repeat-pass InSAR are discussed below. While this is a preliminary system design that ad-
dresses the main trade-offs between the different parameters, a detailed performance analysis
is provided in Section 6.2.2.

4.4.1 Coverage Considerations

Coverage is a major constraint of drone-based SAR compared to higher-altitude platforms and
is limited primarily by the swath width, acquisition duration, and platform speed. The swath
width is mainly limited by the platform flight altitude and the dependence of the InSAR perfor-
mance on the incidence angle. To maximize the swath, the maximum possible flight altitude is
to be preferred, which for commercial low-altitude drones is currently limited to a maximum
of 120 m above ground level by European regulations. The range of incidence angles that can
be used is limited by the interferometric performance. Steeper incidence angles result in lower
resolution and higher baseline and volume decorrelations, while shallower incidence angles
result in lower SNR and larger heights of ambiguity. Therefore, incidence angles between
20o and 55o are in general preferred for InSAR DEM generation [24], which would require
an antenna beamwidth of about 40o in elevation, in order to also account for changes in the
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platform attitude angle during the acquisition. Considering the aforementioned range of in-
cidence angles from 20o to 55o, the resulting swath width is very close to the platform flight
altitude. Given this swath width, a snake-like trajectory could be used to survey a given area,
as depicted on the left side of Figure 4.19. The area of interest is represented as a rectangular
shape of dimensions a × b, and Lgrg and Laz denote the dimensions of the antenna footprint
in ground range and along-track directions, respectively. The orange and green lines represent
the trajectories of the primary and secondary drones, respectively.

The acquisition duration is limited by the battery life. Typically, the propulsion power con-
sumption is the limiting factor for the acquisition time, as its consumption is considerably
higher than that of the radar system [107]. Typical battery life can currently range up to about
30min. As for the platform flight speed, the typical speed of multicopters ranges from 1 to
15m s−1. Therefore, the time Tacq to cover a certain area of dimensions a× b (both assumed to
be much larger than the ground swath width Wg and hence the height H) can be approximately
estimated from the geometry on the left-hand side of Figure 4.19 and the platform flight speed
and altitude as

Tacq ≈
ab

vWg

≈ ab

vH
. (4.34)

In the equation, it is assumed that there are no border effects, that takeoff and landing times
and velocity drop in turns are neglected, and that the swath width is equal to the platform
altitude. The right-hand side of Figure 4.19 shows the estimated surveyed area by a single
drone versus H and v, assuming a flight duration of 30min and considering a margin of 10%
to account for the mentioned cases where the drone is not effectively imaging the desired
area. Considering a drone flying at an altitude of 120m with a speed v = 5m s−1, an area
of approximately 1 km2 can be surveyed in 30min. The coverage can be further enhanced by
using multiple drones, which is fundamental for the scalability of the system. There is also a
trade-off between platform speed and acquisition time. On the one hand, one may want Tacq to
be as short as possible, which requires a high v, but on the other hand, one may also limit the
maximum v to guarantee a minimum SNR, as it will be shown below.

4.4.2 Geometric Resolution and Number of Looks

The height accuracy of the DEM depends on the interferometric coherence, the height of am-
biguity hamb, and the number of looks Nlooks, which allows improving the height accuracy at
the expense of a degradation of the independent posting [24]. The available number of looks
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Figure 4.19: (Left) Example of a drone-borne SAR acquisition geometry over a rectangular-shaped
area of interest. (Right) Estimated imaged area by a drone-borne SAR versus the platform speed and
flight altitude, assuming a flight duration of 30min.

can be approximated from the ground resolution of each interferometric channel as [11]

Nlooks =
∆grg

δ′grg
· ∆az

δaz
, (4.35)

where ∆grg and ∆az are the DEM posting in ground range and azimuth, respectively, and δ′grg

is the ground range resolution of each interferometric channel after spectral filtering.

The azimuth resolution δaz depends on the azimuth angle θaz along which the returns are
integrated within the synthetic aperture [10]. Wider integration angles yield better azimuth
resolutions but are also more difficult to process because the required drone location accuracy
increases [84]. In the following, δaz = 6 cm will be assumed, which corresponds to θaz = 12◦

at X band and θaz = 43◦ at S band, resulting in 4.1 looks available in the azimuth dimension.
The antenna beamwidth in azimuth should be chosen accordingly, i.e., at least as large as
the aforementioned azimuth angle, if a strip-map acquisition is performed. To calculate the
number of independent looks in range, it is assumed that range filtering will be used to optimize
the interferometric coherence [24]. Therefore, the common bandwidth may be smaller than
that of the individual SAR images, which reduces the available number of looks. δ′grg can be
approximated considering a slope with angular inclination α as [11]

δ′grg ≈
c cosα

2Brg sin (θ − α)
· B⊥,crit

B⊥,crit −B⊥
. (4.36)

Figure 4.20 (a) shows the ground range resolution and Figure 4.20 (b) shows the available
number of looks in range versus the incidence angle for the case of the unfiltered and the
range-filtered SAR images, assuming horizontal baselines of 2m and 4m, ∆grg = 25 cm,
H = 120m, an X-band system, and flat terrain. Due to the required range posting of 25 cm,
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a radar signal bandwidth of 3GHz is selected for the calculation. The considered baselines
are notably below B⊥,crit, which is depicted in Figure 4.21 along with B⊥,crit for the cases of
bandwidths of 1GHz and 2GHz. Therefore, the impact of the baseline in the available number
of looks is still small.

Figure 4.20: (a) Ground range resolution of the SAR image and (b) available number of looks in range
versus incidence angle for a single interferometric channel and for horizontal baselines of 2m and 4m,
assuming H = 120m, Brg = 3GHz and ∆grg = 25 cm.

Figure 4.21: Critical baseline of the drone-based InSAR system operating with bandwidths of 1GHz,
2GHz, and 3GHz at X band, flying at an altitude of 120m, and assuming flat terrain.

4.4.3 Baseline Selection

The criteria for the selection of the baselines to meet the requirement on the height accuracy are
now discussed. The standard deviation of the DEM height errors σh can be approximated for a
sufficient number of looks and high values of the interferometric coherence, which are usually
necessary to meet the DEM quality requirements, by its Cramer-Rao lower bound given by
(4.23) [11]. According to (4.23), larger baselines can yield improved DEM height accuracies
because the height of ambiguity is smaller. However, the interferometric coherence degrades
for large baselines, as baseline decorrelation occurs or, if range filtering is used, the number
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of available looks is reduced, and this also has a negative impact on σh. In addition, a small
height of ambiguity increases the complexity of the phase unwrapping, since the variation of
the interferometric phase for the same slope becomes proportionally faster [11]. Therefore,
baselines should be chosen considering a compromise between these effects. Considering an
X-band system, θ = 45o, Nlooks = 14 (cf. Section 4.4.2), and γ = 0.6, which is a reasonable
value for the minimum coherence required for drone-borne repeat-pass InSAR acquisitions
over surface-like scattering areas with short temporal baselines, a maximum hamb ≈ 2.5m

is allowed to achieve the target height accuracy, which corresponds to B⊥ ≈ 0.9m for H =

120m.

Note that the limited accuracy of the interferometric baseline estimation may cause addi-
tional height errors, such as height offsets, in the DEM. They can be reduced by using larger
baselines. For instance, a baseline uncertainty of 2mm in the case of hamb = 2.5m would
cause height errors of up to 13 cm, which are reduced to 8 cm for hamb = 1.5m (B⊥ = 1.5m).
Therefore, poor baseline estimation accuracy may become the main limiting factor for the
achievable DEM height accuracy.

The baselines required to achieve the target σh lead to baseline-to-flight altitude ratios in the
order of 0.02, a value much higher than that typically used for large-baseline acquisitions in
spaceborne (a baseline of 1 km at a satellite altitude of 511 km results in B/H ≈ 0.002 [32])
and airborne (a baseline of 20m at a nominal flight altitude of 2420m yields B⊥/H ≈ 0.008

[34]) scenarios. Considering the same flight heights, a baseline-to-flight altitude ratio of 0.02
results if baselines of 10 km and 50m are considered in the mentioned space- and airborne
systems, respectively. Note that the critical baseline of TanDEM-X is about 10 km in the case
of an incidence angle of 40◦ and a bandwidth of 100MHz [24].

4.4.4 Noise Equivalent Sigma Zero (NESZ)

In spaceborne SAR, the main factor limiting the interferometric coherence is typically the
SNR. In the case of the considered drone-based SAR system, large baselines and platform
instabilities are likely to degrade the coherence significantly. Therefore, it is reasonable to
maintain a high SNR to avoid further decorrelation, e.g., SNR = 13 dB, which results in a
coherence value of 0.95 [24]. The SNR can be calculated as the difference in dB between the
normalized backscattering coefficient σ0, which can be taken from Ulaby’s book [108], and the
NESZ, whose calculation has some peculiarities compared to the case of space- and airborne
SAR. The NESZ can be expressed as [24]

NESZ =
44π3 sin (θinc) kBTsysLsys

GTxGRxcTp

· r3vBrg

PTxλ3PRF
= cNESZ ·

r3vBrg

PTxλ3PRF
, (4.37)
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where the first term contains the contributions that are fixed (and are then included in the factor
cNESZ), and the second term contains the parameters that can be more easily varied. PTx is the
transmitted power, kB is the Boltzmann constant, Tsys is the receiver temperature, Lsys are the
system losses, and GTx and GRx are the antenna gains in transmit and receive, respectively.
The antenna gain is assumed to be the same in transmit and receive and is denoted by G. The
σ0 for soil and rock in VV polarization at X band with 90th percentile is of the order of −17 dB

at θ = 45◦ [108], hence the NESZ has to be better than −30 dB to obtain an SNR higher than
13 dB. Although the contributions included in cNESZ are predominantly fixed, drone-based
SAR allows adjusting several other parameters, which are typically less flexible in space- and
airborne SAR systems.

The flight altitude can be varied, although to maximize coverage the highest possible flight
altitude is to be preferred. The flight speed is usually fixed or restricted for satellites and fixed-
wing aircraft. For multirotor platforms, however, it is a parameter that can be set with some
flexibility in the range of 1m s−1 – 15m s−1 to ensure a certain SNR level, although it plays
also an important role in the coverage achieved. The range of bandwidths that can be used
in drone-borne SAR is flexible because the regulation is less restrictive than in spaceborne
SAR. However, as mentioned above, the radar signal bandwidth may be mainly determined by
resolution requirements.

The PRF is also a parameter that can be widely adjusted, taking into account that it must be
larger than the imaged Doppler bandwidth, given by (2.11). For v = 5ms−1 and δaz = 6 cm,
the minimum PRF is about 100Hz. Unlike spaceborne SAR, drone-borne SAR can operate
with a high PRF without risk of range ambiguities due to the low flight altitudes. For H =

120m and θ = 60◦, the signal delay is around 1 µs, while the required pulse repetition interval
(PRI) is of the order of milliseconds. Therefore, depending on the NESZ requirement, it may
be beneficial to use higher PRFs, e.g., up to 1000Hz. Due to the short-range geometry and the
absence of range ambiguities, the maximum PRF is limited by the pulse duration. Figure 4.22
shows the required transmit power PTx at X band to have a NESZ = −30 dB with respect to
v and the PRF, assuming the system parameters listed in Table 4.1. The NESZ could hence
be adjusted by more than 10 dB without modifications in the transmitted power. The values of
PTx will scale with, e.g., λ or r as indicated by (4.37). For example, considering flight heights
of 60m and 240m and keeping constant all other parameters of the radar system, the required
transmit power of Figure 4.22 will vary respectively by −9 dB and +9dB to keep the same
SNR.

A higher PTx or a higher PRF would also enable a larger coverage for a given acquisition
time while maintaining the same DEM quality, since v could be increased. Note that the power
required by the propulsion system does not necessarily increase with v for multicopters. Hov-
ering is already a power-demanding state and the power required by the propellers typically
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Parameter Value Parameter Value
Antenna Gain (G) 8 dBi Bandwidth (Brg) 3GHz
Platform height (H) 120m Wavelength (λ) 3.3 cm
System losses (Lsys) 9 dB Pulse duration (Tp) 1ms
Receiver temperature (Tsys) 1000K Look angle (θ) 45◦

Table 4.1: Reference parameters for the calculation of NESZ.

Figure 4.22: Required PTx at X band to have NESZ = −30 dB at θ = 45◦ with respect to the PRF
and the platform speed, and assuming the system parameters in Table 4.1.

remains almost constant up to a certain speed, which can be about 15m s−1 depending on the
characteristics of the multicopter [109]. Considering a drone-based SAR system with param-
eters H = 120m, PTx = 20 dBm and PRF = 500Hz, the coverage could be increased from
1.2 km2 to 2.5 km2 by increasing the transmitted power by 3 dB (see Figure 4.19 and Figure
4.22). This assumes that the power consumption of the propellers remains approximately con-
stant, which is a reasonable assumption for multicopters [109]. Therefore, unlike in space-
and airborne SAR systems, coverage could be increased by allocating more power to the radar
system.

4.5 Additional Considerations in the Case of Single-Pass
Bistatic InSAR

Drone-based repeat-pass InSAR represents an intermediate step towards bistatic single-pass
InSAR, since, in addition to all the developments in this thesis, bistatic signal processing and
inter-radar synchronization concepts are needed. Although these two aspects are beyond the
scope of the present work, there are some points related to InSAR system design that have to
be considered in addition to those already described in this chapter and are addressed below.
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The difficulty of achieving specific baselines due to the short-range geometry and the devia-
tions from the linear track were previously addressed. In the case of single-pass bistatic InSAR,
this becomes more critical because, in addition, collision avoidance considerations come into
play. A beneficial aspect of bistatic InSAR is that the same performance as in repeat-pass
InSAR is achieved with baselines twice as large, which relaxes the baseline constraints by a
factor of two. A minimum baseline must be maintained to ensure the safety of the platforms,
which must be set taking into account track deviations, GNSS accuracy, and platform size. The
accuracy of GNSS is of the order of 1.5−2m, while the width of the considered drones is about
1m, which makes an optimistic value for the minimum baseline to be about 4m. This mini-
mum baseline strongly limits the range of achievable values for some key InSAR parameters,
as well as the feasibility of performing InSAR, for which the center frequency of the system
and the flight formation of the two drones play a key role, as described below. An along-track
baseline could be employed to keep a safe distance between platforms while having a fairly
small across-track baseline. However, this would decrease the coherence especially for high
frequencies, as explained below.

An important parameter for DEM generation is the height of ambiguity. Having a fairly
large minimum baseline in relative terms places a strong upper limit on the height of ambiguity.
Small heights of ambiguity increase the difficulty of phase unwrapping which, depending on
the topography and the height of ambiguity, may become prohibitive. Figure 4.23 shows the
height of ambiguity in the case of a baseline of 4m, a flight height of 100m, different values of
the angle between the baseline and the horizontal plane β and center frequencies of (a) 2GHz

and (b) 7.5GHz. Among the three considered cases, β = 90◦ provides the most uniform and
high value of the height of ambiguity across the swath, which is advantageous for coping with
a long minimum baseline. This is because for steep incidence angles the range is shorter and
the perpendicular baseline is smaller due to the baseline projection and vice versa for shallow
incidence angles. On the contrary, if β = 0◦, the range is shorter and the perpendicular baseline
is larger for steep incidence angles, and vice versa for shallow incidence angles.

Other important parameter related with the feasibility to perform across-track InSAR is the
critical baseline. Figure 4.24 shows the critical baseline versus the incidence angle for a drone-
based InSAR system operating at a flight height of 100m and center frequencies of (a) 2GHz

and (b) 7.5GHz, and for the cases of bandwidths of 0.5GHz, 1GHz, 2GHz and 3GHz. Due
to the small critical baseline, the baseline decorrelation is high even for the minimum baseline
unless wide bandwidths are used. This also limits the application of spectral filtering to reduce
the decorrelation, since the resolution of the SAR images, and hence the available number
of looks and DEM independent posting, is drastically reduced. On the contrary, if spectral
filtering is not applied to preserve resolution, phase noise may be too high.

Figure 4.25 shows the coherence coefficient due to the baseline versus the incidence an-
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Figure 4.23: Height of ambiguity in the case of a baseline equal to 4m for different formations (β = 0◦,
β = 45◦, and β = 90◦), and for center frequencies of (a) 2GHz and (b) 7.5GHz.

Figure 4.24: Critical baseline for bandwidths of 0.5GHz, 1GHz, 2GHz and 3GHz, and center fre-
quencies of (a) 2GHz and (b) 7.5GHz.

gle for a drone-based InSAR system at a flight height of 100m, a vertical baseline of 4m,
bandwidths of 0.5GHz, 1GHz, 2GHz and 3GHz and center frequencies of (a) 2GHz and (b)
7.5GHz. The decorrelation in the case of a vertical baseline is smaller than that for a horizon-
tal baseline of the same magnitude because the perpendicular projection is smaller and, hence,
it is beneficial for a drone scenario. The baseline decorrelation is very high in the near ranges
and, unless ultra-wide bandwidths are employed, using a low center frequency (e.g., 2GHz)
becomes fundamental to keep coherence levels above 0.9.

Finally, the Doppler decorrelation is another contribution to the interferometric coherence
that is related to a non-ideal flight formation, which is challenging to maintain in the case of
drones. The two SAR acquisitions have to image the same Doppler spectrum in order to avoid
Doppler decorrelation, which may not occur when the two acquisitions are performed with
different squint angles. An unwanted difference in the squint angles may be due to an along-
track baseline between primary and secondary platforms or to trajectory deviations. While
in repeat-pass InSAR there are no along-track baselines, both effects appear in single-pass
InSAR. Figure 4.26 illustrates this and shows the geometry of an InSAR acquisition in range
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Figure 4.25: Baseline decorrelation for a horizontal baseline equal to 4m and for bandwidths of
0.5GHz, 1GHz, 2GHz and 3GHz, in the case of center frequencies of (a) 2GHz and (b) 7.5GHz.

and azimuth coordinates. The two white platforms have zero along-track baseline. Due to non-
idealities in the flight formation, an along-track baseline may appear and then the squint angle
to a target of the two platforms is different. In addition, drones fly with non-linear trajectories,
which can introduce an additional difference in the squint angle ∆βtraj

az .

Figure 4.26: Geometry representing the causes of Doppler decorrelation in single-pass bistatic InSAR.

The squint angle difference that can be expected between the two drone-borne InSAR acqui-
sitions due to trajectory deviations has been evaluated experimentally. Figure 4.27 (a) shows an
example of the instantaneous orientation of the primary and secondary drones considered for
an interferometric acquisition. Angular variations within the range −5◦ to 5◦ can be observed.
These attitude angle variations are not a problem as long as the area of interest is within the
antenna beamwidth. Figure 4.27 (b) shows the instantaneous orientation of the trajectory of the
primary and secondary drones with respect to the along-track direction for the same exemplary
acquisition. These angular variations lead to acquisitions with different squint angles, causing
Doppler decorrelation. In most of the cases, the squint angle difference is below 2◦. Note that
what matters is the average squint angle difference over the synthetic aperture. Similar values
were observed also for other trajectories.
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Figure 4.27: (a) Yaw and pitch of the primary and secondary platforms with respect to the along-track
direction. (b) Angle of the trajectories followed by the primary and secondary platforms with respect to
the along-track direction.

Figure 4.28 shows the Doppler coherence coefficient in the case of single-pass InSAR for
center frequencies of 2GHz and 7.5GHz, flight heights of 60m and 100m, and values of the
relative angle between the trajectory of the drones ∆βtraj

az equal to (left) 0◦, (center) 1◦, and
(right) 2◦. In the calculation, it is assumed that no correction is applied to account for this
effect, although these errors caused by variations in the Doppler centroid could be estimated
and compensated up to a certain extent [54]. From the figure, it becomes clear that keeping the
formation with a reduced along-track baseline is critical at high frequencies, e.g., X band. At
lower frequencies like S band, the constraints are more relaxed, as the Doppler coherence is
above 0.9 in the cases of along-track baselines smaller than 4m.
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Figure 4.28: Doppler coherence coefficient versus the along-track baseline for center frequencies of
2GHz and 7.5GHz, flight heights of 60m and 100m, and values of the relative angle between the
trajectory of the drones equal to (left) 0◦, (center) 1◦, and (right) 2◦.
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5 Signal Processing for Drone-Borne SAR
and InSAR

This chapter presents the proposed SAR and InSAR processing chains. The main steps are
described and the overall processor is validated using simulated SAR data. The results show
the effectiveness of the processor to handle ultra-wideband InSAR data acquired over highly
non-linear trajectories.

5.1 Proposed Signal Processing Scheme

To process the drone-borne ultra-wideband radar data, a processing scheme based on the pro-
cessors of state-of-the-art airborne InSAR systems such as DLR’s F-SAR [54] is adapted to
take into account the peculiarities and challenges of a short-range acquisition with such a
drone system, namely 1) the wide fractional bandwidth; 2) the wide antenna beamwidth; 3)
the strong platform instability and non-linear trajectories; 4) the presence of motion errors; and
5) the phase unwrapping approach considering the very large interferometric baselines relative
to the employed flight altitude.

An approach based on the ω-k algorithm is used for the SAR image focusing, while similar
systems employ a SAR processor based on the back-projection algorithm, e.g., [68,72,73,85].
Despite advances in computing power and the smaller imaged areas of drone-based SAR sys-
tems compared to spaceborne ones, the computational burden of back-projection remains sub-
stantial. This is because, although the coverage area is smaller, the much higher resolution
of drone-based SAR results in a similar order of magnitude in the total number of samples
to process. In order to illustrate this, let us consider an exemplary TerraSAR-X acquisition in
stripmap mode with 3m resolution over an area of size 30 km×50 km, which results in approx-
imately 166 · 106 samples. In comparison, a drone acquisition covering an area of 1 km2 with
10 cm resolution yields a total of 100·106 image samples. This example highlights that, despite
the smaller coverage area, the data volume —and thus the computational load— remains very
high due to the much finer resolution. Consequently, processing times can be prohibitively
long for relatively large high-resolution drone images (e.g., 1 − 5 km2), which may prevent
applications that need the data processed shortly after the flight like disaster monitoring and
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Figure 5.1: Flowchart of the SAR data processing.

Figure 5.2: Flowchart of the InSAR data processing and the DEM mosaicking.
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precision farming. In addition, the use of fast processing is key in view of implementing an
onboard processor and resort to cognitive capabilities in the future.

The SAR processing chain is depicted in Figure 5.1. It is assumed an FMCW radar, which
is commonly used in drone-borne radar systems, although the signal processing after range
compression would be identical if a pulsed radar were used [86]. The raw radar data are
compressed in range using an FFT and corrected for the residual video phase error (RVPE).
Afterwards, the variable platform velocity as well as the PRF variations are compensated for
by interpolating the radar data to a uniform grid in azimuth and range.

The range-compressed data undergo a frequency-dependent presumming stage (compris-
ing a frequency-dependent low pass filtering and a downsampling in azimuth) to reduce the
data volume, speed up the processing and set the desired Doppler bandwidth. A frequency-
dependent low pass filter is necessary for wide fractional bandwidths because the required
Doppler bandwidth to achieve a given azimuth resolution varies with range frequency. In
addition, the two-dimensional filter is employed to preserve the annulus sector shape of the
SAR signal spectrum and reduce the appearance of unwanted non-orthogonal sidelobes. Non-
orthogonal sidelobes are notable in wideband wide-beam SAR data, especially when the two-
dimensional spectrum of the SAR data is not a complete annulus sector, i.e., spectral content is
missing [43], [45]. The SAR data are then focused using either the ω-k or the back-projection
algorithm. If the ω-k algorithm is used, motion compensation must be performed in advance,
as detailed in Section 3.4, for which the navigation data as well as a back-geocoded reference
DEM are used. In the case of the back-projection algorithm, motion compensation is ideally
performed within the algorithm. It should be noted that spectral weighting, for example to
reduce sidelobes, is not applied, although it could be directly integrated into the processing.

The InSAR processing chain is depicted on the left-hand side of Figure 5.2. The two SAR
images are coregistered and filtered to a common band in range. Afterwards, the interferogram
is formed, multi-looked and the phase is unwrapped. The radargrammetric shifts obtained
in the coregistration stage are used to detect and correct phase unwrapping errors. Residual
motion errors are then corrected as detailed in Section 3.4.2, followed by the conversion of
both the interferometric phase and radargrammetric shifts to height, as explained in Section
3.4.3. For the conversion, the average of the real antenna positions over the synthetic aperture
is used in order to compensate for the effects of the highly non-linear trajectories. Geocoding
is then performed as detailed in [54]. The individual DEMs generated are then calibrated to
compensate for height offsets and DEM tilts and mosaicked to form a uniform DEM of the
whole surveyed area following the processing chain on the right-hand side of Figure 5.2.

The main processing steps are described in detail in the following sections.
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5.1.1 Compensation of Variable Velocity and PRF

SAR data acquired using drone-borne radars are inherently non-uniformly sampled in the az-
imuth spatial dimension due to trajectory deviations and variable flight speed. In addition,
slight unwanted PRF variations also occur in the system used in this thesis. A resampling to
a uniform grid has to be performed before focusing the SAR data using a conventional SAR
algorithm. Note that this is a different case than multichannel reconstruction in spaceborne
SAR where several SAR channels are acquired with sub-Nyquist sampling rate, since in this
case the non-uniform azimuth sampling is not recurrent [110].

In airborne SAR, the raw data are interpolated using the navigation data so that the resam-
pled data matrix has a uniform sample spacing. Special attention is required when the Doppler
centroid plus the Doppler bandwidth are larger than the PRF, which may occur due to platform
attitude angle variations. In that case, the azimuth spectrum must be converted to baseband be-
fore the interpolation [54,111]. Drone-based SAR can operate with a high PRF without risk of
range ambiguities due to the short-range geometry of the acquisition and, therefore, the SAR
data can be assumed to be highly sampled in azimuth. The SAR signal is resampled onto a
uniform grid using cubic spline interpolation.

Figure 5.3 (a) shows an exemplary distribution of the azimuth sampling positions in a drone-
based SAR acquisition. The nominal inter-pulse distance is assumed to be the minimum PRF

that allows for an operation without azimuth ambiguities in the case of θaz = 180◦ according to
(2.11), considering also v = 3m s−1 and f0 = 7.5GHz. For example, if the azimuth antenna
beamwidth were 45◦, the data would be oversampled by a factor of approximately 2.5. The
histograms of the pulse-to-pulse azimuth distance deviations have been obtained from recorded
experimental data. The deviations are small compared to the inter-pulse distance, they have a
standard deviation of 0.04 cm while the nominal inter-pulse distance in the considered example
is 1 cm. Figure 5.3 (b) shows the simulated azimuth responses of a point target in the cases
of uniform azimuth sampling and linear track (ideal case) and non-uniform azimuth sampling
with linear and non-linear tracks. The non-uniform azimuth samples were generated from the
distributions in Figure 5.3 (a) and the non-linear track was generated from an experimental
drone flight. Note that the blue curve is hidden by the orange one. The differences between the
two responses obtained considering linear tracks are negligible and, therefore, the resampling
will in principle not significantly degrade the quality of the SAR signal thanks to the high sam-
pling rate and the relatively small inter-pulse distance variations. There are slight differences
in the case of the non-linear track, although they are still small.
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Figure 5.3: (a) Distribution of non-uniform inter-pulse azimuth distance. Note that the histograms rep-
resent the pulse-to-pulse azimuth distance variation, not the accumulated deviations from a uniformly
sampled acquisition. (b) Comparison of the azimuth point-target response in the cases of uniform and
non-uniform inter-pulse azimuth distances following a linear trajectory and non-uniform azimuth sam-
pling following a non-linear trajectory.

5.1.2 Coregistration

Image coregistration is a critical step in InSAR and especially important in this case, consider-
ing the very high resolution of SAR imagery and the non-linear trajectories of the drones. The
non-linear trajectories cause varying shifts not only in range but also in azimuth [95]. A multi-
step coregistration is used, based on state-of-the-art InSAR systems [54, 112]. The flowchart
of the image coregistration stage is shown in Figure 5.4.

Figure 5.4: Flowchart of the image coregistration stage of the InSAR processing chain.

The first step comprises coregistration using the acquisition geometry. The shifts are com-
puted using the reference DEM, which is back-geocoded to the primary antenna positions
P bgeo−1
ref−DEM, and the reference trajectories, i.e., the linear trajectories after motion compensation,

of the primary and secondary platforms P1,ref and P2,ref , respectively. Note that the reference
DEM must be back-geocoded considering the reference antenna positions. The azimuth dis-
placement of the pixels of the primary image with respect to the secondary trajectory is first
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computed as

raz,1−2 =
(
P bgeo−1
ref−DEM − P center

2,ref

)
• ê1,az, (5.1)

where ê1,az is the unit vector in the azimuth direction of the primary acquisition and P center
1,ref is

the midpoint of the reference trajectory of the primary antenna. The range of the secondary
acquisition corresponding to the same positions in the primary image is calculated as

rcoreg2 =
∣∣∣(P bgeo−1

ref−DEM − P center
2,ref

)
− raz,1−2 · ê1,az

∣∣∣2 . (5.2)

Similarly, the azimuth coordinate of the secondary acquisition that corresponds to the same
positions in the primary image is computed as

rcoregaz,2 =
raz,1

ê2,az • ê1,az
+
(
P center
1,ref − P center

2,ref

)
• ê1,az, (5.3)

where ê2,az is the unit vector in the azimuth direction of the secondary acquisition and P center
2,ref is

the midpoint of the reference trajectory of the secondary antenna. The secondary SAR image
is then resampled to the positions in rcoregaz,2 and rcoreg2 , while the antenna positions are resampled
to the positions in rcoregaz,2 .

In a second step, the coregistration is refined by maximizing the coherence using the cross-
correlation. Coherent cross-correlation, i.e., using both the amplitude and the phase of the SAR
images, is used. In the areas where the coherence is below a given threshold, set to 0.25, the
shifts are estimated using incoherent cross-correlation. Although incoherent cross-correlation
is less accurate in the case of fully developed speckle, it is, in principle, more robust because
it can exploit features [113]. Two iterations are performed in this second coregistration stage,
in which the size of the correlation window and the search area are adjusted. The size of the
correlation window is set mainly depending on the interferometric coherence, i.e., the lower
the coherence, the larger the window needed to achieve a given accuracy in the shift estimation,
but the worse the resolution of the estimation, and vice versa.

The search area can be adjusted according to the expected maximum shifts. The range shifts
are related to the height difference between the actual scene and the reference DEM, while the
azimuth shifts depend mainly on the trajectory deviations. For a given target height h with
respect to the height of the reference DEM, the range shift can be approximatly calculated by
using the geometry of the InSAR acquisition (see Figure 2.5) as

∆r ≈ h

cos θ1
− h

cos
(
θ1 +

B cos(θ1−β)
r1

) , (5.4)



5.1 Proposed Signal Processing Scheme 81

where the incidence angle difference between the primary and secondary acquisitions has been
approximated by B⊥/r1. For example, let us consider a system with H = 100m, B = 3m,
θ = 45◦ and β = 0◦, topographic heights of 5m and 10m will result in shifts of about 10 cm
and 20 cm, respectively.

In azimuth, the shifts to be expected depend on the relative squint angle between the two
SAR acquisitions. If the acquisitions are planned to have zero squint, the azimuth shifts are
due to trajectory deviations and can be approximately estimated as

∆raz ≈ 2r0 sin∆βtraj
az . (5.5)

In the case of a squint angle equal to 1◦, the expected azimuth shift would be about 2.5m and
5m for ranges of 75m and 150m, respectively.

Therefore, in the first iteration, the correlation window and the search area are set to be
larger in order to cope with lower coherences and images that are not well coregistered yet. In
the second iteration, the coregistration has tentatively improved, so a smaller window can be
used to improve resolution and the search area can also be reduced.

After estimating the shifts using patch-wise cross-correlation, the resulting outliers are de-
tected and filtered out based on three criteria:

- Absolute magnitude of the estimated shift: the shifts exceeding a certain threshold that
can be selected using (5.4) and (5.5) are removed.

- Magnitude of the shift compared to the mean value of the neighboring shifts: if the
difference between a shift estimate and the mean value of the neighboring estimates is
above a threshold, this estimate is removed.

- Standard deviation of the shift estimates: the standard deviation of the shift estimates is
calculated using a moving window. The shift estimates that have a standard deviation
greater than a certain threshold are removed.

The values of the removed shifts are interpolated using the neighboring valid shifts. The value
of the thresholds can be empirically adjusted to improve the performance.

The final refinement of the coregistration is achieved using a spectral-based coregistration
technique [114]. This technique works on a pixel-by-pixel basis and can achieve a coregistra-
tion accuracy better than 1/10 of a resolution cell, although for it to work it requires that the
images are already coregistered to an accuracy of one resolution cell. The spectral coregistra-
tion is applied first in the range dimension and then in the azimuth dimension.

The outcomes of each of the coregistration steps are the SAR images with an improved
coregistration (see Figure 5.15 in Section 5.2) and the map of shifts in azimuth and range that
has been applied. In order to generate the shift map used, e.g., in radargrammetry, the different
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shift maps, except the one resulting from the geometric coregistration as it corresponds to the
shifts due to the reference DEM, are interpolated to the same grid and added together. The
shifts resulting from the spectral coregistration have a resolution of one pixel, so they are
averaged with a window size equal to the desired DEM resolution. The range shifts map is
used to form a DEM based on radargrammetry [48, 64], while the azimuth shifts map is used
to estimate errors due to residual motion errors [97].

5.1.3 Filtering to a Common Band in Range

The geometric decorrelation is less in wideband InSAR systems, but is still evident when large
baselines are used. This decorrelation can be avoided at the expense of a resolution degradation
by filtering the range spectra of the InSAR data pair to a common frequency band in range [59].
The performance of the spectral filtering with wideband signals in the case of large baselines
can be notably improved by accounting for the spectral shrinkage along with the spectral shift,
as stated in Section 4.2. In the cases of air- and drone-borne SAR, the incidence angle, and
hence the spectral shift, varies strongly across the swath and thus an efficient implementation
of the filters for the entire swath is needed. A state-of-the-art implementation valid for narrow-
band signals was proposed by Reigber in [115], where a single low-pass filter is employed for
the entire SAR data after compensating for the spectral shift. This implementation is adapted
in this work for use with ultra-wideband signals by also accounting for the spectral shrinkage.

Figure 5.5: Flowchart of the spectral filtering stage of the InSAR processing chain.

The flowchart of the spectral filtering stage is shown in Figure 5.5. The first step is to
align the spectra of both primary I1 and secondary I2 SAR images, which can be achieved by
demodulating the SAR signals using the flat Earth phase term ϕfe (r), given by

ϕfe (r) =
4π

λ
(r2o,ref (r)− r1o,ref (r)) , (5.6)

where r2o,ref (r) and r1o,ref (r) denote the slant-range distances between the primary and sec-
ondary sensors and a pixel located in the coregistered images at range r, calculated using the
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reference topography. Although multiplying I1 by exp [jϕfe (r) /2] and I2 by exp [−jϕfe (r) /2]

aligns the ground reflectivity spectra, the common band is still not centered in baseband due to
the different spectral shrinkages in the case of ultra-wideband signals. Therefore, in the second
step, an additional correction is applied to account for this effect.

The primary and secondary images whose common ground reflectivity spectra are aligned
and centered in baseband, I ′1 and I ′2, can be calculated as

I ′1 = I1 · exp [jϕfe (r) /2] · exp [jϕwb (r)] (5.7)

and

I ′2 = I2 · exp [−jϕfe (r) /2] · exp [−jϕwb (r)] , (5.8)

where ϕwb (r) is a phase correction term that accounts for the range-dependent spectral shrink-
age of the spectra. ϕwb (r) can be computed as

ϕwb (r) = ϕ (rnear) + 2π

∫ r

rnear

∆fwb (r
′) dr′, (5.9)

where rnear is the nearest range, ϕ (rnear) is an arbitrary phase that can be selected to be zero
and ∆fwb (r) is approximated by

∆fwb (r) =
fwb
0,f1

(r) + fwb
0,f2

(r)

2
, (5.10)

where fwb
0,f1

(r) and fwb
0,f2

(r) are the center frequencies of the filters, which can be calculated
using (4.21) and (4.22), respectively. Figure 5.6 (a) shows fwb

0,f1
(r), fwb

0,f2
(r) and ∆fwb with

respect to the incidence angle in the case of a drone-based InSAR system with parameters
H = 30m, B = 1.5m, β = 0◦, f0 = 2.5GHz, and Brg = 3GHz. Note that the asymmetry
between the center frequencies of the filters increases at steeper incidence angles because the
perpendicular projection of the baseline is larger, i.e., the spectral shift is more pronounced,
and consequently, the correction factor to be applied is greater.

The third step accounts for the varying bandwidth of the filters across the swath. A range-
dependent stretching of the spectra can be achieved by means of a range-dependent resampling
as

δ′rg,pix (r) = δrg,pix ·
Wwb

f1
(r)

Wwb
f1

(r)
, (5.11)

where δrg,pix is the pixel spacing in range, δ′rg,pix (r) is the new non-uniform pixel spacing,
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Figure 5.6: Filter parameters to bring the signals to a common band in range in the case of a system
with H = 30m, B = 1.5m, β = 0◦, f0 = 2.5GHz, and Brg = 3GHz. (a) Center frequencies
of the filters versus the incidence angle along with the correction to be applied to have the spectra
centered in baseband. (b) Bandwidth of the narrowband and wideband formulation of the filters versus
the incidence angle.

Wwb
f1

(r) is the bandwidth of the filter calculated from the parameters of the primary acquisi-
tion, and Wwb

f1
(r) is an average value of Wwb

f1
(r). Figure 5.6 (b) shows the bandwidth in the

case of the narrowband and wideband formulation of the filters (solid lines), calculated from
the same system parameters. The bandwidth discrepancy in the near range is in this case up
to 400MHz. In practice, the effective bandwidth after filtering is smaller because part of the
filter passband would be outside the system bandwidth due to the non-negligible effect of the
spectral shrinkage. The dashed lines show the effective bandwidth after filtering. As it can
be seen, the discrepancy between the wideband and narrowband formulation of the filters is
larger, since more part of the passband in the case of the narrowband formulation is beyond
the system bandwidth.

In the fourth step, a single two-dimensional low-pass filter with range bandwidth Wwb
f1

(r)

at zero Doppler can be applied to the data. The reason for employing a two-dimensional filter
is to maintain the annulus sector shape of the SAR data spectra and prevent the appearance
of additional unwanted non-orthogonal sidelobes. The filter cut-off frequencies for non-zero
Doppler frequencies can be calculated by considering that

k2
y,0 = k2

y + k2
x, (5.12)

where ky,0 denotes the wavenumber in the range dimension at zero Doppler, and kx and ky

denote the wavenumber in the azimuth and range dimensions, respectively. After filtering, the
last step comprises performing the inverse of steps one to three to recover the filtered primary
and secondary SAR images.

An InSAR system with the parameters of the example of Figure 5.6 was simulated assuming
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a scene with distributed scatterers and no further decorrelation sources. The full coherence
was retrieved after spectral filtering with both the narrowband and wideband formulation of
the filters. This result is because the spectra of the SAR images were already aligned by the
multiplication with the flat Earth phase term and, therefore, any low-pass filter improves the
coherence. However, ignoring the large fractional bandwidth results in an overly strong filter
that unnecessarily reduces the image range bandwidth, as depicted in Figure 5.6 (b). Therefore,
the proposed implementation optimizes the filtered bandwidth while minimizing the coherence
loss due to the baseline.

5.1.4 Phase Unwrapping

The map of shifts obtained in the coregistration stage, i.e., the radargrammetric shifts, can
be used to support the unwrapping of the interferometric phase as stated in Section 4.3. Due
to the short-range acquisition geometry, the non-linearity in the phase-to-height conversion is
stronger than in air- and spaceborne systems. Therefore, it is convenient to directly compare
the shifts derived from the interferometric phase and the radargrammetric shifts. The range
shifts ∆rInSAR are calculated from the unwrapped interferometric phase after removing the flat
Earth phase component ϕres. The phase unwrapping algorithm proposed by Arevalillo-Herráez
et al. is used [116, 117]. A phase unwrapping error is hence detected if

λϕres

4π
−∆rtopo >

λ

4
. (5.13)

Upon detection of a phase unwrapping error, the interferometric shift is corrected as

∆rcorr = ∆rInSAR +
⌊∆rtopo −∆rInSAR

λ/2

⌉
· λ/2, (5.14)

where ∆rcorr denotes the corrected range shift obtained from the unwrapped interferometric
phase, ∆rtopo is the radargrammeric shift due to the topography, and ⌊⌉ is the operation of
rounding to the nearest integer. As two frequency bands are available in the system considered
for the demonstrations in this thesis, the dual-frequency band approach described in Section
4.3.2 is used.

Note that the correction in (5.14) could be used to resolve the correct phase cycle directly in
the whole interferogram without detecting the phase unwrapping errors previously, a step that
is foreseen to reduce the pixelwise errors due to noise. However, there is still ongoing work
to completely automate this processing step, which has demonstrated to be one of the most
critical ones due to the large baselines, the non-linear trajectories and the motion errors.

The use of a DEM generated from InSAR data acquired with a smaller baseline, i.e., with a
larger height of ambiguity, was also investigated by Rau [118]. Nevertheless, the performance
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was limited primarily by the influence of distinct motion errors between acquisitions.

5.1.5 Mosaicking and DEM Calibration

Residual motion errors and baseline uncertainties may cause offsets and tilts in the DEMs,
which must be calibrated. In spaceborne systems, calibration areas are a typical solution to
correct for DEM tilts and offsets as satellite trajectories are very stable [119, 120]. In airborne
systems like F-SAR, tilts and offsets can be corrected by comparing the DEM with a reference
DEM from TanDEM-X or SRTM [54, 97]. Another option includes optimization techniques
considering both single- and repeat-pass InSAR acquisitions performed with multiple base-
lines and frequencies that try to minimize the discrepancies between the interferograms [34].
While baseline errors are expected to be smaller in InSAR acquisitions performed with the two
antennas on the same platform, height errors also increase for small baselines.

Figure 5.7 (a) depicts as a function of the perpendicular baseline the tilts of the DEM caused
by errors in the parallel baseline measurement of 3mm, 5mm, and 7mm. A drone-based
system flying at 100m altitude and operating at X band with a bandwidth of 3GHz is assumed,
so that B⊥ = 5m corresponds to 10% of the critical baseline. Tilts greater than one degree
may occur for small baselines. Figure 5.7 (b) shows the height difference between the borders
of the swath caused by the DEM tilt, assuming a swath width of 90m. Height errors in the
order of one meter due to DEM tilts are to be expected. These errors may be difficult to
detect by comparison with a reference DEM because a very accurate DEM, which is most
probably not available, would be needed to detect height errors of 1 − 2m within the 90m

swath width. Furthermore, since the intended height errors are in the order of a decimeter, a
minor tilt resulting from a baseline error can have a significant impact on the quality of the
DEM. Nevertheless, it is reasonable to have overlaps between contiguous DEMs in order to
ensure continuity and avoid strong variations of the DEM height accuracy due to the change
in the height of ambiguity across the swath, and these overlaps can be used to calibrate the
DEMs.

By taking advantage of the overlaps between contiguous DEMs, the tilt and offsets of the
individual DEMs can be calibrated so as to minimize the error of the mosaicked DEM. For that
purpose, an optimization problem is stated as follows

min
hcal,αcal

az ,αcal
rg

U
(
hcal,αcal

az ,α
cal
rg

)
, (5.15)

where U
(
hcal,αcal

az ,α
cal
rg

)
is the cost function, hcal is a vector containing the height offsets of

the individual DEMs, αcal
az is the vector of DEM tilt angles in the azimuth direction, and αcal

rg

is the vector of DEM tilt angles in the range direction. The range tilt is modeled by a single
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Figure 5.7: (a) Tilt of the DEM due to errors in the parallel baseline of 3, 5, and 7mm versus the
perpendicular baseline and (b) height difference in the borders of the swath caused by the tilt of the
DEM versus the perpendicular baseline assuming a swath width of 90m.

angle for the whole DEM, however, in reality, a range-dependent tilt occurs.

Figure 5.8 (a) shows the height errors in the DEM due to a baseline error of 3mm in the
horizontal dimension and 4mm in the vertical dimension in a drone-based InSAR system with
H = 100m, B = 3m, β = 0◦, and f0 = 7.5GHz. The blue line shows the height error
calculated as [24]

∆h =
hamb

λ
·∆B∥, (5.16)

where ∆B∥ is the error in the parallel baseline estimation, while the orange line shows the
linear approximation. Figure 5.8 (b) shows the error resulting from the linear approximation,
which is lower than 3 cm for the whole swath.

Figure 5.8: (a) Comparison between the DEM tilt produced by an error in the estimation of the parallel
baseline and its linear approximation. A baseline error of 3mm in the horizontal dimension and 4mm
in the vertical dimension are considered, along with the following system parameters: H = 100m, B =
3m, β = 0◦, and f0 = 7.5GHz. (b) Error between the real DEM error and its linear approximation.



88 5 Signal Processing for Drone-Borne SAR and InSAR

The cost function can be written as

U
(
hcal,αcal

az ,α
cal
rg

)
=

K−1∑
k=1

|ek,k+1 (xk,xk+1)|p , (5.17)

where K is the number of DEMs included in the optimization process, p denotes the norm
order selected to be 1 to minimize the influence of pixels with large height errors, xk is the
vector containing the optimization variables for a specific DEM, defined as

xk =
[
hcal
k , αcal

az,k, α
cal
rg,k

]
, (5.18)

and ek,k+1 (xk,xk+1) are the height errors between two overlapping DEMs hcal
DEM,k (xk) and

hcal
DEMk+1 (xk+1). ek,k+1 (xk,xk+1) can be calculated as

ek,k+1 (xk,xk+1) = hcal
DEM,k (xk)− hcal

DEMk+1 (xk+1) . (5.19)

It is necessary to set a certain threshold that can be adjusted to decide whether two DEMs over-
lap enough to be included in the optimization or not. In the implementation, two contiguous
DEMs are included in the optimization process if their overlapping area is greater than 5% of
the joint area of the two DEMs.

The calibrated DEM heights hcal
DEM,k (xk) are computed from the uncalibrated DEM heights

hDEM,k (xk) as

hcal
DEM,k (xk) = hDEM,k + hcal

k + tanαcal
rg,k [(Pgnd,k −Pc,k) • êgrg,k]

+ tanαcal
az,k [(Pgnd,k −Pc,k) • êaz,k] , (5.20)

where Pgnd is a matrix containing the ground coordinates of the geocoded DEM, Pc are the
coordinates of a reference point in the center of the DEM, and êaz,k and êgrg,k are the unit
vectors pointing in the azimuth and ground range directions for the k DEM, respectively.

Figure 5.9 shows an example from experimental data of the proposed approach to calibrate
the DEMs. Figure 5.9 (a) shows a cut in the ground range direction of several geocoded DEMs
to be mosaicked that are affected by motion errors. The solid black line corresponds to the true
terrain height. As it can be seen, the DEMs are affected by tilts and height offsets that avoid
the continuity between contiguous DEMs. Figure 5.9 (b) shows the same cut of the DEMs
after applying the proposed calibration method. The height errors in the overlapping areas
are minimized and the DEMs follow the true terrain height. The performance is worse at the
extremes of the plot because either fewer DEMs are available or they are of lower quality.

After calibrating the individual DEMs, the final mosaic is formed as a weighted average of
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Figure 5.9: Cut in ground range of a set of DEMs to be mosaicked (a) before and (b) after calibration
with the proposed method.

the individual DEMs following the approach of TanDEM-X as [121]

hmos =

∑K
k=1wkh

cal
DEM,k∑K

k=1wk

, (5.21)

where hmos denotes the height of a certain pixel in the mosaicked DEM, hcal
DEM,k denotes the

pixel height of the k individual DEM and wk denotes the weight for that specific pixel of
the k DEM. The weights are calculated taking into account two factors: the estimated height
accuracy in order to give more weight to better height estimates, and the distance to the edge
of the DEM in order to mitigate discontinuities between contiguous DEMs. The component of
the weights accounting for the estimated accuracy of the height estimation is calculated as

wk,acc =
1

σ2
h,k

, (5.22)

where σ2
h,k is the estimated variance of the height errors for the k DEM. It can be estimated

either from the interferometric coherence and the acquisition geometry or from the local stan-
dard deviation of the heights. The component of the weights that considers the distance to the
edge of the DEM is calculated with the help of a moving window of size lwin × lwin as

wborder,k =

(
nheights,k − l2win

2
l2win

2

)2

, (5.23)

where nheights,k denotes the number of valid height estimates within the window for the k

DEM. As the window approaches the border of the DEM, the number of valid height estimates
decreases and the weight also decreases. A parameter that plays a similar role to the standard
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deviation of the height errors can be defined from wborder,k as

σborder,k =
√
1/wborder,k, (5.24)

which is used to compute the total weights as

wk =
1

(σborder,k + σh,k)
2 . (5.25)

5.2 Validation of Processing Chain Using Simulated Data

The proposed SAR and InSAR processing chains are validated in this section using simulated
data. First, the quality of the focusing is evaluated. For this purpose, five point-like targets
are imaged from a trajectory recorded during an experimental drone flight, for which the mag-
nitude of the deviations is similar to that shown in Section 4.1.2. The system parameters are
listed in Table 5.1. An additional vertical offset of 25 cm between the real and reference trajec-
tory is introduced to test the processing chain in a more challenging situation. Figure 5.10 (a)
shows the three-dimensional geometry of the simulation. The position of the point targets is in-
dicated by red dots and the solid black line indicates the antenna positions. The coordinates of
the point targets are, in meters, (−28,−30, 0), (−22,−22, 3), (−22,−38, 3), (−38,−22, 3),
(−38,−38, 3), respectively. Figure 5.10 (b) shows the deviations of the antenna from the
reference track in slant-range and cross-track directions assuming θ = 45◦. Note the offset
introduced between the reference and real tracks. Figure 5.10 (c) shows the deviations from
the reference track in Cartesian coordinates.

Parameter Value Parameter Value

Platform speed (nominal) [m/s] 3 Center frequency [GHz] 7.5

PRF (nominal) [Hz] 200 Bandwidth [GHz] 3

Platform height (nominal) [m] 30 Azimuth antenna beamwidth [◦] 40

Sampling frequency of beat signal [MHz] 3 Pulse duration [ms] 1

Table 5.1: System parameters assumed for the simulation.

Figure 5.11 (a) shows the SAR image with the five point targets focused using the ω-k
algorithm. A zoom of the two-dimensional response of one of the targets is shown in Figure
5.11 (b), whose azimuth and range cuts are shown in Figure 5.11 (c). The expected resolution
of 5 cm is achieved in both azimuth and range. The sidelobes are considerably lower in the
azimuth dimension due to the weighting of the antenna pattern. In order to validate the results
of the ω-k algorithm, Figure 5.12 shows the results of focusing the same SAR data using
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Figure 5.10: (a) Three-dimensional geometry of the simulation, point targets are represented as red dots
while the antenna positions are depicted as a solid black line. (b) Antenna deviations from the reference
track in the slant-range and cross-track dimensions, assuming an incidence angle of 45◦. (c) Antenna
deviations from the reference track in Cartesian coordinates.

Figure 5.11: Results with ω-k algorithm: (a) focused SAR image, (b) focused SAR image of a point
target, and (c) cuts in range and azimuth of the point target response.

Figure 5.12: Results with back-projection algorithm: (a) focused SAR image, (b) focused SAR image
of a point target, and (c) cuts in range and azimuth of the point target response.

the back-projection algorithm. A similar performance is observed, nevertheless, note that a
rather bad scenario has been simulated in terms of deviations from the reference trajectory
and, therefore, differences due to motion compensation are expected.

The same raw radar data that have been simulated are processed now in the case that two-
dimensional filters are not used, e.g., in the presumming step. The filter parameters are cal-
culated for the center frequency of the system. Figure 5.13 (a) shows the two-dimensional
response of the same target in Figure 5.11 (b). The range and azimuth cuts of the response are
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shown in Figure 5.13 (c). The azimuth sidelobes are higher, being the peak to side-lobe ratio
(PSLR) equal to 8.5 dB, while the azimuth resolution is slightly worse, down to almost 6 cm,
because the Doppler bandwidth needed to achieve the desired resolution is not available for
all the range frequencies. Note that non-orthogonal side lobes are not prominent in this case
because the fractional bandwidth and azimuth aperture are relatively small. However, they
would appear if, for example, a center frequency of 2.5GHz and an azimuth aperture of 35◦

were considered [45].

Figure 5.13: Results with ω-k algorithm in the case of not using a two-dimensional filter in the pre-
summing step: (a) focused SAR image of a point target, and (b) cuts in range and azimuth of the point
target response.

In order to validate the proposed InSAR processing, a DEM is now generated over a scene
formed by distributed targets. The distributed targets are modeled by placing numerous point
targets per resolution cell. The system parameters of the simulation are again those listed in
Table 5.1. The three-dimensional geometry of the simulation is depicted in Figure 5.14 (a).
Two trajectories recorded during a experimental drone flight are used. The blue trajectory
corresponds to the primary acquisition while the orange one corresponds to the secondary
acquisition. The topographic height is also shown in the figure, which presents a slope and an
abrupt height change. The baseline resulting from the two simulated trajectories is depicted
in Figure 5.14 (b) together with its perpendicular and parallel components for the case of an
incidence angle of 45◦, the along-track baseline after coregistration Balong−track (should be
zero), and the range difference between the reference tracks ∆Rref for an incidence angle of
45◦. Note the time-varying baselines typical of drone-borne and airborne SAR.

The SAR data are focused using the ω-k algorithm at a reference flat ground situated at a
height of 0m. Figure 5.15 (a) shows the multi-looked interferogram (Nlooks = 12) after coreg-
istration. The evolution of the interferometric coherence after the different processing steps is
shown in the histograms in Figure 5.15 (b). The coherence improvement shows that the pro-
cessor is able to effectively coregister the SAR images and minimize the baseline decorrelation
through spectral filtering in range. Figure 5.15 (c) shows the height of ambiguity of the inter-
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Figure 5.14: (a) Three-dimensional geometry of the interferometric simulation, the trajectories of the
primary and secondary acquisition are represented in solid blue and orange, respectively. The surface
contains height variations between ±3m. (b) Baselines resulting from the two trajectories versus the
azimuth position. The perpendicular B⊥ and parallel B∥ baselines, and the range difference between
reference tracks ∆Rref are calculated for an incidence angle of 45◦.

Figure 5.15: (a) Multi-looked interferogram (Nlooks = 12) after coregistration. (b) Histograms showing
the improvement of the coherence after the different coregistration stages and spectral filtering in range.
(c) Height of ambiguity of the interferogram.

ferogram, note the variations along the azimuth dimension due to the non-linear trajectories.

DEMs are generated from both the interferometric phase and the radargrammetric shifts ob-
tained in the coregistration stage. The multi-looked radargrammetric shifts are used to resolve
the phase jump due to the abrupt change in terrain height. Figure 5.16 (a) and Figure 5.16
(b) show the DEMs obtained from the interferometric phase and the radargrammetric shifts,
respectively. The independent posting of the DEMs is set to 25 cm × 25 cm. Figure 5.16
(c) shows the histogram of the height errors of the InSAR and radargrammetric DEMs. The
measured standard deviations of the height errors in the geocoded DEMs are about 5 cm and
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32 cm for InSAR and radargrammetry, respectively. The ratio between both height accuracies
is approximately 6.2, slightly below the expected ratio predicted by (4.25), which is about 8.5.

Figure 5.16: (a) DEM obtained from the interferometric phase, (b) DEM obtained from the radargram-
metric shifts, and (c) histograms of the height errors of the InSAR and radargrammetric DEMs.

As mentioned before, the average of the antenna positions over the synthetic aperture is
used to compute the DEM heights. This step is especially important given the strong non-
linearity of the drone trajectories. Figure 5.17 shows for the simulated scenario the results
with and without averaging of the antenna positions over the aperture. Figure 5.17 (a) shows
the real baseline and the baseline computed with the averaged antenna positions. Note that the
magnitude of the real baseline has variations of about 50% over only a few meters. Figure 5.17
(b) and (c) show the height errors along azimuth of the InSAR and radargrammetry DEMs,
respectively, in the cases of averaging and no averaging of the antenna positions. A strong
ripple along azimuth is visible in the case of the height errors of the InSAR DEM, which is
almost completely corrected by averaging the antenna positions. This ripple is less visible
in the DEM from radargrammetry as the height measurements have a higher dispersion. The
jump in the middle of the plot is due to the discontinuity of the simulated scene.
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Figure 5.17: (a) Real baseline and baseline computed with the antenna positions smoothed over the
synthetic aperture. (b) Height errors of the InSAR DEM versus azimuth with and without smoothing
the antenna positions. (b) Height errors of the radargrammetric DEM versus azimuth with and without
averaging of the antenna positions.
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6 Experimental Demonstrations

This chapter describes the experiments performed to demonstrate the proposed concepts. Two
experiments were carried out, a first one in a test field near Ulm (Germany) and a second one
in a larger area near Mittenwald (Germany). The chapter describes the important aspects to
be taken into account in the planning of the experiments and the setup of the acquisitions and
trajectories, and reports on the results obtained.

6.1 Considerations for Flight Tracks Planning

Drone trajectories are planned based on waypoints. Each waypoint represents a certain location
that the drone must reach with a certain accuracy, which typically cannot be less than 1.5m

due to the accuracy of GNSS. While a circular trajectory requires many waypoints for the
circle to be approximated by a polygon with many sides, a linear trajectory requires only two
waypoints, i.e., the start and end points.

A tool has been developed to automatically generate the linear trajectories to survey a given
area based on the strategy shown on the left-hand side of Figure 4.19. The input parameters
are the coordinates of the vertices of the rectangle-shaped area to be surveyed, the reference
height of the scene, and the set of desired interferometric baselines. The reference height of the
scene is necessary to adjust the flight height of the drone to avoid collisions, keep it below the
maximum allowed flight height above ground level, and keep the range to the scene within the
desired interval. The reference DEM was generated from a set of coordinates extracted from
Google Earth [122]. As an example, the DEM used in the trajectory planning of the second
experiment (cf. Section 6.3) is shown in Figure 6.1 and has a horizontal resolution of the order
of 20m × 20m. Note the height change of more than 50m between the lowest and highest
points of the DEM, which shows the need to adjust the flight height during the acquisition and
to use a reference DEM for trajectory planning.

Figure 6.2 illustrates the set of points used in the trajectory planning tool, as well as the
adopted notation. A given point P (0,0)

ini,ref is set as the coordinate origin. The initial and final
waypoints of a linear trajectory are denoted P

(n,m)
ini and P

(n,m)
fin , respectively. n denotes the

index of the set of tracks surveying the same portion of terrain and m denotes the track index
within each set of tracks. B(n,m) denotes the baseline between tracks (n,m) and (n,m + 1),
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Figure 6.1: Three-dimensional plot of the DEM extracted from Google Earth that was used as support
to plan the drone trajectories.

Figure 6.2: Scheme of the set of points and notation employed in the trajectory generation tool.

and ov is the fraction of overlap between the illuminated area of consecutive sets of trajecto-
ries. The waypoints whose height is not adjusted to the topography P

(n,m)
ini,ref and P

(n,m)
fin,ref can be

calculated as

P
(n,m)
ini,ref = P

(0,0)
ini,ref + n · êgrg · (1− ov) · Lgrg + ê

(n,m)
baseline ·B

(n,m) (6.1)

and

P
(n,m)
fin,ref = P

(0,0)
ini,ref + n · êgrg · (1− ov) · Lgrg + êbaseline ·B(n,m) + (b+ Laz) · ê1,az, (6.2)

where êgrg denotes the unit vector in the ground range direction and ê
(n,m)
baseline denotes the unit

vector in the baseline direction. The height of the waypoints is adjusted using the height
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difference between the reference DEM Pref−DEM and the point used as the coordinate origin
P

(0,0)
ini,ref as

P
(n,m)
ini = P

(n,m)
ini,ref + [0, 0, 1] ·

[
Pref−DEM

(
P

(n,m)
ini,ref

)
− P

(0,0)
ini,ref

]
(6.3)

and

P
(n,m)
fin = P

(n,m)
fin,ref + [0, 0, 1] ·

[
Pref−DEM

(
P

(n,m)
fin,ref

)
− P

(0,0)
ini,ref

]
, (6.4)

where Pref−DEM

(
P

(n,m)
ini,ref

)
and Pref−DEM

(
P

(n,m)
fin,ref

)
denote the coordinates of the reference

DEM interpolated to the positions P (n,m)
ini,ref and P

(n,m)
fin,ref , respectively.

The set of generated waypoints are then parsed into a *.plan file that the drone flight con-
troller can read. Figure 6.3 (a) shows a screenshot of the ArduPilot flight planning soft-
ware [123] with the generated trajectories, and Figure 6.3 (b) shows a three-dimensional rep-
resentation of the trajectories together with the reference DEM, where the adjustment of the
height of the trajectories can be noted.

Figure 6.3: (a) Screenshot of ArduPilot showing an example of the trajectories planned for the drone
experiment. (b) Three-dimensional representation of the DEM extracted from Google Earth and the
linear trajectories.

6.2 Experimental Acquisition Near Ulm

6.2.1 Description of the Experiment

A repeat-pass InSAR experiment was conducted in June 2023 to demonstrate the performance
of the described drone-based InSAR system. The experiment consisted of multiple monostatic
SAR acquisitions following linear trajectories with a variety of interferometric baselines and
flight altitudes.
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The employed drone-based SAR system is shown in Figure 6.4 and consists of a multicopter
and a radar system onboard, whose parameters are listed in Table 6.1 [84, 85]. The drone is
a hexacopter with maximum takeoff mass of 12 kg. The localization of the drone for the data
processing is measured by an RTK – GNSS and is further enhanced with data from an inertial
measurement unit (IMU), allowing for position measurements with sub-centimeter accuracy
[84]. The radar system operates at two different frequency bands, namely 1 − 4GHz and
6 − 9GHz. It follows the principle of an FMCW radar and is described in detail in [124].
The two frequency bands were acquired together using interleaved radar pulses. Special care
must be taken when the radar system includes the frequencies around 2.4GHz, as this band is
typically used to transmit the UAV telemetry signals and interference may occur, resulting in
a disturbance added to the useful signal.

Figure 6.4: Photograph of the UAV with the radar system onboard.

Parameter Value Parameter Value
Frequency band 1 1− 4GHz Tx power band 1 15 dBm
Frequency band 2 6− 9GHz Tx power band 2 10 dBm
Flight speed 2m s−1 Pulse duration 1ms
Noise Figure 6 dB Antenna gain 6 dBi
Additional losses 3 dB Antenna mounting 45◦

Pulse repetition frequency 300Hz
Antenna beamwidth
in azimuth 50◦

Signal quantization 12 bits
Antenna beamwidth
in elevation 60◦

Table 6.1: Reference system parameters for the drone-based SAR system employed in the experiment
near Ulm.

The test site is shown in Figure 6.5 and consists of an imaged area of approximately 30m×
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60m, mostly flat with small topographic features and mostly covered with short grass. Several
55-cm trihedral corner reflectors were placed along the measured area to serve as known refer-
ences. The position of the corner reflectors was measured to cm accuracy using a differential
GNSS station. In addition, a ground truth DEM of the test field was acquired with a three-
dimensional laser scanner. The laser scanner is placed on a tripod in the middle of the test field
and provides a DEM with cm resolution and height accuracy.

Figure 6.5: Photograph of the test site including the corner reflectors and the drone flying during an
acquisition.

The SAR acquisitions were performed over linear trajectories with nominal flight heights
of 20m and 30m and horizontal baselines ranging from 0 to 3m. These correspond approx-
imately to baselines up to 15% of the critical baseline in the lower frequency band. Higher
flight altitudes could not be used in this demonstration due to hardware limitations of the radar
system. Figure 6.6 (a) shows a schematic representation of the experimental acquisition with
some of the flown trajectories, the DEM measured with the laser scanner and the position of
the corner reflectors. Note that, as the radar is left-looking, in some cases the drone flies east-
wards, while, in others it flies westwards in order to cover the whole test site. Note also that
the drone takeoff, landing and turns have been removed from the representation. Figure 6.6
(b) shows the projection of the flight trajectories of Figure 6.6 (a) onto the horizontal plane.
Offsets of up to 1m in the horizontal plane with respect to the planned trajectories were ob-
served. Figure 6.6 (c) shows the horizontal interferometric baselines generated from the same
trajectories, which are around the previously planned 0.5m, 1m and 1.5m. The variations of
the baseline along the acquisition and within the synthetic aperture are clearly noticeable.
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Figure 6.6: (a) Scheme of the acquisitions. The flight trajectories are represented by blue lines, the
DEM measured with the laser scanner is also shown, and the red dots indicate the measured position of
the corner reflectors. (b) Projection of the flight trajectories onto the horizontal plane. (c) Interferometric
baselines in the horizontal plane generated from the flight trajectories depicted in (b).

6.2.2 Theoretical Evaluation of DEM Performance

In this section, the expected height performance of the DEMs that will be generated from the
experimental data is analyzed. For the analysis, the system parameters in Table 6.1 corre-
sponding to the 6− 9GHz frequency band, as well as a flight altitude of 30m and a horizontal
baseline of 0.75m are considered. The height accuracy of the final DEM depends on the multi-
looking factor, the height of ambiguity and the magnitude of the interferometric coherence |γ|
between the two SAR images, which can be estimated as the product of several contributions
as in (2.23) [24, 56, 57]. It is assumed that γtemp is negligible due to sub-hourly temporal
baselines and the absence of tall vegetation over most parts of the test field.

The coherence term due to the SNR is computed as [57],

γSNR =
1√(

1 + SNR−1
1

)
·
(
1 + SNR−1

2

) , (6.5)

where SNR{1,2} denotes the SNR of each interferometric channel. The SNR is calculated as
the difference in dB between the normalized backscattering coefficient σ0, which in this case
is taken from Ulaby’s book [108] for soil and rock in VV polarization with 90th percentile,
and the NESZ, calculated using the parameters in Table 6.1. Figure 6.7 shows the calculated
NESZ and the σ0 used to compute the SNR. The NESZ is below −30 dB, which is usually a
reasonable value to have high-quality SAR images.

The baseline decorrelation is reduced by filtering the signals to a common frequency band,
and hence γrg is only due to misregistration in range. Assuming unweighted processing in the
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Figure 6.7: NESZ and σ0 used for SNR calculation.

range dimension, γrg can be written as γrg = sinc
(
π · δmisr

r

)
, where δmisr

r denotes the relative
shift between the two images in fractions of a resolution cell [57]. A coregistration error of
10% results in a coherence coefficient of γrg = 0.984.

The contribution γaz takes into account misregistration in azimuth, as well non-overlapping
Doppler spectra between the interferometric channels. In the considered drone case, there
is no azimuth displacement between acquisitions as it is compensated in the coregistration
and the acquisitions are performed in repeated passes, and the data are focused to a constant
Doppler centroid, which is assumed to be zero. However, the flight direction of the drone, in
reality, is constantly changing due to the inherent instability of the platform and, hence, the
Doppler centroid varies throughout the data acquisition. From the recorded experimental data
(see Figure 4.27), it is reasonable to consider an average difference in the flight direction of
the platforms of 2◦, while in some cases peaks of 5◦ are reached. The azimuth coherence term
can be then calculated as [57]

γaz =

∣∣∣∣∣∣
∫
H1 (f) ·H∗

2 (f) · exp
(
−j · 2π · δmisr

az

v
· f
)
· df√∫

|H1 (f)|2 · df ·
√∫

|H2 (f)|2 · df

∣∣∣∣∣∣, (6.6)

where δmisr
az is the misregistration in azimuth in fractions of a resolution cell, and the azimuth

weighting functions H1 (f) and H2 (f) are given by the product of the two-way antenna pattern
and the transfer function of the azimuth processing filter, which is assumed to be constant. A
misregistration of 10% is considered, which yields γaz = 0.853 for a squint angle difference
of 2◦ between platforms. This value would drop to 0.742 for a squint angle difference of 4◦.
Note that it is assumed that no correction is applied to account for the non-overlapping Doppler
spectra, although these errors caused by variations in the Doppler centroid could be estimated
and compensated in a second processing of the InSAR data up to a certain extent [54].

The main contribution to γvol in the absence of tall vegetation is expected to be ground
penetration. It is calculated assuming a vertical exponential reflectivity profile for the soil.
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The extinction coefficient is calculated from the permittivities measured by Hallikainen for a
mid-moisturized clayey soil and for the lowest frequency of the band, which is the worst-case
scenario [106]. The coherence due to the volume can be estimated as [24, 125]

γvol =

∣∣∣∣∣∣
∫ hv

0
σ0 (z) · exp

(
j2π z

hamb

)
∫ hv

0
σ0 (z) · dz

∣∣∣∣∣∣, (6.7)

where z is the vertical coordinate, hv is the height of the volume and σ0 (z) is the vertical
reflectivity profile.

The range and azimuth ambiguities are, on the one hand, negligible due to the low flight
altitude and low speed of the drone, respectively. On the other hand, it is necessary to take
into account the right-left ambiguity, i.e., opposite-swath ambiguity, due to the wide antenna
beamwidth in elevation, which is 60◦ at −3 dB. The measured antenna pattern can be found
in [126]. Provided that horizontal baselines are employed in the measurements and the am-
biguous signal level is below the main signal level, the ambiguous signal is shifted to a location
different to the main signal after focusing and coregistration. Therefore, the ambiguities and
the main signal are assumed to be mutually decorrelated. Under the previous assumption, γamb

can be estimated as

γamb =
1

1 + ASR
, (6.8)

where ASR denotes the local ambiguity-to-signal ratio, defined as the ratio of the ambiguous
signal to the main signal. If uniform backscattering is considered, the attenuation due to the
antenna pattern, which is modeled as a sinc-squared function, results in signal echoes from the
opposite swath between −12 dB and −18 dB with respect to the main signal. As an example,
the power level difference at an incidence angle of 45◦ is 17.6 dB, which yields γamb = 0.983 .

The estimated overall coherence and the individual contributions are shown in Figure 6.8
(a). The DEM height errors are estimated from the interferometric phase errors and the height
of ambiguity [24]. The height errors to be expected in the radargrammetric DEM, which is
mainly used to support the unwrapping of the interferometric phase, are also calculated from
the estimated interferometric coherence and the Cramer-Rao lower bound of the standard de-
viation of the height errors [49]. Figure 6.8 (b) shows the estimated height accuracy (standard
deviation) of the (solid blue) InSAR σh and (solid green) radargrammetric σcrlb

h,radargr DEMs
along with the height of ambiguity of the InSAR DEM hamb. In addition to the considered
horizontal baseline of 0.75m, the performance was analyzed for horizontal baselines of 0.5m
and 1.4m, which were planned in the experiment as well. The height accuracy in these two
cases was less than one decimeter.

The uncertainty of the positioning system of the drone, which is expected to be in the sub-
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centimeter range, may cause additional height errors in the DEM. For the same acquisition
geometry and assuming a residual positioning error of 2.5mm, an incidence angle of 45◦ and
a terrain height of 3m with respect to the reference height, the DEM can exhibit a systematic
offset, tilt and height errors due to erroneous hamb estimation up to 1.5 cm, 5mmm−1 and
10 cm, respectively [24]. If an additional 10% margin in the interferometric phase errors is
considered to account for a possible underestimation of the decorrelation, the additional height
errors can be about 2 cm. The height errors of the DEM including errors caused by the drone
location uncertainty are also shown in Figure 6.8 (b) as dashed lines. Therefore, height errors
in the order of a decimeter can be expected in the DEM with the considered system and acqui-
sition configuration. As can be seen, the main contribution to the height errors of the DEM is
in this case the error caused by the drone position, and hence baseline, uncertainty.

Figure 6.8: (a) Summary of all coherence contributions and total estimated coherence. (b) Estimated
standard deviation of the height errors of the InSAR (blue) and radargrammetric (green) DEMs consid-
ering (dashed) and without considering (solid) errors due to the drone position uncertainty, and height
of ambiguity of the interferogram (orange).
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6.2.3 Experimental Results

6.2.3.1 SAR Results

Figure 6.9: Focused SAR images of the area containing the corner reflectors acquired in the frequency
bands of (a) 1− 4GHz and (b) 6− 9GHz.

The acquired SAR data are processed as described in Chapter 5. The radar data are pre-
summed to set the processed Doppler bandwidth, using presumming factors of 9 and 12 for the
lower and upper frequency bands, respectively. An azimuth oversampling factor of approxi-
mately 1.2 is used, based on the Doppler bandwidth in the upper part of each frequency band,
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which represents the worst-case scenario. After motion compensation, the data are focused
using the ω-k algorithm. Figure 6.9 (a) and Figure 6.9 (b) show focused SAR images of the
area containing some of the corner reflectors corresponding to the 1 − 4GHz and 6 − 9GHz

frequency bands, respectively.

The acquisition was performed at an average flight altitude of approximately 27m. The
brighter backscattering at the bottom right of the images corresponds to an artificial metallic
target present in the test field. Note the wider sidelobes in range and the non-orthogonal side-
lobes in the impulse response function in the case of the 1 − 4GHz frequency band, which is
consistent with the expected response of the point target [43]. The achieved 3-dB resolution
is in both frequency bands 6 cm in range and 6 cm in azimuth, since the integration time was
adjusted to obtain the same azimuth resolution in both frequency bands.

Figure 6.10 (a) and Figure 6.10 (b) show the SAR images of a corner reflector obtained with
the ω-k algorithm for acquisitions in the 1 − 4GHz frequency band with an integration angle
of 35◦ and the 6− 9GHz frequency band with an integration angle of 12◦, respectively. Figure
6.10 (c) and Figure 6.10 (d) show the analogous images obtained using the back-projection
algorithm for acquisitions in the 1−4GHz frequency band and the 6−9GHz frequency band,
respectively.

Figure 6.10: ω-k processing results: focused SAR image of a corner reflector in the frequency bands
(a) 1− 4GHz and (b) 6− 9GHz. Back-projection processing results: focused SAR image of a corner
reflector in the frequency bands (c) 1− 4GHz and (d) 6− 9GHz.

Figure 6.11 (a) shows the range cuts of the responses obtained with the ω-k and back-
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projection algorithms in the 1−4GHz frequency band, while Figure 6.11 (b) shows the azimuth
cuts. Figure 6.11 (c) depicts the comparison between the range cuts obtained with the ω-k and
back-projection algorithms in the 6− 9GHz frequency band, while Figure 6.11 (d) shows the
comparison for the azimuth cuts. The 3 dB resolution achieved in both frequency bands is
6 cm in range and 6 cm in azimuth. Although the SAR data are properly focused with both al-
gorithms, differences are observed, especially considering the side lobes in the image formed
in the 6 − 9GHz frequency band. The main difference between ω-k and back-projection is
that motion compensation cannot be ideally applied when the ω-k algorithm is used. From the
comparison of the impulse response cuts, however, we notice that the achieved resolution is
the same and the side lobes are higher in range for back-projection (cf. Figure 6.11 (a) and (c))
and higher in azimuth for ω-k (cf. Figure 6.11 (b) and (d)).

Figure 6.11: Comparison of range and azimuth cuts of the SAR images of Figure 6.10 obtained with
ω-k and back-projection. (a) Range and (b) azimuth cuts of the response of a corner reflector in the case
of the 1−4GHz frequency band. (c) Range and (d) azimuth cuts of the response of the corner reflectors
in the case of the 6− 9GHz frequency band.

The spectra of the focused SAR data in Figure 6.10 (a) and Figure 6.10 (b) are shown in Fig-
ure 6.12 (a) and 6.12 (b), respectively. Note that the spectra are represented in baseband. The
annulus sector shape of the spectrum is clearly visible in the SAR data of the 1 − 4GHz fre-
quency band, since the fractional bandwidth is 1.2 and the integrated azimuth angle is 35◦. As
mentioned above, maintaining the annulus sector shape is important to reduce the appearance
of additional unwanted non-orthogonal sidelobes [43,45]. The non-uniformities present in the
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lower half of the spectrum in the 1 − 4GHz band are due to the interference from the drone
telemetry signal, which was mitigated but a complete elimination was not possible. The shape
of the two-dimensional spectrum of the SAR data in the 6 − 9GHz frequency band is closer
to the typical rectangular shape of spaceborne SARs due to the smaller fractional bandwidth,
0.4, and azimuth integration angle, 12◦.

Figure 6.12: Two-dimensional spectra of the SAR images for the frequency bands (a) 1 – 4 GHz and
(b) 6 – 9 GHz, corresponding to the focused SAR images depicted in Figure 6.10 (a) and Figure 6.10
(b), respectively.

6.2.3.2 InSAR Results

Figure 6.13 (a) shows a multi-looked (15 looks) interferogram of an acquisition with a large
baseline (1.5m) over a nearly-flat area in the 6− 9GHz frequency band. The estimated mag-
nitude of the interferometric coherence and its histogram are depicted in Figure 6.13 (b) and
Figure 6.13 (c), respectively. The fringes that appear at the bottom of the interferogram are
due to the rapid variation of the height of ambiguity, as shown in Figure 6.13 (d), with range.
This is a consequence of the short-range geometry. Furthermore, the phase undulations in the
azimuth direction are mainly due to the variation of the acquisition baseline, as it can also be
deducted from Figure 6.13 (d). The decorrelated areas in the interferogram correspond to parts
where the vegetation height has a similar magnitude to the height of ambiguity, hamb ≈ 0.6m

around slant ranges of 35m, and to far-range areas where the SNR is lower and the height of
ambiguity is larger (slant ranges greater than 40m correspond to incidence angles greater than
60◦). The circular feature visible in the interferogram corresponds to a transition from the short
grass of the test field to a bare ground area, which already reflects the height sensitivity of the
interferometric phase.

The individual DEMs are then formed from the interferograms and mosaicked to form a
DEM of the entire test site. The performance of the DEMs obtained from the SAR data is
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Figure 6.13: (a) Multi-looked interferogram (15 looks) in the 6−9GHz frequency band, acquired with
a horizontal baseline of 1.5m at a mean flight altitude of 27m. (b) Magnitude and (c) histogram of the
estimated interferometric coherence. (d) Height of ambiguity of the interferogram.

evaluated by comparison with the DEM generated from the laser scanner data, which is used
as ground truth. However, it should be noted that the scatterers imaged by the laser scanner and
the radar can be different. Therefore, there might be small discrepancies between the DEMs
generated from the two sensors. In addition, the incidence angle of the laser is very shallow
and may also produce small discrepancies between the DEMs formed from the radar and laser
data. The absolute height and tilt of the DEM generated from the laser scanner data were
calibrated using the corner reflector positions measured with the differential GNSS station.
Figure 6.14 shows the geocoded DEM generated from the point-cloud acquisitions of the laser
scanner. A height difference of approximately 1.5m can be observed between the lowest and
highest points of the test field.

To ensure that the InSAR DEM is free of unwrapping errors, the radargrammetric shifts
are used as described in the dual-frequency band approach in Chapter 4.3.2. A DEM is also
generated from the radargrammetric shifts to show the performance difference with respect to
InSAR and its capability to correct phase unwrapping errors. Figure 6.15 (a) shows the radar-
grammetric DEM of the entire test field generated from the mosaic of seven partial DEMs. The
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Figure 6.14: Ground truth DEM generated from the data acquired over the test field with the three-
dimensional laser scanner.

Figure 6.15: (a) DEM obtained from the multi-baseline radargrammetric data, (b) map of the height
differences between the radargrammetric DEM and the ground truth, and (c) histogram of height differ-
ences between the DEMs from radargrammetry and the laser scanner.
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black rectangle indicates the area for which the ground truth DEM (Figure 6.14) is available.
Figure 6.15 (b) shows the map of height differences between the radargrammetric DEM and
the ground truth, and Figure 6.15 (c) shows the correspondent histogram of the height differ-
ences. The standard deviation of the height errors is 25 cm, which needs to be significantly less
than hamb/2 for an effective correction of phase unwrapping errors. The 90% point-to-point
height error ∆h(90%) is 40 cm and the mean of the height errors µ is −8 cm. Based on the
predicted performance in Section 6.2.2, the height accuracy of the DEM from radargrammetry
is in good agreement with the predicted values.

Figure 6.16 (a) shows a DEM obtained from the InSAR data over a portion of the test field
that contains phase unwrapping errors, as can be deducted by comparing it with the ground
truth DEM in Figure 6.14. Note that, although the difference in terrain elevation is small,
there is still a sharp change in height of the order of 1.5 · hamb that caused the unwrapping
errors. Figure 6.16 (b) shows the corresponding radargrammetric DEM that is used to correct
the unwrapping errors of the DEM in Figure 6.16 (a). Figure 6.16 (c) depicts the InSAR DEM
after correction of the unwrapping errors, where the better height accuracy compared to the
radargrammetric DEM is evident. Figure 6.16 (d) shows, with respect to the incidence angle,
half of the height of ambiguity for the low hamb,low/2 and high frequency bands hamb,high/2,
the predicted height accuracy (one standard deviation, σ) and the measured height accuracy
(one and two standard deviations, σ and 2σ, respectively) of the radargrammetric DEM. The
height accuracy of the radargrammetric DEM is in good agreement with the predicted value
and is notably below hamb,low/2.

Figure 6.16: (a) Geocoded InSAR DEM containing phase unwrapping errors. Top of the plot corre-
sponds to near range. (b) DEM from radargrammetry used to correct the unwrapping errors. (c) InSAR
DEM after phase unwrapping error correction. (d) Height of ambiguity and predicted and measured
errors of the radargrammetric DEM with respect to the incidence angle.
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After correcting for possible phase unwrapping errors, the InSAR DEM is formed. The
left-hand side of Figure 6.17 (a) shows the DEM over the entire test field resulting from the
mosaic of seven partial DEMs obtained from InSAR. The height estimates in the overlapping
areas between the DEMs are combined in the mosaicking process to ensure smooth transitions.
The baselines of the acquisitions used yield heights of ambiguity between 0.2m and 5m for
the individual interferograms. The multi-looking factor is selected to achieve an independent
posting of 25 cm × 25 cm in the DEM. The upper part of the DEM is noisier since all the
acquisitions correspond to far range, where the height of ambiguity is considerably larger. The
lower part of the DEM has also larger height variations since the terrain contains vegetation
approximately 0.5− 1m high. The area of the DEM inside the black rectangle is compared to
the ground truth generated from the laser scanner acquisitions. The map of height differences
is shown in Figure 6.17 (b) and the histogram of the height errors is shown in Figure 6.17 (c).
The height errors have a standard deviation of 13 cm, which is in the order of the expected
value, according to Section 6.2.2. Several observations regarding the accuracy of the measured
DEM height are worth noting. First, it was observed that the main contribution to the height
errors were tilts and offsets of the DEM, most probably caused by residual errors in the drone
location and baseline estimation. The local standard deviation of the height estimates on the
flat part was around 4 cm, which is in good agreement with the prediction in Figure 6.8 (b).
Second, it should be noted that the laser scanner DEM is not a perfect ground truth. Errors in
the order of a few centimeters can occur due to the very different incidence angles of the laser
and the radar and the fact that the radar signals experience some penetration.

Potential height biases in the DEMs due to frequency-dependent ground penetration are an
important aspect to be evaluated given the wide frequency range used in the measurements.
On the one hand, a significant penetration difference between the 1 − 4GHz and 6 − 9GHz

frequency bands would affect the performance of the multi-band phase unwrapping technique
using radargrammetry. On the other hand, the signal penetration may be significantly dif-
ferent along the frequency bands used due to the large fractional bandwidths. The possible
height bias between the DEMs generated from the data in the two frequency bands is eval-
uated using a DEM generated at each frequency band over the flat area covered with short
grass. To avoid instrument biases, the absolute height of the DEMs is calibrated using the
corner reflectors, which resulted in height differences for the corner reflectors of less than 2 cm

between frequency bands. The height difference of the 6 − 9GHz band DEM with respect to
the 1 − 4GHz band DEM is shown in Figure 6.18 (a). As it can be appreciated, there is no
significant height offset. The penetration difference along the 1 − 4GHz frequency band is
now evaluated. Four sub-bands are generated with bandwidths of 1GHz and center frequen-
cies of 1.5GHz, 2.1GHz, 2.8GHz, and 3.5GHz, respectively. To ensure high coherence, the
spectral shift and shrinkage are corrected before filtering. Figure 6.18 (b) shows the height
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Figure 6.17: (a) DEM obtained from the multi-baseline InSAR acquisitions, (b) map of the height
differences between the InSAR DEM and the ground truth, and (c) histogram of height differences
between the DEMs from InSAR and the laser scanner.

differences between the DEMs generated from the InSAR data of each sub-band and the DEM
generated from the data of the whole band. As in the previous case, very small height offsets
are observed.

To illustrate the very high quality of the DEMs that can be generated using InSAR with such
a system, let us now consider a small patch of the imaged area containing a transition from
short grass to bare ground, as shown in the photograph in Figure 6.19 (a), which represents a
very subtle topographic change of a few centimeters. Figures 6.19 (b) and (c) show the DEMs
obtained using InSAR acquisitions in the 6 − 9GHz frequency band with several interfero-
metric baselines and the laser scanner data, respectively. Figure 6.19 (d) shows the histogram
of the height differences between the DEMs obtained with InSAR and the laser scanner. The
achieved standard deviation of the height differences is 7 cm at a posting of 25 cm× 25 cm.

The quality of the generated DEMs can be compared with results obtained in other experi-
ments over local and predominantly flat areas using state-of-the-art air- and spaceborne InSAR
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Figure 6.18: (a) Height difference between DEMs formed over the flat area covered with short grass
from the data acquired in the 1 – 4 GHz and 6 – 9 GHz frequency bands. (b) Height difference between
DEMs formed over the flat area covered with short grass from 1-GHz sub-bands with the center fre-
quencies depicted in the legend and the DEM formed from the entire 1 – 4 GHz frequency band.

Figure 6.19: (a) Optical image of the transition from grass to bare ground in the test field. DEMs over
the same area obtained with (b) InSAR in the 6 – 9 GHz frequency band and (c) the laser scanner. (d)
Histogram of height errors between the InSAR and the laser scanner DEMs.

sensors. The combination of multi-baseline InSAR data acquired with TanDEM-X allowed
generating DEMs with a height accuracy (standard deviation) and an independent posting of
0.27m and 6m×6m, respectively [32]. Furthermore, DEMs with a height accuracy (standard
deviation) of 5 cm were obtained at an independent posting of 1m×1m using multi-frequency
multi-baseline data acquired with DLR’s F-SAR platform [34]. Height accuracies of the same
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order are achieved in the experiment performed in this thesis, while the large bandwidth avail-
able on the drone-borne radar allows the resolution to be improved by more than one order of
magnitude.

6.3 Experimental Acquisition Near Mittenwald

6.3.1 Description of the Experiment

A second experiment was conducted in November 2024 using the same system over a hilly area
near Mittenwald, Germany. The experiment involved multiple SAR acquisitions following
linear trajectories, and the imaged area included both small-scale features and topographic
height variations in the order of 50m.

The test site is shown in Figure 6.20. The entire site is shown in the photograph on the left,
which was taken from the highest point of the area. The 50-m high hill can be seen, along with
the smaller topographic humps. The photograph on the right shows the hill with the humps
and the drone flying from the lowest point of the site.

Figure 6.20: Photographs of the test site where the hill and the small topographic humps can be seen:
(left) photo taken from the highest part of the test site and (right) photo of the drone flying over the hill.

Since the three-dimensional laser scanner used to obtain a ground truth in the previous ex-
periment is a ground-based system, it was not possible to obtain a DEM of the entire site, as the
imaged area is larger and has a steeper topography. For comparison with the generated DEMs,
an airborne lidar DEM that is available for the entire region of Bavaria is used [127]. Note that
this DEM was obtained at an unspecified date prior to the experiment; therefore, discrepancies
with the measured topography may occur. This DEM has a height accuracy better than 0.2m

and a resolution of 1m× 1m. The left-hand side of Figure 6.21 shows the lidar DEM over the
entire field, which expands over an area of about 300m× 400m. Note the height difference of
about 50m between the lowest and highest points in the field, ignoring trees that are present.
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Note also the small humps present in some areas of the field. A major challenge in interferom-
etry is dealing with steep slopes, i.e., about and above 20%. The right-hand side of the figure
shows the slope gradients of the terrain in the East direction. The hill has in general a slope of
about 20% with peaks of more than 30%. Therefore, the selected test field is challenging for
InSAR as it contains height variations in the order of the drone flight height and steep slopes.

Figure 6.21: (Left) Lidar DEM over the test site near Mittenwald employed as ground truth. (Right)
Slope gradient of the terrain in the East direction over the test site.

Unlike in the cases of space- and airborne SAR, it was necessary to adapt the drone flight
height during the acquisitions to avoid collisions, keep the ranges to the scene within the de-
sired operating interval (30m – 50m), and keep the flight height below the maximum allowed
altitude. Some of the flight tracks were planned in the North-South direction (see Figure 6.3),
in which case, the flight height was not varied within the track but between tracks. Some other
flight tracks were planned in the East-West direction, and the flight height was adjusted by
about 25m within the track to avoid collisions with the terrain.

In addition to the repeat-pass InSAR data, single-pass data were acquired using two antennas
located on the same drone. The motivation was to use these data to aid in the calibration of
the repeat-pass DEMs by compensating for the tilts caused by baseline errors. However, due
to the architecture of the radar system, it was not possible to use a single transmitting antenna
with two receivers separated by an across-track baseline. The radar system was arranged with
four antennas as it is shown in Figure 6.22. At a given time, a radar pulse is transmitted
through antenna Tx1 and received by antennas Rx1 and Rx2. Then, the next radar pulse is
transmitted through antenna Tx2 and received by antennas Rx1 and Rx2, and so on. Thus,
four data channels are available. The distance between the phase centers of the antennas Tx1
and Tx2 (or Rx1 and Rx2) is about 20 cm and all antennas are arranged with an inclination of
approximately 45◦.

The main drawback was that the PRF turned out to be 120Hz for each channel, which
is lower than desired. This unfavorable PRF value was due to a misunderstanding, as direct
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Figure 6.22: Photo of the drone and radar system employed in the experiment. The transmit and receive
antennas are indicated.

access to the hardware configuration and parameters was not possible. According to (2.11), this
PRF allows unambiguous imaging of antenna beamwidths up to 97◦ and 38◦ in the 1GHz −
4GHz and 6GHz− 9GHz frequency bands, respectively, assuming a flight speed of 3m s−1.
Therefore, ambiguities in the data acquired in the high band are to be expected, since the 3-
dB beamwidth of the antenna is approximately 50◦. Furthermore, as the PRF was reduced
from 300Hz in the previous experiment to 120Hz, the SNR is also expected to decrease.
Because of this, single-pass InSAR data were generated using, for example, the channels Tx1-
Rx1 and Tx1-Rx2. For the repeat-pass InSAR data, channels Tx1-Rx2 and Tx2-Rx1 were
combined for each pass in order to increase the PRF. This specific combination of channels
was chosen because both Tx1-Rx2 and Tx2-Rx1 generate a very similar phase center location.
A configuration with one transmitter and two receivers (e.g., Tx1, Rx1 and Rx2) would have
been preferable, as the PRF could have been higher. Consequently, acquisitions using this
configuration are planned for future experiments. All other system parameters are the same as
the ones listed in Table 6.1 except for the flight speed, which was increased from 2m s−1 to
3m s−1.

6.3.2 Experimental Results

SAR data were acquired in both frequency bands using multiple repeated passes over the entire
field. However, several issues were encountered during data processing. Firstly, a strong
electromagnetic interference affected the data, and applying a narrowband filter to remove
these frequencies did not yield significant improvements. The strong interference was detected
at frequencies around 8.9GHz. After investigation, it was concluded that the interference most
likely originates from a radar used to detect low-altitude flying objects such as drones. This
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is supported by the presence of a nearby military base and the fact that these frequencies are
allocated for such radars according to the German spectrum plan [128]. Secondly, the quality
of the recorded drone positioning data was lower than expected. Thirdly, as already mentioned,
the PRF was lower than desired, resulting in significant azimuth ambiguities in the SAR data
of the 6GHz − 9GHz frequency band. Despite these problems that increased the noise level,
the acquired data could be used to demonstrate the generation of DEMs over the wide area of
the field and the capability of the processor to handle a generic acquisition geometry, including
trajectories with varying height, topographic features on the scale of the drone’s flight altitude,
and the presence of significant baseline errors. Furthermore, the results also highlight the
system’s robustness against ambiguities and interference, which is likely to occur, especially
considering the wide bandwidths employed.

Figure 6.23 (a) shows an exemplary set of trajectories flown with a single set of batteries.
The trajectory height is normalized with respect to the position of the RTK base station. The
height of the trajectories is varied to avoid collisions with the terrain and to maintain the flight
height above ground level in the range of 30m − 50m. Figure 6.23 (b) shows the baselines
that are generated by considering the southernmost track as the primary and the other tracks as
the secondary. Note the strong variability of the baseline along the acquisition and within the
synthetic aperture.

Figure 6.23: (a) Three-dimensional representation of the flown trajectories using one set of batteries.
Note the variation of about 20m in the height of the trajectories to avoid collisions with the terrain. (b)
Baselines generated using the southernmost trajectory as primary track and the others as secondary.

Figure 6.24 illustrates the calculation of the motion compensation terms for the primary
trajectory in Figure 6.23. Figure 6.24 (a) shows the reference DEM back-geocoded to the
reference antenna positions. Both the DEM and the antenna positions are used to compute the
motion compensation terms, which are shown in Figure 6.24 (b), according to (4.6). Figure
6.24 (c) shows the deviations of the antenna positions from the reference track in the slant-
range and across-track directions for an incidence angle of 45◦. Note that the slant-range
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Figure 6.24: (a) Reference DEM back-geocoded to the antenna positions. (b) Motion compensation
terms calculated using the reference DEM and the antenna positions versus azimuth and range. (c)
Deviations of the antenna positions with respect to the reference trajectory in the slant-range and cross-
track directions for an incidence angle of 45◦.

deviations correspond to the motion compensation terms for that specific incidence angle.

The SAR images acquired along the same trajectory are shown in Figure 6.25 for the fre-
quency bands (a) 1GHz− 4GHz and (b) 6GHz− 9GHz. Note the significantly higher power
of the background relative to the corner reflectors compared to Figure 6.9, especially in the
lower frequency band, which reflects the higher noise level. In the higher frequency band,
higher side lobes are visible for the corner reflectors, expanding up to a distance of about 20m.
They are most likely caused by the noisy phase in the data, as it agrees with simulation results
in that situation reported in [129]. Note also that, in the image obtained from the high-band
data, there is an artifact at ranges around 45m generated by the radar system.

Figure 6.26 (a) shows the SAR image of a corner reflector obtained from the data acquired in
the 1GHz− 4GHz frequency band, whose azimuth and range cuts are depicted in Figure 6.26
(b). The achieved resolution at −3 dB is 6 cm and 5 cm in azimuth and range, respectively.
The azimuth resolution is slightly worse than the expected 5 cm. Note the higher level of
the azimuth side lobes compared to the previous experiment (see Figure 6.11). Note also the
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Figure 6.25: Focused SAR images of an area of the test field containing three corner reflectors obtained
from data acquired in the frequency bands (a) 1GHz− 4GHz and (b) 6GHz− 9GHz.

Figure 6.26: (a) Focused SAR image of a corner reflector in the frequency band 1−4GHz and (b) cuts
of the response in the azimuth and range dimensions.

Figure 6.27: (a) Focused SAR image of a corner reflector in the frequency band 6−9GHz and (b) cuts
of the response in the azimuth and range dimensions.
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range side lobe that has a level of about −10 dB. In most of the cases, such side lobes before
the main response of the corner reflector were observed in the low frequency band and they
are likely due to incorrect pointing of the corner reflector or because they were lying on the
ground. Figure 6.27 (a) presents another SAR image of a corner reflector, this time in the
6GHz − 9GHz frequency band. The corresponding azimuth and range cuts of the response
are shown in Figure 6.27 (b). In this case, the azimuth side lobes are even more prominent,
extending up to approximately 20m from the main response in the focused image.

As for the interferometric results, Figure 6.28 shows the (a) interferometric coherence and
(b) interferogram of a repeat-pass InSAR acquisition over an area of the test field not containing
terrain humps. The height of ambiguity and the baselines of the acquisition are shown in
Figure 6.28 (c) and (d), respectively. Note again the time-varying baselines and height of
ambiguity, the artifact at ranges around 45m generated by the radar system and the artifacts
generated by the side lobes of the corner reflectors. The magnitude of the coherence is between
0.4 and 0.6, which is lower than the expected coherence and the coherences obtained in the
first experiment for similar acquisition configurations. This fact has been observed in all the
acquisitions performed in the second experiment.

The DEM generated from the interferogram in Figure 6.28 (b) is shown in Figure 6.29 (a).
This DEM contains the height differences between the topography measured by the radar and
the DEM used to perform motion compensation and compute the flat Earth phase component,
i.e., the reference DEM. The artifact caused by the radar and the side lobes of the corner
reflectors are still noticeable. Figure 6.29 (b) shows the final DEM obtained after adding the
reference DEM and geocoding. The East-North-Up coordinates are normalized with respect to
the position of the RTK base station. The northernmost part corresponds to near range, which
has a lower standard deviation due to a smaller height of ambiguity.

InSAR data were also acquired over the areas with terrain humps. Figure 6.30 shows two
interferograms acquired over the same area in (a) repeat-pass and (b) single-pass mode. The
height of ambiguity in the repeat-pass interferogram ranges from approximately 0.6m in the
near range to 2.6m in the far range, while for the single-pass interferogram it varies between
6m and 17m. Several aspects of these two interferograms deserve attention. The repeat-
pass interferogram is quite noisy and contains several low-coherence areas. The humps are
visible between azimuth positions −20m to 10m and 55m to 80m, whereas around azimuth
equal to 20m the interferogram is highly decorrelated, likely due to, in large part, a very steep
slope in that area. The humps are not discernible in the single-pass interferogram because its
height sensitivity is significantly lower. However, the height change between azimuth positions
0− 20m and 20− 40m is notable, clearly indicating the steep slope around azimuth equal to
20m. The artifact observed around the range of 45m is again attributed to the radar system.
The purple spot at range 50m and azimuth −35m corresponds to a wooden shelter located
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Figure 6.28: (a) Interferometric coherence and (b) interferogram formed from repeat-pass data. An
artifact coming from the radar at ranges around 45m is visible, as well as the broad side lobes of the
corner reflectors (e.g., for the corner reflector located approximately at azimuth equal to 35m and range
equal to 40m). The primary acquisition used to form the interferogram is the one showed in Figure 6.25
(b). (c) Height of ambiguity of the interferogram. (d) Baselines of the acquisition versus the azimuth
position.

within the imaged area. Due to the low coherence and rapid phase changes in the interferogram
shown in Figure 6.30 (a), phase unwrapping of the entire interferogram was unsuccessful.
Therefore, areas with a higher coherence, such as between azimuth positions −18m and 10m,
are processed separately.

The individual DEMs generated were calibrated and mosaicked as detailed in Section 5.1.5.
The resulting DEM, covering an area of approximately 150m × 150m, is shown on the left-
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Figure 6.29: (a) DEM of the residual topography formed from the repeat-pass interferometric data
shown in Figure 6.28. (b) Geocoded DEM, where the Earth-North-Up coordinates are centered in the
position of the RTK station.

Figure 6.30: (a) Repeat-pass and (b) single-pass interferograms acquired over the area containing ter-
rain humps in the 6− 9GHz frequency band. Note the artifact at ranges around 45m.

hand side of Figure 6.31, overlaid on the 30-m resolution Copernicus DEM to visually high-
light the quality differences [130]. The axes are in universal transverse Mercator (UTM) coor-
dinates. The DEM obtained from the drone-based InSAR data is delimited by a grey rectangle.
The DEM on the right-hand side of the same figure shows a zoomed-in view of the DEM
generated from the drone-based InSAR data. The Copernicus DEM has a height accuracy of
2m at a resolution of about 30m × 30m. In contrast, the generated DEM achieves a height
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accuracy of 55 cm, measured by comparison with the lidar reference DEM, at a significantly
finer resolution of 30 cm × 30 cm. The artifacts caused by the side lobes of the corner reflec-
tors and the radar system were removed, and the height measurements at these positions were
interpolated. The yellow spots on the green area are two wooden shelters (see Figure 6.21).

Figure 6.31: Copernicus DEM over the area of the experiment near Mittenwald, with the DEM obtained
from the drone-based InSAR acquisition overlaid. The Copernicus DEM has an independent resolution
of 30m and a height accuracy of approximately 2m, while the DEM obtained using drones has a
resolution of 30 cm and a height accuracy of 55 cm.

Figure 6.32: (a) Geocoded DEM formed from repeat-pass InSAR data in the 6 − 9GHz frequency
band. It corresponds to the azimuth positions between approximately −18m and 10m. (b) Lidar DEM
over the same portion of terrain.

As in the previous experiment, a zoomed-in view is provided to illustrate the achieved qual-
ity. Figure 6.32 (a) shows the DEM generated over the area containing terrain humps that
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corresponds to the azimuth positions between −18m and 10m in the interferogram in Figure
6.30 (a) and to the red rectangle on the left-hand side of Figure 6.31. The DEM covers an
area of approximately 30m × 30m (note that this area is approximately the same size as the
resolution of the Copernicus DEM) that exhibits height differences up to around 10m. Figure
6.32 (b) shows the corresponding DEM obtained from the lidar data over the same portion of
terrain, where the humps are clearly visible. The standard deviation of the height differences
between the two DEMs is 26 cm.

In summary, although this experiment did not yield the expected results in terms of data
quality due to the setbacks described, it is anticipated that DEMs of comparable quality to those
in the first experiment can be produced once the data-related issues are resolved. Nevertheless,
the results demonstrate the significant quality improvements that a drone-based system can
achieve compared to spaceborne sensors over specific areas of interest. Furthermore, drone
systems can achieve this at a cost several orders of magnitude lower and offering complete
flexibility in selecting the imaged area and the time of the acquisition.

Based on insights gained from the experiments, the use of a second antenna onboard the
same drone to acquire single-pass InSAR data is not strictly necessary, but can be beneficial
in certain scenarios. It can help produce height measurements in areas that are decorrelated
in repeat-pass data, where time-varying baselines may cause decorrelation (as also occurs in
single-pass configurations with antennas on different platforms). It can also facilitate SAR
image coregistration when there is a significant uncertainty in the topography, as the SAR
images are acquired with a very small baseline and are therefore well coregistered. In addition,
in narrowband systems, a second antenna can assist unwrap the interferograms; however, the
benefit is reduced in wideband systems due to the availability of radargrammetry.
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7 Conclusion

This thesis addressed the generation of DEMs of a very high-quality from repeat-pass ultra-
wideband radar data acquired using drones. A concept to obtain DEMs with unprecedented
height accuracy and resolution over local areas with a drone-based ultra-wideband InSAR
system was proposed, analyzed in detail and experimentally demonstrated. It is a cost-effective
and very rapidly deployable system that can complement classical space- and airborne systems.
The main results are summarized below along with a discussion of the research work and
suggestions of future lines of research.

7.1 Summary of Results and Discussion

The interest in monitoring Earth’s dynamic processes, particularly those of importance to cli-
mate, has increased substantially. SAR is a key technology that offers unique capabilities for
understanding Earth’s natural processes, which requires, however, data with improved qual-
ity and temporal resolution. To meet these demands on a global scale, new space missions
such as Tandem-L are being proposed [23]. On a local scale, drone-borne SAR has emerged
as a promising solution due to its reduced costs, versatile deployment and the possibility of
achieving unprecedented resolutions through the use of wide bandwidths. In addition, drones
represent an attractive technology for demonstrating novel SAR concepts, e.g., distributed In-
SAR, that are to be implemented in spaceborne SAR missions [21, 39].

While InSAR from space- and airborne platforms is a well-established technique, perform-
ing InSAR using low-altitude drones involves numerous challenges and generating DEMs with
very high vertical accuracy and horizontal resolution is not straightforward. It is particularly
challenging in the cases of bistatic and repeat-pass interferometry due to the deviations of the
drone from the ideal linear track which, in many cases, are comparable to the largest usable
interferometric baselines. Further challenges stem from the use of ultra-wide bandwidths and
long synthetic apertures to achieve unprecedented resolutions in both dimensions of the SAR
image and the shorter range to the scene. The outcomes of this thesis comprise both theoretical
developments to address drone specifics and the corresponding experimental demonstrations.

The baseline decorrelation degrades the quality of the interferometric phase with increasing
baselines due to imaging the scene from different incidence angles [11]. The state-of-the-art
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model of the baseline decorrelation considers a spectral shift while a spectral shrinkage, which
is not negligible for wideband signals, also occurs [59]. A novel, generalized expression of
the baseline decorrelation has been derived that is also accurate for wideband and short-range
InSAR systems, and that allows achieving enhanced performance after spectral filtering. The
new model formulation includes the spectral shrinkage and is in good agreement with the
simulations for both small and large bandwidths and baselines. This was published in [Pub1]
and [Conf1].

In the case that volumetric targets are imaged using long baselines and wide bandwidths, the
state-of-the-art model of the volume decorrelation, included in [125], fails to accurately predict
the interferometric coherence. A refined model that incorporates an additional decorrelation
term due to misregistration within the volume height, which is not negligible for long baselines,
was derived and published in [Pub5], although it is not included in this thesis.

The InSAR system design aspects specific to drone platforms and their inherent limitations
were thoroughly addressed. Unlike space- and airborne systems, drones offer the possibility
to adjust some parameters that introduce more flexibility to the system. For instance, coverage
and SNR can be balanced by varying flight speed, which is totally adjustable in multicopters.
Additionally, the SNR can be enhanced by increasing the PRF without the risk of range am-
biguities thanks to the short operating ranges. The flight behavior of the drones must be also
considered in the system design, since trajectory deviations are usually of the same order as the
interferometric baselines and, therefore, limit the feasible acquisition configurations. The flight
behavior (trajectory deviations and attitude angle variations) was analyzed from recorded ex-
perimental data, as it is difficult to evaluate theoretically because it depends on external factors
such as the weather or GNSS accuracy. Furthermore, a comprehensive performance analy-
sis was conducted, which was experimentally validated. These investigations on drone-based
InSAR system design and performance have been included in [Pub4] and [Conf2].

A signal processing approach tailored to the specifics of drone-based ultra-wideband InSAR
was proposed. It was shown that fast SAR processing based on the ω-k algorithm effectively
focuses the SAR data acquired using drones with a quality similar to that of the back-projection
algorithm, which is commonly used in similar systems. The use of fast SAR processing is key
to overcome the computational burden of back-projection because, although drones image
smaller areas than satellites, the higher resolution results in comparable data volumes and,
hence, computational burden. The signal processing chain was described in detail in Chapter
5 and included in [Pub4].

Radargrammetry was shown to be useful to support phase unwrapping in wideband InSAR
systems because its height accuracy becomes comparable to that of InSAR. Furthermore, the
proposed method is efficiently integrated in the processing chain without imposing further
constraints on the InSAR acquisition geometry. The theoretical performance of the correction



7.1 Summary of Results and Discussion 129

approach was addressed and simulated in Chapter 4, and it was then integrated in the processor
and valitated with experimental data. In addition to wideband drone- and airborne InSAR
systems, the proposed approach could be employed according to the simulated performances
in future spaceborne wideband InSAR systems at X band like HRWS (Brg = 1.2GHz, BF ≈
0.12), as well as in L-band systems such as Tandem-L (Brg = 85MHz, BF ≈ 0.07) by
increasing the multi-looking factor of the radargrammetric DEM, among others [21, 131]. If a
fractional bandwidth larger than 0.3 is available, performing phase unwrapping with a single
InSAR acquisition becomes feasible in the case of coherences higher than 0.6. A theoretical
and simulation-based performance evaluation was published in [Pub1], while it was tested with
experimental data in [Pub4].

Drone acquisitions are very often affected by significant motion and baseline errors, which
cause height errors in the DEM that are added to the common height offsets due to unwrapping
errors. Radargrammetry proved to be a convenient technique to support phase unwrapping in
drone-acquisitions because motion and baseline errors cause the same height errors trends in
radargrammetry and InSAR when both techniques are applied on the same data. An approach
was proposed to correct the unwrapping errors and calibrate the DEMs, which uses radargram-
metry and the minimization of the height differences between contiguous DEMs.

The ability of the proposed processing schemes to achieve the predicted performances was
validated through experimental demonstrations. The first measurement campaign conducted
near Ulm, Germany, demonstrated DEMs with a height accuracy of 13 cm (standard deviation)
at an independent posting of 25 cm× 25 cm for the entire test area. This performance implies
a resolution improvement of more than one order of magnitude compared to DEMs obtained
with state-of-the-art air- and spaceborne InSAR sensors, which can achieve DEMs with reso-
lutions on the order of one meter mainly due to bandwidth limitations. Moreover, to the best
of the author’s knowledge, the DEMs obtained are the best quality among the DEMs obtained
from drone-based InSAR data reported in the literature, which is very limited to date. The
results of this experiment are included in [Pub4] and partially in [Conf3] and [Conf4].

The second experiment demonstrated the capability of the system to generate DEMs in a
general environment where the flight altitude of the drone is of the order of the topographic
height and thus had to be adjusted during the acquisition. Although some issues were encoun-
tered in the acquired data that compromised the quality of the results, DEMs with a height
accuracy of 55 cm at a horizontal resolution of 30 cm × 30 cm were successfully generated.
The DEMs were compared with the global Copernicus DEM, demonstrating the quality en-
hancement achievable over local areas using a drone-based SAR system. These systems offer
a significantly lower cost while providing the flexibility to image the area of interest at any
desired time. The results of this experiment have been partially published in [Conf4].
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7.2 Future Work

Additional experiments will be performed to generate further DEMs over larger areas and
validate the system in various scenarios. In addition, regarding the processing, automation of
phase unwrapping is still a pending topic due to the challenges posed by the large baselines
relative to flight height, motion errors and non-linear trajectories. There are also several other
lines of research that can be a natural continuation of this work and will be explored in the
future. They aim to further exploit the potential of drone-based SAR and are summarized
below.

In addition to obtaining DEMs with unprecedented quality, ultra-wideband InSAR can tackle
further applications. For example, it can be used to retrieve the internal structure of semi-
transparent media by benefiting from the frequency dependence of the interferometric coher-
ence. This concept was addressed theoretically and validated through simulations, while the
concepts developed in this thesis lay the groundwork for an experimental demonstration [100]
[Pat1, Pat2, Conf5, Conf9, Conf11].

Another interesting topic is the monitoring of natural dynamic processes at local scales using
highly sampled time series of SAR products, such as DEMs [23]. This is a particularly suitable
application for drone-based SAR, as flexible and frequent revisit intervals can be achieved due
to its versatile and easy deployment. An exemplary application is the monitoring of crops
during the growing season. A second application, which is related to weather and climate, is
the understanding of the variation of water content in plants at different time scales, for which
highly accurate InSAR data would be needed [23, 35].

Drone-based repeat-pass InSAR represents an intermediate step towards bistatic single-pass
InSAR, since, in addition to all the developments in this thesis, bistatic signal processing and
accurate phase synchronization between radars are needed. The implementation of solutions
for both issues would allow the system to operate in bistatic single-pass InSAR mode.

Having a bistatic system would allow the demonstration of multistatic and distributed SAR
concepts that can be further implemented in future spaceborne SAR missions. For instance,
single-pass multi-baseline InSAR, SAR tomography or MIMO-SAR [132]. Drone experiments
of distributed synthetic aperture radar for low Earth orbits (DEDALO) is an ongoing project
that aims to demonstrate such concepts using a distributed drone-based SAR system.
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This appendix analyzes the content of the interferometric phase based on the approaches de-
scribed in [54] and [98]. The phase due to the range distance in the primary acquisition is
given, according to Figure 3.5, by

ϕ1 = −4π

λ
r1h,real, (A.1)

and the correction applied in the motion compensation step is

ϕ1,MoCo = −4π

λ
(r1o,ref − r1o,real) . (A.2)

Therefore, the remaining phase in the primary image considering that r1o,real = r1h,real is

ϕ1,corrected = ϕ1 + ϕ1,MoCo = −4π

λ
r1o,ref . (A.3)

Analogously, the phase in the secondary image can be written as

ϕ2,corrected = −4π

λ
(r2h,real − r2o,real + r2o,ref) . (A.4)

In this case, note that r2o,real ̸= r2h,real because the secondary image has been coregistered to
the primary one. The interferometric phase can hence be written as

ϕint = ϕ1,corrected − ϕ2,corrected = −4π

λ
(r1o,ref − r2o,ref + r2o,real − r2h,real) . (A.5)

The flat Earth phase term corresponds to the phase computed using the reference DEM and the
reference tracks and is given by

ϕfe =
4π

λ
(r2o,ref − r1o,ref) , (A.6)
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which yields the following flattened interferometric phase

ϕflat = ϕint − ϕfe =
4π

λ
(r1o,real − r2o,real) . (A.7)

Considering that

r2h,real = r1h,real −∆rh = r1o,real −∆rh, (A.8)

the flattened interferometric phase can be rewritten as

ϕflat = −4π

λ
(r2o,real − r1o,real +∆rh) . (A.9)

It is important to note that ϕflat depends solely on the real tracks, while the flat Earth phase
component depends on the reference tracks. Using the reference tracks to retrieve the topogra-
phy may therefore yield incorrect height results.
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