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 A B S T R A C T

Deep neural networks have demonstrated remarkable success in image processing across various domains. 
However, to achieve state-of-the-art performance, a substantial amount of high-quality training data is 
essential. In the context of optical heliostat monitoring, acquiring such data remains a challenge which is 
why deep neural networks are still scarcely used. We propose the use of synthetic training data to address this 
deficit and conduct a comprehensive investigation of scene parameters within our simulation environment to 
mitigate the sim2real gap. Our findings demonstrate that training models for object and keypoint detection 
in aerial images of heliostat fields with purely synthetic data is feasible and yields promising results with 
the appropriate scene configuration. Our best model achieves an average precision (AP) of 0.63 in heliostat 
detection and accurately detects 61% of outer mirror corners on our test dataset, comprising six manually 
annotated real-world drone images of a heliostat field. By evaluating the model on a simulated replication of 
this test dataset, we measure a remaining sim2real gap of 30% and 35% for the respective tasks. Furthermore, 
we showcase the model’s transferability to other heliostat geometries. By generating an additional 200 synthetic 
images showing the new geometry and performing a brief fine-tuning of the model, we achieve promising 
qualitative results on real-world images of another plant. To the best of our knowledge, this work is the first 
application of deep learning achieving such results in mirror corner detection in airborne imagery of heliostat 
fields while offering a straightforward approach for power plant transfer.
1. Introduction

Solar tower power plants represent an important technology in the 
transition toward a decarbonized energy system. These plants typically 
comprise thousands to over hundred thousands of individual mirror 
modules, known as heliostats, which concentrate solar radiation onto 
a central tower receiver. This process enables the generation of high 
temperatures for electricity production in a steam power cycle, cost-
effective thermal energy storage, or direct utilization as process heat. 
To ensure optimal efficiency, heliostats must be aligned with an accu-
racy of ≤1mrad during the construction phase, with regular calibration 
recommended during operation to maintain this level of accuracy [1]. 
Drones equipped with high-resolution cameras have emerged as a 
promising solution for these tasks. During flight, they capture images 
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of the heliostat field which are subsequently analyzed. Current mea-
surement methods typically involve detecting heliostat mirror corners 
for photogrammetry-based camera pose estimation and, in some cases, 
coarse calibration. Additionally, reflex-based techniques analyze re-
flexes such as edges or point markers in the concentrator mirrors to 
determine heliostat orientation and surface slope. Different techniques 
are presented in [2–5].

To the best of our knowledge, existing approaches for mirror cor-
ner detection in the aforementioned works primarily rely on classical 
computer vision algorithms, which involves significant limitations. A 
missing or incorrect prior knowledge of the heliostat orientation can 
lead to the misplacement of search windows, which are required, 
for example, for the image processing pipeline for corner detection 
described by Prahl [6] and Jessen et al. [4]. Moreover, reflections 
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Acronyms

AP Average precision
CNN Convolutional neural network
DNN Deep neural network
GAN Generative adversarial network
GPU Graphics processing unit
HDRI High dynamic range image
HPC High performance computing
IoU Intersection over union
PCK Percentage of correct keypoints
PD Pixel deviation
PSA Plataforma Solar de Almería
SDR Structured domain randomization
STJ Solar Tower Jülich
ViT Vision transformer

other than the sky and overlapping objects can lead to false detections 
when using color thresholding and edge detection algorithms as pro-
posed by Röger et al. [7]. These errors can lead to wrong conclusions 
and correcting them requires manual intervention, which delays the 
processing substantially and may introduce further inaccuracies. Not 
least, the use of classical computer vision algorithms, especially if 
performed iteratively for all objects or search windows, can result in 
relatively long processing times. These are all factors that undermine 
the application as a fast and ideally automated measurement method. 
For this reason, the topic was introduced in 2022 in the German 
AuSeSol-AI project [8]. Also, the HelioCon roadmap [9] underscores 
the need for further research in this domain to develop more efficient 
monitoring solutions for commercial power plants.

By means of deep neural network (DNN) algorithms the issues 
of classical computer vision methods can be circumvented opening a 
promising direction for further development. However, in the context 
of solar thermal collectors, the application of DNNs remains rela-
tively unexplored, with only a handful of studies addressing their 
potential. Existing research primarily focuses on training models for 
object detection to determine heliostat tracking angles by means of 
cameras mounted on heliostats [10] or instance segmentation, which 
is subsequently combined with classical computer vision algorithms 
to calculate mirror corners and perform calibration [11–13]. These 
approaches, however, do not offer a fast, robust, and, above all, trans-
ferable image processing method. Adapting the presented models to 
different power plants, where heliostat geometries can vary, requires 
the acquisition and annotation of new image datasets, which poses 
significant challenges. On the one hand, access to image data from 
commercial or research power plants is limited and publicly available 
datasets are scarce. On the other hand, even when data is accessible, 
the manual annotation is both, error-prone and labor-intensive. Espe-
cially annotating mirror corners demands a high level of accuracy. 
We therefore propose the development of DNNs for object detection 
(heliostat) and keypoint detection (outer mirror corner) trained purely 
on synthetic datasets of aerial images of heliostat fields.

In this work, we investigate the sim2real gap associated with syn-
thetic training data, i.e., the discrepancy in performance when a model 
trained in simulation is transferred to reality. Building on our previ-
ously introduced simulation environment for photorealistic image data 
generation [14], we systematically analyze how scene parameters, such 
as object placement, textures, and lighting, affect model performance 
for the aforementioned tasks. The primary objective of this work is to 
identify the optimal scene parameter configuration for training dataset 
generation with the aim to minimize the sim2real gap and improve 
real-world applicability.
2 
2. Related work

An integral part of every deep learning problem is the availability 
of a sufficient amount of training image data. Over the past decade, 
the use of synthetic data to meet this demand and the investigation of 
the resulting sim2real gap has become a prominent area of research 
in deep learning. This approach is particularly prevalent in fields such 
as robotics [15], manufacturing [16,17], and autonomous driving [18–
20], especially for tasks like object detection and 6D pose estimation, 
where acquiring accurate, diverse and, most importantly, annotated 
training data in sufficient quantities is particularly difficult and costly. 
In theory, generating synthetic data not only allows for virtually unlim-
ited dataset sizes but also offers the advantage of being able to control 
diversity and automatically generate perfect annotations.

One of the most straightforward techniques for generating synthetic 
image data is known as cut-and-paste, or render-and-paste. In this ap-
proach, objects are either cut out from existing images or rendered, and 
then placed on an arbitrary background [21,22]. While this approach is 
highly scalable, it has the disadvantage of losing important effects, such 
as realistic lighting, shadows, interreflections, and a natural contextual 
relationship between objects.

With the increasing realism of computer game graphics, game ren-
dering engines such as Unreal Engine [23] have gained attention as 
tools capable of reproducing these effects. However, these engines are 
primarily designed to function efficiently in real-time, which comes 
at the cost of photorealism. At the same time, numerous works have 
demonstrated the advantages of photorealism in context with DNNs 
and the sim2real gap [24–26]. Photorealism can be achieved using 
ray tracing or path tracing-based rendering, utilizing physically based 
materials, as supported by software such as Blender [27]. Driven by 
these insights, a growing number of works have introduced pipelines 
for generating photorealistic synthetic images for deep learning using 
such software [28–30].

Photorealistic rendering can be seen as a form of domain adaptation, 
where one domain (in this case, simulation) is adapted to another 
(reality). A promising area of research in domain adaptation involves 
the use of DNNs, such as generative adversarial networks (GANs), to 
further enhance the photorealism of simulated data [31,32]. However, 
this approach is still in its early stages and designing and training such 
models remains challenging as stated by Hinterstoisser et al. [33].

A more practical approach is domain randomization, first intro-
duced by Tobin et al. [34]. The concept behind domain randomization 
is to vary the scene parameters to such an extent that a trained model 
regards reality as just another variation of this randomization. The 
authors reported a substantial reduction in the sim2real gap for an 
object detection model, albeit only for the detection of simple geomet-
ric shapes. Building on these initial findings, subsequent studies have 
explored the combination of photorealism and domain randomization 
to tackle more complex tasks. In the work of Prakash et al. [35], the 
sim2real gap was categorized into two components: the appearance 
gap and the content gap. The appearance gap is defined as the pixel-
level discrepancy between two images, encompassing differences in 
object detail, materials, and the capabilities of the rendering system. 
In contrast, the content gap refers to differences in the number of 
objects in a scene, their diversity and placement, and other contextual 
factors. The study demonstrated that context-aware object placement 
outperforms full randomization in vehicle detection, introducing the 
concept of structured domain randomization (SDR).

Building on these ideas, more recent studies have further explored 
scene parameters and their impact on the sim2real gap. Eversberg 
et al. [36] trained an object detection model on texture-less turbine 
blades. Synthetic training data was generated by means of Blender and 
scene parameters such as lighting, background, object materials, and 
foreground objects were investigated. Their findings suggest that real-
istic image backgrounds and realistic distractor objects are less critical, 
while realistic image-based lighting and realistic object materials play a 
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significant role in improving transferability from simulation to reality. 
Overall, their work emphasizes the significance of photorealism but 
highlights that variability in scene design is also important. In the work 
of Mayershofer et al. [26], an object detection model was trained based 
on synthetically generated data from Blender to identify various indus-
trial objects. The study presented a scalable image generation approach 
that incorporates varying backgrounds, distractor objects, and lighting, 
all subject to domain randomization. Through an ablation study, the 
authors concluded that the inclusion of distractors and predefined rela-
tions when positioning the target objects is crucial for the model’s trans-
ferability to reality. Another study aimed to develop a scalable pipeline 
using Blender and BlenderProc [30], incorporating procedures based on 
domain randomization for detecting parts and assemblies in a produc-
tion environment [17]. The authors evaluated five different procedures 
involving scene parameters such as predefined and random object 
poses, object materials, background objects and their textures, as well 
as scene lighting. They found that combinations of different procedures 
outperformed individual ones, making it challenging to isolate the 
effect of each scene parameter on the sim2real gap. Nevertheless, their 
study demonstrates that combining domain randomization with domain 
knowledge can enhance the transferability from simulation to reality.

To the best of our knowledge, only two works directly measure 
the sim2real gap. In the study of Reway et al. [20], an object detec-
tion and tracking model was applied to both real-world video data 
captured during a vehicle drive and its simulation counterpart, and 
the difference in model performance was measured. To condense the 
various resulting metrics into a single value, they were plotted on a 
radar chart and the sim2real gap was measured as the intersection over 
union (IoU) between the radar charts of the real-world and simulated 
datasets. The second study on measuring the sim2real gap focused on 
object detection for industrial objects [37]. In that case, the sim2real 
gap was determined by calculating the difference in AP between a 
synthetic validation dataset and a real-world test dataset. However, as 
the two datasets differed in various ways, the resulting difference likely 
included factors beyond the sim2real gap.

In summary, many studies focus on automating dataset creation 
using domain randomization. However, it is evident that, along with 
domain randomization, domain knowledge and context play a crucial 
role, and manual creation or control of a scene can be beneficial 
in bridging the sim2real gap. Within this context only a few studies 
provide specific recommendations for scene parameters. These works 
generally focus on relatively simple objects in controlled production 
environments and, more importantly, do not directly measure the 
sim2real gap to draw their conclusions. Our goal is to address these 
research gaps by deriving scene design recommendations based on a 
directly measured sim2real gap for a more complex scenario involving 
reflective objects.

3. Methodology

Our methodology comprises three main components. We create 
scenes of simulated heliostat fields and define parameters of interest 
which modify their properties. For the object and keypoint detection 
tasks, we select a suitable model with appropriate training settings. 
Each model trained on synthetic images from a specific scene config-
uration constitutes an experiment. Finally, we establish an evaluation 
procedure with meaningful metrics to measure the sim2real gap and 
assess the model’s real-world applicability.

3.1. Scene design and rendering

For scene creation and rendering, we utilize our previously pre-
sented simulation environment for photorealistic image data genera-
tion [14]. The environment is built on Blender 3.5 and BlenderProc, 
with custom extensions that include functionalities such as the genera-
tion of keypoint annotations. All scenes presented in the following are 
3 
Fig. 1. Visual representation of the heliostat geometries used in our study. From left 
to right: 2 × 6 collector, 4 × 6 collector and the backside of the 4 × 6 collector. 
Exemplarily, the right side of the 2 × 6 collector is shown with soiling on the mirror 
facets.

Fig. 2. A bird’s eye view of the three different field arrangements with the respective 
number of heliostats indicated.

rendered in a highly parallelized manner on an HPC cluster equipped 
with NVIDIA A100 SXM4 80 GB GPUs.
Objects. The target object of our investigation is the heliostat. We 
use our in-house parametric 3D heliostat model which allows us to 
freely modify the collector geometry and imitate soiling on the mirror 
facets. Heliostat tracking is achieved by adjusting both the azimuth and 
elevation angles. For this study, we create heliostats with two types 
of collectors: one featuring 2 × 6 mirror facets and another featuring 
4 × 6 mirror facets, both divided vertically by a middle gap. These 
geometries correspond to those present in our real-world evaluation 
data (see Section 3.3). The resulting heliostat models, illustrated in Fig. 
1, appear in equal proportions in our scenes.

In addition, we incorporate distractor objects that naturally occur in 
solar tower power plants, such as solar towers, storage units, buildings, 
vehicles, vegetation and other smaller objects. The 3D models and all 
other assets used in this work are either self-created or obtained from 
Poly Haven [38] under a CC0 license. A visual overview of all distractor 
objects is provided in Appendix  A.
Base Scenes. In line with literature recommendations to design scenes 
both realistically and with variability, we introduce ten distinct ‘‘base 
scenes’’. This measure helps prevent our models from overfitting to 
specific scene attributes, such as a fixed arrangement of objects or the 
ground color. Every experiment conducted in this study builds upon 
these ten base scenes.

To maintain a realistic framework, we use real solar tower power 
plants as reference. For heliostat placement, we use three different field 
arrangements — circular, semi-circular and rectangular (see Fig.  2). For 
the ground, we use a flat plane and incorporate four different image-
based textures: grass, sand, earth and concrete (see Fig.  3). In addition, 
we simulate realistic heliostat orientations in our base scenes by align-
ing the heliostats with a specific sun position. For these calculations, 
we assume three different timestamps: a March morning with the rising 
sun, a June midday, and a December midday. The assumed solar tower 
is located at the heliostat field coordinate system’s origin, at latitude 
36.838 and longitude −2.460. Note that the timestamps are only used to 
compute the heliostat orientations and do not affect the sky or lighting. 
Following the recommendation of Eversberg et al. [36], we employ a 
HDRI of a clear midday sky for lighting (see Fig.  4). In our experience, 
this represents the standard condition for a measurement flight, which 
is why we do not yet vary the lighting in our base scenes. All other 
scene attributes are combined with each other in different ways. The 
resulting base scene configurations are presented in Table  1.
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Fig. 3. Comparison of the four different ground textures. Top row: simple textures 
based on repeating image patches. Bottom row: procedural, randomized ground textures 
with 3D effects.

Fig. 4. Comparison of the HDRIs used in the base scene and in the scenario with 
variations in lighting. Note that the shown images are thumbnails and that the HDRIs 
cover the entire sphere in the simulation.

For each scene, we simulate 1000 random camera poses repre-
sentative of a measurement flight, resulting in a total of 10000 im-
ages per experiment. We model an ideal camera with a resolution of 
6000 × 4000px, corresponding to our test data, and the following
OpenCV  camera calibration parameters: 𝑓𝑥 = 𝑓𝑦 = 4000px, 𝑐𝑥 =
3000px, and 𝑐𝑦 = 2000px. The camera’s (𝑥, 𝑦) position is uniformly 
sampled within the heliostat field. For flight altitudes 𝑧, we define four 
equidistant intervals of 20m width between 20m and 100m ([20, 40]m, 
[40, 60]m, [60, 80]m, [80, 100]m) and distribute 250 poses evenly 
across each altitude interval. For the camera orientation, we sample a 
random point of interest in the field at a height of 0–5m above ground, 
from which we compute the camera’s pitch angle (𝜃) and yaw angle 
(𝜓). This ensures that the camera is always oriented downwards. As is 
typical for such measurement flights, the camera’s roll angle (𝜙) is set 
to zero. Once sampled, these camera poses remain fixed throughout all 
experiments.

Scene Parameters. Following the work of Prakash et al. [35], we 
subdivide the scene parameters for our experiments into two cate-
gories: appearance and content. According to the definition, appear-
ance encompasses parameters affecting the visual details of the scene 
or objects. In our case, these include the use of procedural ground 
textures, varying lighting and soiling on the heliostat mirror surfaces. 
Content parameters comprise distractor objects, random orientations, 
and random positions. In the context of the sim2real gap, appearance 
and content are considered orthogonal [19], allowing us to evaluate 
them separately. Each individual parameter modifies or enhances the 
previously defined base scenes, thereby increasing rendering time. A 
side-by-side comparison of the base configuration (×) and the enhance-
ments (✓), along with a detailed description of their effects, is provided 
in Table  2. In total, we investigate the influence of six scene parameters 
on the sim2real gap, divided into the two aforementioned categories.

3.2. Model and training setup

A variety of models for object and keypoint detection can be found 
in the literature. For our purposes, we select the encoder–decoder 
model architecture with heatmap output proposed in the work of 
Zhou et al. [39]. Compared to other widely adopted models such as 
Mask R-CNN [40] or YOLO [41], it offers several advantages for our 
particular use case. One major advantage of this architecture is its 
flexibility. The encoder network can easily be replaced by lightweight, 
fast convolutional neural networks (CNNs) like MobileNet [42] – useful 
for real-time applications on a drone – or by more recent transformer-
based architectures, such as vision transformer (ViT) [43]. Additionally, 
4 
Table 1
Overview of the configuration of the created base scenes. Ground texture, field 
arrangement and time (UTC+0) are combined in such a way that a high degree of 
variability is achieved.
 Scene 1 2 3 4 5 6 7 8 9 10  
 Ground Grass Grass Grass Sand Sand Sand Soil Soil Soil Concrete 
 Field ○ D □ ○ D □ ○ D □ ○  
 Time M J D J D M D M J M  
M =̂ March 1st, 8:00; J =̂ June 1st, 12:00; D =̂ December 1st, 12:00.

Fig. 5. Simplified representation of the employed encoder–decoder model architecture 
with a ResNet50 encoder, an output stride of 2 and extended by skip connections.

the output stride of the model (i.e. the ratio between the input image 
resolution and the output heatmap resolution) is easily adjustable 
by modifying the number of decoder stages, enabling the production 
of higher-resolution heatmaps for more precise keypoint detections. 
Lastly, the model generates its output in a single pass, which is faster 
than two-stage methods like Mask R-CNN. Detailed information on the 
model architecture can be found in the original publication.

For our experiments, we use a ResNet50 [44] encoder, pretrained on 
ImageNet [45] and adopt an output stride of 2. Inspired by U-Net [46], 
we also incorporate skip connections. Our preliminary tests suggest that 
these settings yield the best performance. Specifically, skip connections 
add virtually no extra computational cost, yet significantly improve the 
detection of smaller objects, making them a valuable addition to our 
model. Furthermore, we equip the model with four output heads: two 
for object detection (one peak heatmap for integer pixel positions (𝑢, 𝑣)
and one 2-channel regression array for sub-pixel offsets (𝛥𝑢, 𝛥𝑣)) and 
two corresponding heads for keypoint detection. The resulting model 
architecture, with only two of the four output heads depicted, is shown 
in Fig.  5.

In terms of training settings, we largely follow the original model 
paper [39]. We adopt the same training objective and transform our 
object and keypoint annotations accordingly, with one exception: to 
generate scale-aware heatmaps, we scale the Gaussian Kernel standard 
deviations based on the distance between the camera and the object. 
For data augmentation, we apply a random scale-and-crop transform 
that first resizes the input image by a factor between 0.5 and 2.0 
to account for scale invariance, then crops a 2048 × 2048px patch 
at a random position to optimize GPU utilization. We use the Adam 
optimizer [47] with a one-cycle policy [48] and a maximum learn-
ing rate of 1e−3. Each model is trained for 200 epochs on eight 
NVIDIA A100 SXM4 80 GB GPUs with an effective batch size of 64. 
To mitigate effects of random initialization and optimization, each 
evaluated model is trained with five different random seeds. Training 
one model takes approximately 19 h.

3.3. Evaluation procedure

The primary objective of our evaluation is to quantify and minimize 
the sim2real gap. Achieving this requires both representative real-world 
drone images of a heliostat field with corresponding accurate annota-
tions and a precise replication of those images within our simulation 
environment. By doing so, we can use the simulated case as a reference 
and directly measure the sim2real gap, free from distorting factors such 
as scale variance in the model or potential dataset bias.
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Table 2
Summary of the scene parameters relevant for this study, along with a detailed description of their main effects on the scene.
 Base (×) Enhancement (✓)
 

Ap
pe
ar
an
ce

Procedural 
ground texture

• simple image-based texture with a repetitive pattern • Randomized texture with 3D details such as bumps and 
displacement

 

 Varying 
lighting

• Uniform illumination without clouds and with a midday sun, 
resulting in less pronounced shadows

• Partly cloudy skies and three different sun positions (see Fig.  4) 
resulting in color shifts and more pronounced shadows

 

 Soiling • Clean heliostat surface with perfect mirror reflectivity • Realistically reduced mirror reflectivity especially in the bottom 
part of mirror facets, gradually increasing toward the top of the 
facet (see Fig.  1) 
• Randomized levels of soiling throughout the whole field

 

 

Co
nt
en
t

Distractor 
objects

• Only heliostats in the scene, i.e. only reflections of the sky, 
neighboring heliostats and the ground are present

• A variety of realistic distractor objects added to the scene 
resulting in a more diverse scene representation as well as more 
diverse reflections in the mirrors

 

 Random 
orientations

• Except for a 5% share of outliers, the heliostats are perfectly 
aligned to reflect the sun onto the tower 
• Neighboring heliostats appear very similar and the occurrence of 
interreflections is negligible

• Heliostat azimuth and elevation angles are set randomly 
• Reflections in the mirrors are highly diverse and interreflections 
occur frequently

 

 Random 
positions

• Heliostats are placed according to the previously presented field 
arrangements
• Other objects are placed in a realistic manner in and around the 
heliostat field

• All objects are placed randomly on the ground plane of the scene 
resulting in a change of context

 

Fig. 6. Top row: masked images from Jessen et al.’s [4] measurement flight at the PSA (owned and operated by CIEMAT), selected for the evaluation performed in this work. 
Bottom row: replication of the images in our simulation environment.
We use an existing dataset recorded on 2020-07-09 at 14:00–16:00 
local time as part of a measurement flight conducted by Jessen et al. [4] 
over the CESA-1 heliostat field at the Plataforma Solar de Almería 
(PSA; owned and operated by CIEMAT). This enables us to leverage 
the results from that work as a starting point. From that dataset, 
we reduce the number of images to six, selecting them to achieve a 
balance between capturing the essential camera perspectives of the 
flight and minimizing redundancy. In the selected images, we mask the 
rear heliostat rows which contain heavily corroded mirror facets. This 
level of corrosion is uncommon in operating plants and could otherwise 
distort our results. We then thoroughly create and refine bounding box 
and keypoint annotations for all images using labelme [49], conclud-
ing with a double-check to ensure high accuracy. The resulting test 
dataset contains 380 heliostat bounding boxes and 1391 individual 
outer mirror corner keypoints in total.

For replication in the simulation environment, we use the optimized 
camera poses and heliostat orientations from the existing measurement, 
along with the corresponding sun position, a procedural ground texture, 
and carefully reconstructed scene objects. Fig.  6 shows the selected real-
world images along with their simulated counterparts. It is important to 
note that, due to the inherent difficulties of real-world data collection, 
our evaluation dataset is relatively small and does not encompass 
every possible condition (e.g., atmospheric variations, time of day, 
ground composition, or heliostat geometry) that could occur during a 
measurement flight. However, we demonstrate below how our method 
can be easily adapted to other conditions with little effort.

To evaluate object detection performance, we use the state-of-the-
art metric AP computed over an IoU range of [0.50: 0.05: 0.95]. For 
5 
the keypoint detection of the four outer mirror corners, we employ the 
PCK metric with a distance threshold of 3px, as in [11], and a model 
confidence threshold of 50%. Under these criteria, a detected keypoint 
is counted as true positive if it lies within 3px of the ground-truth 
point and has a confidence (peak heatmap value) above 0.5. For all 
true positives, we then compute the mean pixel deviation (PD), which 
is the Euclidean distance between the correctly detected keypoint and 
its ground-truth location.

Each model is trained exclusively with synthetic data from the 
respective experiment, and evaluated on the six real-world images and 
their simulated counterparts respectively. The sim2real gap for a given 
metric 𝑚 is then calculated as follows: 

𝑚gap =
𝑚sim − 𝑚real

𝑚sim
(1)

4. Results and discussion

4.1. Experiments

We investigate the sim2real gap in two parts. First, we focus on 
appearance-related scene parameters. Then, using findings from this 
initial analysis, we generate the data for the second part – the ex-
amination of content-related scene parameters – and continue the 
evaluation. Each part is studied via a full-factorial approach, resulting 
in a total of 15 individual experiments: eight for appearance and seven 



R. Broda et al. Solar Energy 300 (2025) 113728 
Table 3
Evaluation results of the appearance-related scene parameters. The models were trained with exclusively synthetic training data and evaluated 
with real-world images (real) and their replication in the simulation (sim). The computed metrics correspond to the mean and the standard 
deviation of 5 models trained with different random seeds. The sim2real gap (gap) is calculated according to Eq. (1). Note that for AP and 
PCK, a value close to one is desirable.
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APsim APreal APgap PCK50, 3px
sim PCK50, 3px

real PCK50, 3px
gap PD50, 3px

sim PD50, 3px
real

1 × × × 0.19±0.027 0.12±0.025 0.36±0.117 0.07±0.024 0.02±0.007 0.63±0.174 0.33±0.04 0.93±0.08
2 × × ✓ 0.17±0.028 0.12±0.013 0.32±0.131 0.04±0.027 0.02±0.006 0.22±0.488 0.33±0.03 1.01±0.08
3 × ✓ × 0.26±0.047 0.13±0.042 0.49±0.094 0.05±0.011 0.01±0.003 0.76±0.068 0.30±0.02 1.13±0.12
4 × ✓ ✓ 0.24±0.040 0.11±0.011 0.54±0.099 0.05±0.018 0.02±0.006 0.63±0.216 0.29±0.05 1.02±0.05
5 ✓ × × 0.86±0.023 0.55±0.033 0.35±0.031 0.76±0.032 0.43±0.025 0.43±0.031 0.29±0.01 1.02±0.02
6 ✓ × ✓ 0.88±0.014 0.61±0.033 0.30±0.037 0.80±0.033 0.49±0.054 0.39±0.045 0.26±0.01 0.99±0.04
7 ✓ ✓ × 0.81±0.017 0.50±0.029 0.39±0.034 0.86±0.019 0.29±0.033 0.66±0.039 0.27±0.01 0.96±0.03
8 ✓ ✓ ✓ 0.84±0.015 0.57±0.074 0.32±0.080 0.90±0.015 0.36±0.055 0.60±0.055 0.25±0.01 0.96±0.02
for content, with one shared experiment spanning both. A visual side-
by-side comparison of one sample image per experiment is provided in 
Appendix  B.
Appearance. Table  3 summarizes the results for the appearance-related 
parameters. Our first observation is that experiments 1–4, which use 
a simple rather than a procedural ground texture, show significantly 
reduced performance in both object and keypoint detection compared 
to experiments 5–8 — across simulated and real-world images. We 
hypothesize that the repeated, image-based ground texture pattern 
in these scenes leads the models to overfit to this pattern during 
training. When confronted with test images lacking this pattern, the 
models fail to generalize, resulting in a drop in detection performance. 
Consequently, for scene design we recommend the use of procedural, 
highly randomized textures for all objects to avoid similar overfitting.

Next, we focus on experiments 5–8, starting by evaluating the met-
rics for real-world images. Comparing the base lighting (experiments 
5 and 6) with varying lighting (experiments 7 and 8) shows that 
introducing realistic but varied lighting - a form of SDR - negatively 
affects both object detection and, more notably, keypoint detection. The 
AP value drops with an associated sim2real gap increase from [30%, 
35%] to [32%, 39%], while the PCK value drops with an associated 
sim2real gap increase from [39%, 43%] to [60%, 66%]. Since the 
base lighting more closely resembles the test conditions, we conclude 
that aligning scene design with the later application scenario can be 
beneficial. Randomizing the lighting, in our case, results in an adverse 
effect on the sim2real gap.

Regarding soiling on the mirror surfaces, experiments with soiling 
(6 and 8) outperform those without (5 and 7). We attribute this to the 
improved matching between simulated and real-world heliostats, as the 
soiling captures an important aspect of the actual mirror appearance. 
Thus, we conclude that increasing the target object’s realism posi-
tively influences transferability from simulation to reality. We do not 
observe any significant second-order effects among these three scene 
parameters.

When examining the metrics derived from the simulated data, we 
notice that no experiment produces a ‘‘perfect’’ model (i.e., AP=PCK
≈1). This implies that factors beyond the sim2real gap are influencing 
the calculated metrics, thus confirming our previous assumptions. At 
the same time it also suggests potential for achieving higher detection 
rates. For instance, the test datasets include heliostats with damaged 
or missing mirror facets, a scenario not covered in the training data. In 
addition, one test image features a camera placed very close to certain 
heliostats (see Fig.  6, second image from the left) which is also not 
represented in the training dataset. Nevertheless, the trends in AP and 
PCK observed in the simulated setting follow those in the real-world 
evaluation.

The only discrepancy arises in the PD metric, which shows a rel-
atively large gap between simulation and reality. While the PD of 
6 
Fig. 7. Close-up images of keypoint predictions and the corresponding ground truths 
on real-world images.

correctly detected keypoints in simulation is around 0.3 px, it increases 
to roughly 1px on real-world data. A visual inspection of keypoint 
detections on the real-world images shows no clear systematic errors; 
on the contrary, in many cases, the model predictions even appear 
to be more accurate than the ground-truth (see Fig.  7). We therefore 
believe that the limited accuracy of manual annotation in the real-
world dataset accounts for a significant portion of this discrepancy. This 
finding underscores the high quality of simulation-based annotations, 
which can allow models to achieve sub-pixel accuracy that outperforms 
human annotation. Overall, we find that experiment 6, including a 
procedural ground texture, base lighting, and simulated soiling, yields 
the best performance among the appearance-related parameters. With 
this configuration, we achieve an AP of 0.61 on the real-world test 
data for object detection and successfully detect 49% of the outer 
mirror corners with a PD of 0.99 px. Compared to the other experiments 
(excluding 1–4), the sim2real gap is minimal and amounts to 30% for 
AP and 39% for PCK. This scene configuration is fixed and used for the 
generation of the datasets for the second part of our investigation.
Content. Table  4 presents the results for the content-related scene 
parameters. Experiment 6 serves as the starting point for this step and 
is also included in the table. Analyzing the metrics for both object 
and keypoint detection on real-world test data reveals that experiments 
featuring random orientations (10, 11, 14, 15) yield the poorest per-
formance, with AP values in the range 0.27–0.43, while the remaining 
experiments (6, 9, 12, 13) achieve AP values of 0.55–0.63. The sim2real 
gap is also substantially higher for the former experiments, reaching up 
to 68%. Intuitively, one might expect that these models would handle 
heliostats with reflections other than the sky more effectively, but a 
comparison of predictions from experiments 6 and 10 shows otherwise 
(see Fig.  8). The strong randomization of object orientations introduces 
frequent interreflections that rarely occur in the test data. This appears 
to impair real-world applicability.



R. Broda et al. Solar Energy 300 (2025) 113728 
Table 4
Evaluation results of the content-related scene parameters analysis. The models were trained with exclusively synthetic training data and 
evaluated with real-world images (real) and their replication in the simulation (sim). The shown metrics correspond to the mean and the 
standard deviation of 5 models trained with different random seeds. The sim2real gap (gap) is calculated according to Eq. (1). Note that 
for AP and PCK, a value close to one is desirable.
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APsim APreal APgap PCK50, 3px
sim PCK50, 3px

real PCK50, 3px
gap PD50, 3px

sim PD50, 3px
real

6 × × × 0.88±0.014 0.61±0.033 0.30±0.037 0.80±0.033 0.49±0.054 0.39±0.045 0.26±0.01 0.99±0.04

9 × × ✓ 0.86±0.018 0.56±0.040 0.34±0.037 0.89±0.026 0.56±0.037 0.37±0.029 0.25±0.00 0.98±0.02
10 × ✓ × 0.76±0.034 0.28±0.071 0.63±0.091 0.75±0.043 0.32±0.086 0.57±0.136 0.26±0.01 0.98±0.04
11 × ✓ ✓ 0.68±0.048 0.27±0.080 0.60±0.100 0.76±0.055 0.33±0.079 0.56±0.103 0.26±0.01 1.00±0.01
12 ✓ × × 0.88±0.006 0.55±0.048 0.38±0.051 0.84±0.029 0.42±0.047 0.50±0.062 0.28±0.01 1.01±0.02
13 ✓ × ✓ 0.90±0.009 0.63±0.034 0.30±0.038 0.93±0.012 0.61±0.046 0.35±0.053 0.24±0.01 0.98±0.02
14 ✓ ✓ × 0.84±0.010 0.27±0.061 0.68±0.073 0.85±0.023 0.33±0.054 0.62±0.059 0.24±0.01 0.98±0.05
15 ✓ ✓ ✓ 0.82±0.023 0.43±0.030 0.48±0.046 0.86±0.027 0.41±0.058 0.52±0.073 0.24±0.01 0.97±0.02
Fig. 8. Visual comparison of model predictions from experiment 6 and experiment 
10. Object detections are indicated by red bounding boxes and keypoint detections by 
light green square crosses.  (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.)

Regarding distractor objects, a comparison of experiments 6 and 
12 indicates that simply adding them reduces detection rates for both 
objects (AP drops from 0.61 to 0.55) and keypoints (PCK drops from 
49% to 42%) while at the same time increasing the sim2real gap. 
When only object positions are randomized (comparing experiments 6 
and 9), the impact varies by task: object detection suffers (AP drops 
from 0.61 to 0.56), whereas keypoints detection improves (PCK in-
creases from 49% to 56%). However, combining distractor objects with 
random object positions (experiment 13) boosts both tasks, making it 
the only experiment that outperforms experiment 6 from the previous 
step. These results contradict the concept of SDR, which proposes that 
context-based object placement is beneficial for bridging the sim2real 
gap. Instead, our findings suggest that distractor objects should be used 
together with randomized placement, provided that it remains within 
a realistic framework; highly unrealistic scenarios should be avoided.

With this configuration, we achieve an AP of 0.63 on real-world 
data and correctly detect 61% of mirror corners at a PD of 1px. 
The remaining sim2real gap amounts to 30% for object detection and 
35% for keypoint detection. Fig.  9 illustrates final predictions of a 
model from experiment 13 on the real-world test images. Obtaining the 
predictions for such an image with a resolution of 6000 × 4000px on 
a GPU requires 0.44 s.

By examining the predictions in detail, we identify two remaining 
shortcomings of the model: it fails to detect heliostat very close to 
the camera and does not recognize heliostats that either fully reflect 
surfaces other than the sky or have their backside oriented toward 
the camera. The first issue can likely be addressed by sampling the 
relevant camera poses. Building on our previous findings, we infer for 
the second issue that enhancing the realism of the heliostat model 
may be beneficial. Specifically, modeling distorted mirrors instead of 
perfectly flat ones is expected to improve detection performance in 
these scenarios. Overall, we observe that the model rarely produces 
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false positive detections, which is highly advantageous for a subsequent 
optimization such as photogrammetry. We expect that the achieved de-
tection rate, when considering several camera perspectives, will allow 
such a measurement to be carried out successfully.

4.2. Ablation study

Training Dataset Size. As discussed earlier, the success of DNNs 
heavily depends on the availability of a sufficient amount of training 
data. Generally, increasing the size of a dataset that is well-suited 
to the specific problem should yield better model performance. We 
therefore also expect a scaling effect in our investigations. However, 
this effect may differ across datasets and distort our results. It might 
be particularly pronounced in highly randomized scenes, which could 
benefit stronger from an increase in data than less or non-randomized 
scenes. To rule out this potential bias, we conduct a training dataset 
size independence study. For this study, we select seven experiments 
based on Taguchi L4 orthogonality arrays [50] and, for each of them, 
generate additional training data by adding random camera poses up 
to a dataset size of 20000 images. We then sample four separate 
datasets of different sizes: 2000, 5000, 10000 (the size used in the 
main evaluation), and 20000. Following the procedure in our previous 
experiments, each model is trained with five different random seeds. 
The number of epochs is adjusted in proportion to the dataset size 
to maintain a constant training duration. For evaluation, we focus 
on the metric AP computed on real-world images as our previous 
findings indicate that it mostly correlates with both the PCK and the 
sim2real gap. The results of this study are shown in Fig.  10. We find 
that increasing the training dataset size has only a minimal impact on 
performance, remaining within the uncertainties, and that most of the 
selected experiments exhibit a similar scaling behavior. In experiment 
11, we observe a unique decrease in model performance as the dataset 
size increases. Since both positions and orientations are randomized 
in this experiment, we attribute this outcome to the growing presence 
of unrealistic scenarios within the larger dataset, which we previously 
identified as having a negative impact on model performance. The over-
all results imply that training dataset size has a negligible influence on 
our outcomes, indicating that our findings are likely to hold for larger 
datasets as well. At the same time, the study suggests that a smaller 
dataset of 2000 images would have been sufficient for our experiments.
Heliostat Geometry. We propose using transfer learning to adapt the 
developed model for power plants with different heliostat geometries. 
To demonstrate its applicability, we consider the heliostat field of the 
Solar Tower Jülich (STJ; owned and operated by the German Aerospace 
Center), which includes heliostats comprising a 2 × 2 collector without 
middle gap and therefore a significantly different geometry compared 
to those considered before. We render an additional 200 images em-
ploying this geometry and the optimized scene configuration, and 
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Fig. 9. Predictions of a model from experiment 13 applied on the real-world test images from Jessen et al.’s [4] measurement flight at the PSA (owned and operated by CIEMAT). 
The model confidence threshold is set to 50%. Object detections are indicated by red bounding boxes and keypoint detections by light green square crosses.  (For interpretation 
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 10. Results of the training dataset size independence study indicating minor 
dependence. The diagram shows the mean AP values on the real images of the training 
runs with different random seeds. The area around the graphs represents the standard 
deviation.

Fig. 11. Predictions of our fine-tuned model on a real-world image from the STJ test 
plant. Object detections are indicated by red bounding boxes and keypoint detections 
by light green square crosses.  (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.)
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fine-tune the existing model for another 200 epochs. The rendering 
process takes roughly 12 h, while fine-tuning requires about 1 h. We 
then apply the adapted model on a recently recorded real-world image 
of the heliostat field at the STJ.

Fig.  11 shows the model predictions for a model confidence thresh-
old of 50%. These qualitative results demonstrate that the model is 
capable of accurately detecting the heliostats and their outer mirror 
corners, largely unaffected by external conditions such as a different 
ground composition or the presence of clouds. This indicates that our 
approach can be adapted to different heliostat geometries and external 
factors with little effort. A more detailed, quantitative investigation of 
this transferability is planned for future work.

5. Conclusion and outlook

In this work, we address the challenge of bridging the sim2real gap 
to enable the development of DNNs for object and keypoint detection 
in drone images of heliostat fields using only synthetic data. We intro-
duce an approach for directly measuring the sim2real gap and carry 
out a detailed analysis of various scene parameters, grouped into the 
categories appearance and content.

Our results highlight the crucial role of procedural textures in scene 
design for reducing the sim2real gap. Additionally, incorporating fine 
details of the target object – represented here by simulating mirror 
soiling – proved beneficial. When adding distractor objects to the 
scene, simultaneous randomization of all object positions emerges as 
important. On the other hand, randomization that leads to unrealistic 
scenarios, such as excessive interreflections or lighting conditions be-
yond the scope of the test case, negatively affects model transferability 
from simulation to reality in our study. Using the optimized scene 
configuration, we achieve an AP of 0.63 and detect 61% of all mirror 
corners on real-world images of a heliostat field, while the remaining 
sim2real gap amounts to 30% and 35% respectively.

Furthermore, we present a straightforward yet effective method for 
adapting the developed model to different heliostat geometries, show-
ing promising qualitative results. This highlights the potential of the 
method to be applied to a wide range of solar tower power plants with 
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little effort. We recommend to further explore the transferability of the 
models, particularly considering varying heliostat geometries. Another 
key direction is extending the approach to further tasks relevant to solar 
tower power plant operation, such as detecting defective mirror facets 
or directly estimating heliostat orientations.

Overall our study offers valuable insights for developing and using 
DNNs for drone-based heliostat field inspection, contributing to the 
further development of automated monitoring systems for solar tower 
power plants. Finally, it also provides valuable findings and recom-
mendations for bridging the sim2real gap in synthetic data-driven deep 
learning.
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Appendix A. Distractor objects

See Fig.  A.1.

Fig. A.1. Overview of all the distractor objects used in this study. Note that the objects 
have been resized for easier visualization and are therefore not shown true-to-scale.

Appendix B. Experiments comparison

See Fig.  B.1.
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Fig. B.1. Side-by-side comparison of a randomly selected image generated with the same camera pose from each experiment.
10 
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