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Abstract—High resolution multistatic imaging radar systems
pose significant challenges to the employed synchronization
schemes, as such radar networks need to operate coherently.
Especially high resolution systems operating at a high center
frequency push the required synchronization requirements into
the single-digit picosecond regime. Within the project Imaging
of Satellites in Space — Next Generation (IoSiS-NG), the task at
hand is further challenged by the use of far baselines, where
commonly seen approaches fail, as no line-of-sight (LOS) free-
space propagation or wired method can be employed. In this
paper, a robust synchronization method is presented that elevates
well established GNSS based methods by about three orders of
magnitude through the coordinated reception of non-cooperative
(NC) signals at all participating nodes. Exploiting the identical
signal payload at all stations, the timing and phase differences
of the nodes can be tracked and corrected in the post-processing
stage. Here, we demonstrate our newly developed algorithm,
simulative studies as well as real-world experiments using satellite
broadcast television (TV) signals as NC signals to synchronize
a high-resolution imaging radar achieving a timing standard
deviation of less than 1.8 ps and a phase coherence for the X-band
radar of less than 2° allowing interferometric or tomographic
imaging principles to be used.

Index Terms—ISAR, synchronization, non-cooperative signals,
multistatic radar, timing, signal processing.

I. INTRODUCTION

ECENT research in the SAR and ISAR community
Rclearly shows a trend towards new multistatic operations
for interferometric and tomographic imaging systems [1]-
[5]. This inevitably requires the need for high-performance
synchronization techniques to coherently operate the sensor
network. As the SAR principle relies on the phase of the
reflected signal, a tight phase coupling in a multistatic system
is required. Especially with interferometric systems, synchro-
nization errors contribute substantially to the expected system
performance [6]. A commonly seen approach to synchronize
such a system is to use a direct line-of-sight (LOS) radio
frequency (RF), optical or cable link between the participating
nodes in the network [7], [8]. Additionally, the transmit radar
waveform itself can be used for synchronization, if it is
received at the remote nodes separately to the echo [3[], [9].
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Also in the context of SAR, data driven approaches can
also be used, as is shown in [10]-[12]. Additionally, in the
automotive sector, where strong multipath effects are present,
coherent radar networks are also part of active research [13].
Here, data-driven approaches using a cooperative approach to
jointly solve the synchronization task are also investigated.
Developing new synchronization schemes based on global
navigation satellite systems (GNSSs) are also part of current
research, which rely on the carrier phase estimations of the
GNSS signals [[14], [[15].

This work is related to the IoSiS-NG project, where a
multistatic system to image objects in Earth’s orbit is going
to be set up [16]]. The sensor network is composed of a single
radar transmitter with a colocated receiver and multiple remote
receive-only stations. With this system, the goal is to gather
bistatic signatures, or three-dimensional pieces of information
on objects in space. In order to be able to achieve the signif-
icant bistatic angle required for this system, baseline lengths
of dozens of kilometers are required and thus pose significant
requirements on the employed synchronization scheme. Such
large baselines render any free-space propagation of a synchro-
nization signal (RF or optical) impractical, as the topography
and Earth’s curvature hinder a LOS connection. Furthermore, a
cable connection is not possible to populate through inhabited
areas, and as this system should enable research into higher
operational frequencies up to the millimeter wave regime,
synchronization using GNSS signals becomes unfeasible, as
tight phase coupling becomes challenging or impossible to
achieve.

With those presented challenges, a different approach to
synchronize multiple receiver nodes must be taken. This work
presents a novel wireless synchronization technique for time
and phase transfer using non-cooperative (NC) signals.

Other works like [[17], [18]] have also attempted synchro-
nization using NC signals by the use of time of arrival (ToA)
or time difference of arrival (TDoA) measurements. The work
presented here interprets the approach differently, as we may
not neglect the local oscillator (LO) phase relationship be-
tween the participating nodes. In order to be applicable to our
ISAR system, we investigated the specifics of the NC signal
reception in more detail and found an innovative solution using
moderate hardware costs, as the fine synchronization is not
physically achieved in the hardware system. Moreover, this
synchronization approach does not aim for an absolute time
synchronization to a global time frame, which is assumed to
be coarsely achieved through common methods such as GNSS
based methods. The work presents the fine synchronization to
obtain picosecond level relative timing and phase estimates to
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correct the recorded radar data in the post-processing stage,
which is about three orders of magnitude better than regular
GNSS-based synchronization.

We structured this paper as follows. In Section [[I] the system
concept and the signal model of the received signals, as well as
the proposed synchronization scheme are described, whereas
in Section [IIl we delve into the developed algorithm to retrieve
the phase and timing correction signals needed to establish
a coherent radar. Next, in Section the simulative studies
are shown before in Section [V] the experimental setup and
results are described and demonstrated, verifying the proposed
synchronization scheme. Finally, in Section[V]|the key findings
are summarized and future studies for further investigations are
proposed.

A Note on the notation used in this paper: This work
describes a system with multiple identical remote nodes and
a singular base node. A total of IV nodes are present, the n-th
node is addressed via the subscript n. As each node will run
on its own base clock, the superscript { is used to indicate
a local time frame, meaning the values denoted with [ are
referring to the internal clock readout values of a node. Due
to drifts and offsets, the same time value for ¢ in the internal
clocks will not necessarily be the same time instance on all
units relative to a global time frame. Using this formulation,
t! is the local clock for the n-th node in the system, on which
the node can act on.

The non-cooperative (NC) signal, which will be used for
synchronization, will be denoted with the short form subscript
nc.

II. SYSTEM AND SIGNAL MODEL

Multistatic high resolution imaging radar systems pose
significant requirements on the time stability and jitter perfor-
mance of the system [6]]. To regain the highest performance
metrics a proper system and signal model is mandatory to
adequately describe the occurring real-world effects when
operating with multiple participating nodes.

A. Node design and system model

A participating node can be described by the simplified
block diagram in Fig. [I] where the remote nodes are only
equipped with receiving hardware. The base node, which is
denoted with the index O, is also capable of transmitting
the radar signal. To maintain the flexibility needed in the
radar image formulation and synchronization, a frequency
modulated pulse radar system is used, which samples the
received signals in the time domain. A single acquisition for
the imaging task will consist of a set of acquired pulses and the
same idea is applied for the NC signal receiver. The NC signal
will be acquired in P pulses of pulsed acquisition intervals
(PAIs). The synchronization task at hand is to synchronize the
remote nodes to the base node.

To model the occurring differences in time and phase in
the system, a timed description is needed. Firstly, each node
will have its own base clock to derive the local time of
the node resulting in a local clock value #/. As the local
clock readout value is not necessarily the true time, a unified
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Fig. 1: Schematic radar node design, with a receiver for the
NC signal on the left (green), and for the radar signal in the
middle (yellow). The base node O is also equipped with the
radar transmitter on the right (red). Further analog hardware
is omitted for simplicity, and the system is composed of N
nodes.

mathematical model is needed to describe the system as a
whole. We introduce the time globalization operator 7, (-):

t=T,(t"), (1)

where the global time frame is denoted with ¢ and the local
clock value with ¢’

One often comes across a linear model for the time transfer
equation from the local clock to the global time frame [[19].
However, the validity is seldomly questioned. As the local time
of a node is rooted in the progressing oscillations of a base
clock oscillator, a strict linear relationship is not expected to
hold true for all times. Real-world oscillators inevitably exbibit
a drift due to aging or changing environmental conditions [20].
Thus, a more detailed description of the local time can be

made: )
g [0
Jo
Where f (t) is the time-varying instantaneous frequency of
the oscillator and fy is its nominal frequency. Since f! (t) >
0 holds, (2) is a bijective mapping that uniquely assigns a
timestamp in the local time frame to each true global point
in time. This way, the time localization operation 7, ! can be
defined as seen in (2). As the function is bijective, one can
see that the inverse, the time globalization operation from ()
must exist. Evidently, this operator serves a simplification for
the following signal description, as the realization of the offset
and drift of node n are encapsulated in the operator itself. By
doing so, the description for a supposedly simultaneous event
at all stations at time ¢, can be denoted with 7;,(¢), which
is different for each node n. Using the model from (2), also
coupled or disciplined oscillators can be described to model
the local times of each node.
In addition, it is not sufficient to only consider the timing of
a node, as the phase relationship must be taken into account in

dt + Aty o := T, (1) )




the frequency conversion stage of each node. The LO signal
is referenced to the station clock oscillator by the use of a
phase-locked loop (PLL) [21]. Moreover, for imaging radar
applications, the absolute phase of the oscillator is of uttermost
importance, as it defines the achievable azimuth focusing [22].
The LO phase noise outside the loop filter bandwidth is
determined by the internal oscillator of the PLL, which adds
uncorrelated phase noise within a node and degrades the
received signal coherence [21]]. Also, as PLLs are control
loops, non-deterministic phase drifts outside the loop-filters
bandwidth around the reference phase are present. To achieve
a high phase synchronization between nodes, these effects may
not be neglected.
The LO signal of node n can be modelled with

ln(t) = AeXp (.] (27Tfn,LOt + ¥n,0 + gn(t))) > (3)

where A is the constant amplitude (amplitude variations are
neglected in this work, A =1 can be assumed), f,, 1,0 is the
local oscillator frequency, ¢, ¢ is an initial phase offset, and
Sn 1s a realization of a colored phase noise process, whose
characteristics are mainly described by the PLL in use [21].
It should be noted that the value of f, 1,0 is the time-variable
frequency as seen when measured against the global time
reference. Measuring f,, 1,0 Wwith respect to t! would yield
its nominal value, unaffected by base clock drifts.

As can be seen in the node design in Fig. |1} all frequency
conversion stages of a node are using the same LO signal. With
that, the goal is to exploit the fact that all signals undergo the
same frequency conversion, resulting in the same phase drifts
at all receivers in a node. Notably, the operational frequencies
of the NC signal and the radar application should be close to
each other to achieve the baseband or intermediate frequency
(IF) conversion using the identical LO signal. Alternatively,
if the two frequency ranges are not close together, a fixed
frequency coupling (multiplication or division stages) should
be used, to maintain a locked phase relationship between the
radar receiver and NC signal receiver. If these conditions
cannot be met, and two different PLLs need to be used to
generate the down conversion of the two receiver chains, phase
noise contributions outside the loop-filters bandwidth cannot
be captured using the method presented here. For now, we will
focus our attention to the case where the same LO signal can
be used for both receivers.

As the base node, where the transmitter is located, also
receives the NC signal, it can serve as a reference signal
for comparing the remote reception of the NC signal. Since
the base node operates like a monostatic system, it maintains
coherence with the transmitter. Consequently, if the remote
nodes are synchronized to the base node’s receiver, they are
inherently synchronized to the transmitter as well. Therefore,
timing and phase errors determined through signal processing
based on the NC signals can be applied to the radar signal,
resulting in a coherent radar system. To enable this function-
ality, all nodes must be coarsely synchronized, requiring their
timing to be aligned such that their reception windows overlap
during a PAI This initial synchronization can be achieved, for
instance, by utilizing GNSS-disciplined oscillators.

B. Non-cooperative signal reception

All participating nodes receive a NC signal on their sec-
ondary receiver chain, which will be used for determining the
time and phase offsets between the nodes. This NC signal
is conveniently a broadband modulated signal that can be
continuously received at all participating nodes, which can be
described by

Snc(t) = m(t) - exp(j27 foc.ct) » 4)

where m(t) is the modulated baseband signal, and f,  is the
RF carrier frequency of the signal. This signal at the antenna
of node n can be described by

Sn,nc (t) = hnc—>n(t) * SIIC(t) (5)

with hpcn(t) being the channel from the origin of the NC
signal towards the receiving antenna of node n. For the scope
of this paper, free space propagation between the origin of the
NC signal and node n is assumed resulting in

hne—sn = Dy, - 5(t - Tnc—HL) . (6)

Here, D, is the signal attenuation factor and 7,._, the
propagation delay between the NC signal source and node
n as defined by

Thc—n = s @)

with & being the geometrical position vector of the origin of
the NC signal and node n respectively, and ¢ being the speed
of light. For now, only stationary scenarios are considered.
The channel given in (6) neglects multipath effects, which
is an assumption that may not hold true for all scenarios,
especially in grounded applications where urban canyons
might be present. In order to establish the working principle
of the proposed scheme, we stick to this simplified channel
model here and reiterate on the issue later in Section

Using the descriptions from above, the received down
converted NC signal at node n can be written as

Frne(t) = (ineosn(®) * Snmne(8)) - 15 (6) + w2
=D- m(t - Tnc%n) - €Xp (.] 27Tfnc,c(t - Tncﬁ’n,))

+exp (=) (27 fn.LOt + @no + sn (1)) + wn(t) .
®)

When the signal from () enters the node n it is localized to
the local time frame and superimposed with white Gaussian
receiver noise w,,. Comparing the NC signal for every time
instance at two nodes 1 and 2 results in

« a time offset caused by a geometric separation Ty —
The_s2 and local time frame differences 7 (t') — To(t').

« a frequency offset caused by two oscillators fi 10 —
f210-

« a phase offset caused by different initial phase offsets and
phase noise realizations (1,0 +<1(t)) — (p2,0 + s2()).

By design, all mentioned offsets are small and slowly evolving
with time, and the goal is to estimate their values.



The digitally sampled signal, which is used for digital post-
processing, is defined by the local time frame. Each node will
sample at the predefined local time instances of
_ kmod K { k

tiz,s (k] = — + KJ PRI’ + tiz,oNc ) 9

with k€ {0,...,P-K —1},

where k is the sample index, K is the number of samples
per pulse, P is the number of pulses acquired, mod is the
modulo operator, fs[ is the nominal sample rate, |-| is the
flooring operator, and PRI’ is the nominal pulse-repetition
interval (PRI). To compensate for the geometrical disposition
of the nodes, each node will need to start at slightly different
times (tbeN ) such that the recorded signal vector contains
the same signal payload at all nodes. The record start time
ti_yON ., can be pre-computed and is used for the reduction of
the time offset 7,c—,1 — The—s2 in the received signal vectors.
One can use

th.0ne = To and (10)

Y

for the start times, where T}, is the measurement start time.
Obviously, the computed value of (TI) will not be accurate
enough for absolute time synchronization, as the location of
the NC signal’s origin is not excatly known. However, a rough
position estimate for the NC signal’s origin is still needed,
if the geometrical disposition of the radar nodes leads to a
delay spread (Thc—n — The—0) in the order of the PAI duration.
Usually, a coarse range delay estimate in the order of few
microseconds will suffice, it is only needed to ensure identical
signal payload reception.

The received signal (8] is sampled at the true time instances

tns (k] = T (85 [K]) (12)

where the individual local time offset and drift is embedded
in the time globalization operator 7,, of node n.

’
tn’()Nc = TO + Tne—sn — Tne—0

ITI. SYNCHRONIZATION ALGORITHM

Our newly proposed synchronization scheme is applied in
the post-processing stage once the acquisition is done. The
entirety of the received signals can be described by the dataset
{R., [p, m]}fz:()l, where each R,, € C"*X. This way, the
continuous NC signal stream of each node is sorted in pulsed
segments (PAIs) with a total of P pulses

R, [p, m] =Tn (tn,s [pKer])
with p € {0,...,P -1},
and m € {0,..., K — 1} .

13)

To achieve synchronization, the goal is to estimate the
timing and phase differences between the base node 0 and all
other participating nodes. It is not of interest, to synchronize
the base node to a global time frame, as its local timing and
LO is determining the transmitted signal. Coherence is only
needed relative to the transmitted signal. In order to simplify
the following formulation, only the synchronization of node n
to the base node 0 is depicted. It is understood that it needs

to be done for each node n € {1,..., N — 1}. Furthermore,
it is evident, that the computational effort for multiple remote
nodes scales with O(N), as the algorithm is executed pairwise
for each remote node n to the base node O.

The estimation process is performed in two sequential
steps: firstly, the timing offsets and their respective rates are
determined, and secondly the frequency and phase errors are
estimated. The complete synchronization algorithm can be
seen in Algorithm [I]

A. Timing estimation

To obtain the timing estimates to correct for relative clock
offsets and drifts, the recorded NC signal vectors are compared
in time. The recorded signal vectors of all stations will span
the same number of samples, but due to a possibly existing
sampling rate offset, they may not span the same duration. The
magnitude of this effect is addressed in appendix [A] and for
now neglected. This way, we can assume there exist a single
time offset At,,_,o between the base node and remote nodes,
which varies on a PAI to PAI basis.

Consequently, the task at hand is to estimate the time
offsets between the NC signal at the node n and the base
node 0. We assume that the NC signal behaves pseudo-
random, i.e. has a distinct peak in its autocorrelation function
(ACF), and can be described with a quasi-rectangular power
spectral density (PSD) function. These properties do not put
too stringent constraints on the selectable NC signals, as
modulated broadcast data streams usually behave in such a
way [23, Chapter 2.3].

A time estimate can be readily obtained by a cross-
correlation followed by suitable peak finding step. An efficient
TDoA estimate is presented in [24] by applying a nonlinear
least-squares fit that employs a sinc function kernel. Following
the notation from [24]], the estimator performs a Gauss-Newton
optimization to minimize the cost function

2
C=> (yi—fi—1,N)° (14)

1=0
with A = [Ao, A1, Aa]” (15)
flz,A) = Agsine ((x — A1) A2) (16)
yi = |dlmpx — 1+14]] i€{0,1,2} . (17)

Here d[] is the cross correlation function between the signals
R, [p,:] and Ry[p,:] for PAI p and the remote node n to the
base node 0, and myy is the peak index of said correlation
function. The minimal cost function is obtained by the vector
5\, thus the final timing estimate is obtained with

Mpk + 5\1
It should be noted, that the estimated time difference is not
directly the present clock offset, as its value is modified by

the propagation delay difference and the local sampling time
offsets. Meaning, the first estimate will be composed of

A{n—>0 = (18)

A{n—%}[o] = ETn (t£L70NC) - %(t{)yoNc) + The—0 — Tne—1 - (19)



This estimate describes the timing offset in the sampled signal
vectors, not directly the node’s timing errors.

Once the timing is estimated from the given vectors, one
can shift the node’s signal vector such that there remains
no time difference between node n and the base node’s NC
signal vectors. The shifting can be done with simple FFT
based methods. As such a method shifts the signal cyclically,
[mpx + A1 ] samples from the left or right need to be omitted
from further consideration. The aligned data matrix will be
denoted with R,, ., [p, m] and will align the signals at the
base station to a subsample level accuracy.

The gradient of the time offsets Af, o [p] gives the in-
stantaneous clock rate differences, as stationary scenarios are
assumed, the only varying component of (T9) is the local clock
drift. As the LO signal is coupled to the station clock, a coarse
estimate for the LO difference frequency can thus be made

AFOP] = flo- VAL, 0, (20)

which will be useful for the frequency and phase estimation
step. In this case, the differentiation of the obtained time
estimates for all PAIs Ain_,o is denoted with the nabla
operator.

B. Phase estimation

With the vectors aligned, there remains no time offset.
This allows a cancellation of the modulation payload m(t)
of the NC signal by an element-wise complex conjugate
multiplication

Sn [p7m} :RO [pam]QRn,H [I%m] 5 (21)

where © is the Hadamard product operator and - represents an
element-wise complex conjugate. As the signal vectors align
in time, the complex conjugate multiplication eliminates the
signal payload and carrier phase form (8) as Z{z-2"} =0
holds for any « € C. The phase of S,,[p, m] is determined by

« the frequency offset fi 1o — f2,1.0,

« the initial phase offsets ¢, 0 — ¢0,0,

« a phase offset due to the propagation delay

27 - (fn,LOTnCﬁn - fO,LOTnCHO)s

« a phase offset due to the different initial record start times

2m - (fn,LOtn,ONc - fO,LOtO,ONc),

« and noise components.

It now resides to estimate the frequency and phase of
Sn[p, m], whose components we assume to be slowly evolv-
ing with time. As this work assumes a constant acquisition
geometry, the phase contribution due to the propagation delay
is assumed to be constant as well. All other components are
not constant over the whole acquisition time, but are assumed
to be constant within a single PAI By design, f,, .o — fo,Lo
is very small and only shows the instantaneous drift. The local
clock is coupled to GNSS, which serves as the LO reference,
resulting in the identical mean frequency of the LO signal,
however, drifts and effects outside the time constant of the
joint loop filter will be present and need to be corrected [21].
This means, the task to estimate the difference frequency
is to estimate a frequency very close to the lower Nyquist
boundary, which is inherently inaccurate [25, Chapter 3.11]. To

combuat this, the idea is not to estimate the changing frequency
on a per-pulse basis, but rather to estimate the difference
frequency over two (or more) consecutive pulses. This way,
an accurate and precise estimate can be obtained. A sliding
window can be used to select a total of W pulses to be
used for the estimation. It should be noted, that a singular
sinusoidal frequency estimation is performed over W pulses,
which means it is important to choose W in accordance with
the expected stability of the oscillators used.

Now it is once again useful to stop thinking about pulsed
signals and rather think about the remaining difference signal
matrix S, [p,m] as a continuous non-equidistant sampled
signal vector

k
sn [k = Sh HJ ,k mod K] . (22)
K

For the estimation process, a subset of samples K, are used.
To estimate the correction values for pulse p and window size
W one can select the samples to use by

Ky ={K-(p—[(W=1)/2]),.... K- (p+ [W/2])} .

(23)
As the estimation task is to estimate a single sinusoid in a
noisy signal vector, multiple estimation methods are possible.
However, as the signal vector is non-equidistantly sampled, the
estimation algorithm needs to be able to handle this without the
need for a zero-filled equidistant signal vector. For example,
a simple periodogram estimator as in (23) can be used, as the
local timestamps for each sample can be used directly [25}
Chapter 7.10]. There may exist more computationally efficient
estimators, but a study on those is outside the scope of this
work. To define the search space, the coarse frequency estimate
A f ©) from (20) can be used as an initial guess. Using

PRF . PRF!
AfO 4 2) (24)

- FOO) _ —

m - Af 2 )

with PRF' being the configured pulse repetition frequency for
the PATs for the NC signal. The minimization given in (25)) can
be achieved by usual minimum search approaches such as the
Nelder-Mead method [26]. Once the frequency offset per pulse
is estimated, the phase offset can then be easily computed by

(26).

AAn = arg min
fn [p) gImin |\

JEE— Z Sn [k/] . ef-]zﬂ—ft[g[k/]

K EX,
(25)

Z Sn[k/} . efj27r'AfAn[P]'ti[k,]
k'eXKp

Ay [p] =2 (26)

Once these steps are performed, all errors have been esti-
mated: Aty o [p], Afn [p], Ady [p].

C. Transfer of estimated drifts to the radar channels

After the three estimates have been obtained, they need
to be applied to the radar echo data. For this, one can use
reinterpolation for the correction. The obtained difference
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Fig. 2: Data flow path for the simulation framework. The NC signal generator can be selected to generate modulated carriers
or noise signals. All connecting receiver nodes add white Gaussian noise and perform non-ideal frequency conversion and
time re-interpolation. The simulation framework was programmed to be highly parallelized with pipelining for efficient data

transfer.

estimates in time, frequency and phase are valid for the NC
signal record start times at the base node t([),s. Meaning, the
differences capture an event in time that does not necessarily
coincide with the radar data echo record times tg_s,radar.
However, as the local clock record times of all nodes are
known, they can be easily re-interpolated, using first or second
order polynomial interpolation methods, applied over a sliding
window of a few PAIs. Here, linear interpolation over 2 PAIs
is used.

As this realization uses the same LO signal for both receiver
chains, the phase correction only needs to be interpolated
to the correct timestamps. However, if in a realization this
requirement could not be met, the reinterpolation for the
correction data would need to take the additional frequency
offset into account. To serve as a first demonstration, this
scenario is outside the scope of this work.

The correction can then be easily applied to the radar echo
data. The reader will have noticed, that this approach does not
synchronize absolutely in time. Contributions from erroneous
initial coarse computations of the propagation delay (Tnc—n),
originating from a not exactly known position of the NC signal
source, will be indistinguishable from clock offsets and thus
lead to range errors. As the estimated time difference contains
both the path length differences 7., and the local time
offsets, absolute range measurements are not yet possible. But
as Tnen = const Vn Vt is assumed in this work, relative
range measurements are possible. A range alignment can be
performed before the image generation is performed [11].
Most importantly, all drifts are compensated and tracked,
which is a necessity for the image formulation task. Notably,
a high-resolution radar imaging application comes with its
own challenges such as a good position information for
each sensor. But as we want to emphasize this work to the
synchronization aspect, we assume those challenges to be
tackled, and sufficient information is available for the image
formulation process.

The complete steps can be summarized by Algorithm [I]

IV. SIMULATIVE STUDIES

In order to test and quantify the synchronization scheme, a
simulation framework was developed and used for extensive
testing. For this, a NC signal was needed to be computed and
received at N virtual radar nodes. To validate the presented

Algorithm 1 Synchronization algorithm for node n to base
node 0
Input: R, [p,m], Ro [p,m]
Output: Afnao [pl, Afnlpl, Ady [p]
1. forp=0to P—1 do

2 Alpo [p] = perform estimator from between
R, [p,:] and Ry [p, ] )

33 R, o [p,:] =shift R, [p,:] by At,_0[p]

4:  clear cyclically shifted samples from R,, .,

5: end for

6: Sn [pa m] =R, [pa m] O) Rn,<—> [pv m]

7 sulk] = S, kafJ kmod K]

8: AfOp] = fio - VAL,

9 let R = |Af© — %F[?Af(m +
10: for p= [(W —1)/2| to P —1— |(W)/2] do

1 Ky ={K-(p— [(W-1)/2]),.... K- (p+ [W/2])}

2 Pp(f)= D sulk'] e it
k€K,

13 Af,lp] = ar}getgin {V[;}( IQP(f)Q}

PRF'
2

14 A, [p|=Z4 Z SnlK'] e i2m Afulplt[F]

K €%,
15: end for R
16: Interpolate Aty [p], Afy[p], Agn[p] from to to
[
tO,s,radar

procedure, two types of NC signals were tried. As the syn-
chronization algorithm relies on the random characteristics of
the NC signal, a band-limited Gaussian noise signal as well as
a broadband modulated signal were tried. The flow diagram of
the simulation data can be seen in Fig. 2] From the NC signal
generator, which is able to produce both types of signals, the
signal is duplicated and given to N virtual receiver nodes.
These virtual receiver nodes, add white Gaussian receiver
noise, filter and mix the signal into the baseband using
non-ideal frequency conversion and resample the signal in
congruence with their local clock offsets and drifts.



A. Simulative NC signal generation

As a first type, a multi-carrier (MC) satellite TV transponder
DVB-S2 signal was created by (27) according to the signal
definition [27]. The signal generated can be described by

c/2

Snc(t) = Y me(t) - exp(j2me Afont) -
c=—C/2

27)

exp (J 27Tfnc,ct) s

where m.(t) is the complex pulse-formed baseband signal of
subcarrier ¢ (of C total carriers) with an underling random
16-APSK symbol sequence, a subcarrier frequency spacing
of Afsp and the overall carrier frequency fnc. to be in
accordance with (@). The overall signal carrier frequency was
set to be at 11.5 GHz. For this study, the subcarrier spacing was
set to A fsupb = 31 MHz and a symbol rate of 22 MSym/s with
a total of C' = 15 sub-carriers were modeled. The parameters
were chosen such that this signal could be generated in the
laboratory for preliminary experiments as well (Section[V-A2).

The second NC signal tried is a Gaussian noise signal. It is
band-limited with a Hamming filter to a 10dB bandwidth of
350 MHz, to be comparable to the MC modulated signal and
the upcoming laboratory experiments.

B. Virtual receiver nodes

At the virtual radar nodes a local random Gaussian white
noise vector is added to the NC signal from and down
converted by a LO signal as modeled in (3). The phase
noise realization ¢, was created for each station in accor-
dance with the modelling in [28] and the initial phase was
randomly selected from a uniform distribution for each node
©n,0 ~ U(—m, ). For simplicity, a constant but random offset
frequency (fy, .o ~ U(fo,Lo £ 5PPM)) plus the phase noise
realization was modeled. The signal is then filtered, decimated
and re-interpolated to the simulated non-ideal timing grid of
the local node, before all signals are fed into the presented
algorithm. One of the simulated nodes is denoted as the base-
node, while the others are treated as remote nodes.

The simulator makes a few idealized assumptions, which
need to be justified. Firstly, as the frequency estimator is
memoryless outside the sliding window W and multiple
statistically independent nodes are simulated, it is evident, that
any frequency offset can be synchronized, and slow frequency
drifts are validated by the simulator. Secondly, the timing
estimation relies on a nonlinear least-squares approach using a
sinc function kernel. That this assumption is valid, can be seen
in Fig. 3| where the cross-correlation function of two simulated
baseband signals is depicted. It is evident, that peak finding
with the sinc function kernel is an appropriate choice in this
case. As the timing estimation with the nonlinear least-squares
approach is already demonstrated in [24], the simulations
shown here are only demonstrating the introduced frequency
and phase estimation step. The total working scheme, with
time, frequency and phase estimation is presented with the
real world measurements in Section [V]
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Fig. 3: Cross-correlation function between a virtual receiver
node and the virtual base node for both simulated NC signal

types.
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Fig. 5: Simulated phase residuals for the frequency and phase
estimation step with an signal-to-noise ratio (SNR) of 20dB
and two different signal types.

C. Simulation results

Once a simulation is run, the results of the synchronization
algorithm can be checked against the true values. The simula-
tion framework stores the drifts in timing and phase as well as
the algorithmic output, allowing the residuals to be checked in
the evaluation phase. A simulation example with 20dB SNR
is shown in Fig. @ where the PSD at a receiver node is shown
for both evaluated signal types. For the simulation, a PAI
duration of 50 s is configured, and a window for estimation of
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The antennas of the NC signal receivers were pointed towards the ASTRA TV broadcast satellite and the target simulation
was implemented with a true time-delay. Each node operates on its own GNSS-diciplined time base and within one node only

one LO signal is used for all mixers in that node.

W = 2 is used. The phase residuals, which are the per pulse
differences between the corrected signal phase and its true
phase, are shown in Fig. 5] As can be seen, there remains no
drift in the corrected data, giving confidence that the presented
algorithm works as intended.

Moreover, both signal types present residuals with a lo
standard deviation of less than 1°, presenting tight phase
coherence in X band using only NC signals. The phase
residuals also pass the Shapiro-Wilk test for normality with
a p value of p = 0.20 for the MC modulated signal and
p = 0.69 for the noise signal [29]. This gives confidence
that the estimation steps are able to estimate the deterministic
signal components and only Gaussian noise remains.

It can be seen that the MC modulated signal exhibits a
lower variance in the residuals compared to the noise signal.
This effect can be explained by the occupied bandwidth of
the signals used for estimation, depicted in Fig. [ As there is
more energy in the edges of the band, the estimation variance
is lowered [25 Chapter 3.5] [30].

It can be concluded, that a wide bandwidth and high SNR
NC signal promises a tight phase coherence. A simplified drift
and phase noise model promises less than 1° of phase variation
when signals with 20dB SNR and a bandwidth of more than
350 MHz are used. The initial test will be performed on the
total transponder of a broadcast television (TV) satellite, thus
allowing these conditions to be met and giving confidence in
our new interpretation into synchronization using NC signals.

V. EXPERIMENTAL VERIFICATION

To verify the proposed synchronization scheme, an experi-
mental hardware system was built with a total of two nodes

to test the feasibility of the proposed synchronization scheme.
A schematic block diagram can be seen in Fig. [6] The main
component is the RF system on a chip (SoC) used for digital
sampling and timing. All sampling rates were set to 4.9 GHz.
The base station, denoted with the index 0, is equipped with a
radar transmitter able to generate wide-bandwidth modulated
signals suitable for high resolution imaging radar applications.
In this demonstration, the transmit waveform was a linear
frequency modulated (LFM) chirp signal with a chirp duration
of 25us and a bandwidth of 2.2 GHz. The pulse-repetition
frequency (PRF) was set to 250 Hz. More so, both the remote
unit, and the base unit are equipped with radar receivers and
receivers for the NC signal. As target simulation, a true time
delay line was used. This highly idealized target simulation can
be used to verify the synchronization degree, as the remaining
timing and phase error can be easily extracted by the singular
stationary virtual target. To verify the proposed scheme, the
radar and NC signal reception channels were set to operate
concurrently, as only in this case, the true estimation residuals
can be obtained by the radar data.

For the indoor laboratory experiments, the NC signal was
a MC modulated 16-APSK signal, similar to the DVB-S2
signals emitted by geostationary broadcast TV satellites. For
the outdoor experiments, the NC signal was chosen to be the
DVB-S2 signal from the geostationary ASTRA satellites at
19.2° E [31]. The base clock at both nodes was derived from
a low noise rubidium GNSS-disciplined frequency standard,
meaning no long term drift is expected [32]. This frequency
standard was used as the reference for the base clock and
sampling rates. It is also the reference for the LO generation
operating at 11 GHz used in the frequency conversion stage
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Fig. 7: Results from the indoor measurement with the timing and resulting range drift results in (a) and the unwrapped estimated
phase drift Af,t" + A¢,, in (b). In (a) the median of —11.72ns was removed to clearly show the drift.

of all receivers and the transmitter within a single node.
This reference is removed for the measurement presented in
Section [V-B2] to show the robustness of the synchronization
approach.

A. Laboratory experiments

Before real-world outdoor measurements using true NC
signals can be conducted, the system needs to be validated in
a first and simplified manner. Firstly, the initial synchroniza-
tion using the GNSS-diciplined base clocks are verified, and
then, in a secondary step, indoor experiments are conducted
using artificially and controlled NC signals. Thirdly, the mea-
surements were conduced outdoor using true NC signals to
demonstrate the proposed scheme.

1) Preliminary laboratory experiments: As the presented
scheme is used for fine synchronization in time and phase,
it relies on a coarse initial synchronization, such that the re-
ception windows overlap sufficiently. To verify the remaining
timing drift using the GNSS-dicipined oscillators as a base
clock, a reduced experiment was conduced. The systems from
Fig. [6] were connected in the baseband, without any frequency
conversion stages in the loop. This way, the pure timing errors
from the systems can be tracked. A result can be seen in Fig.[§]
where the clock offsets are visualized over a time span of
10 min. As can be seen a swing of approximately 5ns with a
clock offset of 119ns can be observed. The observed values
coincide with the expected synchronization accuracy of GNSS-
based methods. Thus, the majority of the reception window of
30 us are overlapping in time and can be used for estimation.
The behavior is as expected from GNSS-diciplined oscillators
and shows no large drift that would hinder the coordinated
reception.

2) Laboratory experiments using artificial NC signals: To
validate the synchronization scheme, an indoor experiment was
conducted. The NC signal was output from a vector signal
generator with the signal power set such that the resulting
SNR at the ADCs is about 13 dB for the base node and 11 dB
for the remote node. The difference in the observed SNR levels
can be explained by different cable lengths and corresponding
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Fig. 8: Measurement of uncorrected GNSS-diciplined system
clocks.

losses. As a NC signal, 15 parallel carriers with a carrier
spacing of 31 MHz, each with a random 16-APSK symbol
sequence at a rate of 22 MSym/s and root-raised cosine pulse
form were used. The carrier frequency of the NC signal was
set to 12.4 GHz. In total 5000 pulses with a PRF of 250 Hz,
so a total measurement duration of 20s, was recorded.

After the measurement, Algorithm [T was performed and the
correction was applied to the radar channel. Figure [/a] shows
the normalized timing offsets obtained by the NC channel and
Fig. shows the estimated combined correction phase and
frequency to be applied to the radar channel. After this has
been applied, the residual timing error and phase after pulse
compression can be seen in Fig. [I0]

In Fig.[7)the errors can be seen, that would occur without the
presented fine synchronization. Those drifts in time and phase
are unacceptable for high resolution imaging radar applica-
tions, targeting coherent multistatic operation in the single-
digit centimeter resolution regime. Although the oscillators
are disciplined using GNSS, a phase offset of more than
360° is observed after just 2.5s. The focusing of an ISAR
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Fig. 10: Timing and phase residuals of the indoor measurement
obtained via the radar receiver after the correction based on
the NC signal processing has been applied.

image would not be possible for such a phase drift. This
further demonstrates the need for accurate synchronization
techniques in distributed SAR systems operating at a high
center frequency.

With the correction applied, the timing residuals have a
lo deviation of 2.45ps and a 1o phase deviation of 2.18°
is observed. Both residuals from Fig. [I0] were tested against
normality using the Shapiro-Wilk test [29]]. The timing resid-
uals passed the normality test with p,; = 0.657 and
the phase residual passed with pagy = 0.737 giving strong
confidence, that the assumed signal model is valid and after
the estimation process only white Gaussian noise remains.
These measurements are in accordance with the simulation
results presented here. However, the discrepancy in the phase
estimation variance can be mostly explained by the simplified
drift and oscillator noise model in the simulator.

B. Outdoor experiments

After the lab experiments were successfully conducted,
an outdoor measurement followed. As mentioned above, the
lab-generated NC signal was swapped for the true satellite
broadcast TV signal from the ASTRA satellite. This outdoor

2x LO generation each referenced to its own GNSS receiver

RF circuitry and SoCs

COTS satellite dish

for node 0 ¥ COTS satellite dish

for node 1

modified LNB

Fig. 11: Overview photo of the outdoor measurement setup.
Although both nodes are mounted on the same physical
platform, they are wired and configured to operate as two
nodes as described in Fig. @
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Fig. 12: Estimated PSD of the outdoor measurement using
the ASTRA broadcast satellite as the NC signal source in the
baseband used for estimation. A SNR of 16.5dB and 10.3dB
for the base and remote channel respectively are measured.

hardware experiment can be seen in Fig. [[T] The hardware
was set up on a singular physical platform and held electrically
in two separate nodes. For the receiving antennas two 70 cm
commercial off-the-shelf (COTS) offset reflector antennas
were used, separated by a small baseline of 2.60 m. Modified
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Fig. 14: Virtually focused ISAR images based on the radar
echos of the outdoor measurement in (a) without the synchro-
nization and in (b) after the radar data has been synchronized
using the correction values obtained through the NC signal.

consumer satellite receiver low-noise block downconverters
(LNBs) were used to feed the RF signal from the antennas to
the receivers. The resulting SNR at the ADCs was measured
to be 16.5dB and 10.3dB for the base and remote node
respectively, and the estimated PSD can be seen in Fig. [I2]

As can be seen, the total transponder bandwidth of about
1.75GHz is available for estimation, which is significantly
higher than the previously shown results, however at also
different SNR levels. The reception time was set to 30 us.

1) Experiments using the proposed scheme: To validate the
proposed scheme, 12000 pulses with a PRF of 100 Hz were
recorded. Fig. [0 shows time and coherence estimates obtained
by the ASTRA broadcast signal. After this correction data has
been applied to the radar channels, the pulse-compressed peak
in time and phase can be evaluated and interpreted as residuals.
Those can be seen in Fig.[I3] where both the timing and phase
residuals are shown. The 1o timing deviation is observed at
1.71 ps and the 1o phase deviation is observed at 1.33°.

The given deviations are 1.12ps and 0.85° lower than
residuals obtained in the laboratory experiments. This can be
explained by the higher bandwidth transmitted by the satellite
compared to lower bandwidth of 500 MHz available when
using the vector signal generator. However, as the residuals do

not pass the statistical test for normality, there are deterministic
effects present. The origin is yet unknown, but this also
renders any comparison to the theoretical Cramér—Rao lower
bound (CRLB) irrelevant, as estimators’ residuals are not pure
noise [25, Chapter 3]. However, the residuals are low enough
to allow high resolution imaging techniques to be employed.

To demonstrate this, it is possible to virtually focus the
received radar data into an ISAR image of an ideal point
target. This can be seen in Fig. [I4] where two virtually
generated ISAR images can be seen. On the left-hand side,
the uncorrected pulse compressed radar echo data is tired to
be focused. As can be seen, the focusing in azimuth is virtually
not possible due to the observed phase drift between the two
nodes. Also, a smearing in range can be observed, which
is significantly large. This emphasizes the fact that regular
GNSS-diciplined oscillators, which serve at the nodes as
timing and phase references, cannot be used in high-resolution
imaging tasks — at least not in X band. On the right-hand side
however, the same radar echo data was focused, and each pulse
was corrected by the correction values obtained by the NC
signal. As is expected by the residuals discussed previously,
here an ideal point target can be focused, promising that this
synchronization scheme enables high-resolution imaging.

2) Experiment using free-running local oscillators: To
further test the resilience of the presented synchronization
scheme, a second experiment was conducted. For that, the
reference coupling from the LO signal to the GNSS-diciplined
station clock was removed, such that the LO signals in the
mixing stages were allowed to drift freely. Then, the measure-
ment was repeated using a higher PRF of 500 Hz for a total
measurement duration of 12s. As in such a case the timing
drifts have no correlation to the LO drifts, (20) does not hold.
To evaluate the measurement anyway, the initial frequency
offset of A f(o) = 0 was assumed, with the notion, that the
higher PRF captures the true frequency offset. The obtained
results are shown in Fig. [I5] where the timing and phase
estimates are plotted. That the LO signals have a significant
frequency offset can be observed in Fig. where the linear
phase drift (constant frequency offset) of 115.7 Hz can be seen.
As the reference was removed, this large offset is expected.
But as the offset was obtainable by the NC signal, the error
residuals can be computed and are shown in Fig.[16] As can be
seen, the phase and timing drifts are completely removed, and
a timing 1o standard deviation of 1.75 ps and a phase deviation
of 1.21° are observed. Thus promising an X-band radar to
produce focused images suitable for multistatic applications.
In contrast to the indoor experiments using the artificially
generated NC signals, those residuals also do not pass the
statistical test for normality, although the human eye might
interpret Fig. [T6]differently. As different parameters were used
in this experiment, the time axis is scaled differently, hiding the
deterministic effects from being visible in Fig. [I6] compared
to Fig. @ However, the expected reduction of the estimation
variance compared to the indoor experiments are nevertheless
observed, thus being a valid proof-of-concept and promising
our novel idea to be usable.
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Fig. 16: Timing and phase residuals of the outdoor measure-
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VI. CONCLUSION

In this work, a novel synchronization scheme was proposed
using non-cooperative signals of arbitrary origin. The syn-
chronization scheme was analyzed in simulations and verified
using a demonstrator using a broadcast satellite TV signal for
synchronization. Without imposing too strict requirements on
the NC signal, a synchronization timing error of about 1.75 ps
and a phase synchronization of less than 1.33° for an X-band
imaging radar can be achieved, which is with regard to timing
about three orders of magnitude better than regular GNSS-
based synchronization. Unlike other synchronization methods,
our high-accuracy synchronization is achieved in the post-
processing stage of the radar application, meaning the high
degree of precision of our proposed scheme is not physically
present in the hardware during runtime. This renders our
approach cost-effective, as only an additional receiver chain
needs to be set up at all participating nodes, and no expensive
specialized components are needed. Although the experimental
setup demonstrates the synchronization of a single remote
receive only node, the approach is easily adaptable to arbitrary
many remotes. As the algorithm is executed pairwise (remote

node n to the base node 0) to calculate the correction, the
computational effort scales with O(V).

The NC signal used in this work is the satellite broadcast
TV signal emitted by the geostationary ASTRA satellites. As
whole transponder signal with a bandwidth of about 1.75 GHz
is used for the synchronization purpose, and these signals
can be received with high SNR, this high degree of synchro-
nization can be achieved. Also, as we are focusing on the
oscillator phase, this new approach can be used for multistatic
ISAR systems operating coherently for interferometric or to-
mographic imaging tasks. Furthermore, it is demonstrated, that
this technique can synchronize datasets obtained by using free-
running oscillators without being referenced to the stations
clock, giving design-freedom to the oscillators in use, which
is also new feature of our method. This demonstrates, that
the achievable result is independent of the PLL realization
and loop-filter. In general, the simulative results agree well
with the measured real-world data, allowing our system to be
deployed.

Although the presented synchronization accuracy captures
all drift components and synchronizes the remote nodes to a
satisfactory degree of accuracy, the real-world measurements
have shown that, when using real NC signal, the residuals
exhibit deterministic effects of yet unknown origin. The resid-
uals only pass the statistical test for normality when operating
in a controlled laboratory environment. Further investigations
are needed, and, if the origin were to be found, a much
lower estimation variance would result. This would elevate
the synchronization accuracy further, enabling research into
multistatic ISAR systems operating at even higher center
frequencies.

Furthermore, a detailed investigation into the decorrelation
effects of the NC signals needs to be addressed in the
future to verify larger separations of the participating nodes.
This includes investigations into atmospheric effects, weather
dependencies, multipath effects and availability analysis for
a multitude of NC signal sources. Especially since a rough
position estimate of the NC signal source is needed to operate
this scheme with large baseline separations successfully, this



limits the choice of signal sources usable for this scheme.
Moreover, the current model assumes a stationary scenario,
whose validity is not true for all NC signal sources. Operating
this scheme at larger baseline lengths will increase its sensitiv-
ity for dynamic scenarios, which will need to be investigated
in the future. Additionally, the signal propagation from the
NC signal source to the respective nodes was considered to
be LOS, neglecting possible multipath effects. Although this
simplification should be valid for our demonstrated use case,
where we are able to employ high gain antennas targeting a
constant illuminator, it is certainly not valid for all scenarios. If
it were possible for the base station to obtain a clean NC signal
to serve as a reference, a channel estimation for the remote
nodes should be possible, and, given further detailed analysis,
an extension to multipath scenarios could be possible. After the
presented proof-of-concept, we set the necessary foundation
for further studies promising IoSiS-NG a synchronization
method for multistatic imaging of satellites in space.
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APPENDIX
EFFECTS OF REAL WORLD SAMPLING RATE ERRORS

A system, which bases its sampling rate on GNSS-
disciplined oscillators, will exhibit no average median drift in
their offset. We observed a short-term maximum drift between
two disciplined clock oscillators of about 100 ps/s. During a
single acquisition within one pulse of 30 us, our two systems
drifted apart by 3 fs, meaning the acquisition of one system
was about 3 fs longer than the other. Because the PLL’s timing
jitter is specified to be in the range of 100fs, we can safely
assume that, that during a single acquisition interval, both
systems are operating on the same sampling frequency, as
the jitter noise is orders of magnitudes larger than the drift
introduced speed-up or slow-down of the sampling frequency.
Correcting this effect can be neglected within a single PAI,
and the timing drifts are only observed on a PAI to PAI basis.
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