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ARTICLE INFO ABSTRACT

Dataset link: https://github.com/SciCompMod In order to simulate the spread of infectious diseases, many epidemiological models use
/memilio, https://zenodo.org/records/142375 systems of ordinary differential equations (ODEs) to describe the underlying dynamics. These
4_5, httgs;//github.com/SciCompMod/memiliO- models incorporate the implicit assumption, that the stay time in each disease state follows
simulations an exponential distribution. However, a substantial number of epidemiological, data-based
MSC: studies indicate that this assumption is not plausible. One method to alleviate this limitation
34A34 is to employ the Linear Chain Trick (LCT) for ODE systems, which realizes the use of Erlang
65L06 distributed stay times. As indicated by data, this approach allows for more realistic models
65205 while maintaining the advantages of using ODEs.

92D30 In this work, we propose an advanced LCT SECIR-type model incorporating eight infection
Keywords: states with demographic stratification. We review key properties of the corresponding LCT
Ordinary differential equations model and demonstrate that predictions derived from a simple ODE-based model can be
Exponential distribution significantly distorted, potentially leading to wrong political decisions. Our findings demonstrate
Linear Chain Trick that the influence of distribution assumptions on the behavior at change points and on the
Gamma Chain Trick prediction of epidemic peaks is substantial, while the assumption has no effect on the final size

Erlang distribution
Infectious disease modeling
Numerical solution
MEmilio framework

of the epidemic. With respect to prior findings in literature, we demonstrate that the influence
of the number of subcompartments on the timing and size of the epidemic peak is nontrivial and
that a general statement cannot be obtained. We, then, show how these age-resolved LCT SECIR-
type models capture the spread of SARS-CoV-2 in Germany in 2020. Eventually, we study the
implications on the time-to-solution for different LCT models using fixed and adaptive step-size
Runge-Kutta methods and provide computational performance for these models in the MEmilio
software framework, also using distributed memory parallelism to speed up ensemble runs.

1. Introduction

Infectious diseases have long been a major challenge to the health and well-being of society. Despite improvements in hygiene
standards and the development of vaccines and other medical breakthroughs, existing and emerging infectious diseases remain a
major global health concern [1,2]. A recent example is the COVID-19 pandemic, caused by the coronavirus SARS-CoV-2, which has
resulted in 14.9 million excess deaths in 2020 and 2021 [3].

Mathematical models are a crucial tool for understanding the dynamics of infectious disease spread and analyzing possible
nonpharmaceutical interventions (NPIs) [4]. Numerous methodological approaches, using mathematical models, are available for the
prediction of the spread of infectious diseases. Among these approaches, those based on ordinary differential equations (ODE) are the
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most prevalent in the scientific literature [5]. Simple ODE-based models can be generalized or extended differently to achieve a more
realistic representation of the infection dynamics, e.g., to ODE-based metapopulation models [6-11] or integral-based differential
equations [12-14]. Substantially different approaches rely on the modeling of individuals and are given by agent-based [15-18] or
even use a hybrid combination of metapopulation and agent-based models [19-21]. While models of artificial intelligence (AI) have
also been directly applied to disease dynamics data, also Al surrogate models for agent-based or spatially resolved metapopulation
models have been proposed [22,23].

ODE-based models are known for their simple formulation, well established mathematical analysis and straightforward im-
plementation and numerical solution [5]. In these simple ODE-based models, each disease state corresponds to one ODE. The
formulation using linear transition rates between two states leads to the implicit assumption of exponentially distributed stay
times [24,25]. From the epidemiological application, this model assumption is considered unrealistic [24-29]. One solution is to use
models based on integro-differential equations (IDE), which allow a flexible choice of the distributions of the stay times in the disease
states, see e.g. [13,14]. This approach has already been presented by Kermack and McKendrick in [30], which is, however, mostly
cited for its simplified ODE formulation [31]. From our understanding, this is a result of the IDE formulations being mathematically
more challenging to analyze, formulate, and implement in software.

To bypass the complexity of IDE formulations, a method using linear chains of substates in ODE formulations was developed [32].
This concept, called the Linear Chain Trick (LCT), generates Erlang distributed stay times for the initial compartments [5,32]. As
Erlang distributed stay times are considered to be more realistic than exponentially distributed stay times, an alternative, situated
between IDE-based and simple ODE-based formulations, is given.

In this work, we propose a model using the LCT with eight disease states including exposed, pre- and asymptomatic, symptomatic,
severe, and critical states, all stratified by age. It is a versatile model for early epidemic states of, e.g., respiratory diseases. Research
on LCT models has been conducted by several authors, including [5,26,28,33,34]. In order to incorporate more realistic distribution
assumptions, the approach has been applied in different settings. In particular, LCT models were used in recent studies to model
the dynamics of the COVID-19 pandemic [35-39]. However, most of these models were not age-resolved or considered less disease
states. Our objective is to revisit the LCT with a generic model to review corresponding, partially contradictory statements made in
the literature and to also consider implications for the numerical solution process.

This paper is structured as follows. In Section 2, we introduce our detailed age-resolved LCT-based model and provide a
description of the model parameters. Subsequently, in Section 3, we revise some mathematical properties of the Erlang distribution
and, more precisely, of our model. Then, in Section 4, we investigate the model behavior in detail by numerical experiments. In
particular, we examine the influence of the distribution assumption on the behavior at change points and on the size and timing
of epidemic peaks, as well as on the final size of the epidemic. We then demonstrate the significance of using an age-resolved
model and apply our model to a scenario based on the spread of COVID-19 in Germany. Furthermore, we conduct a run time and
performance study for various LCT model realizations before, eventually, providing discussion and conclusion.

2. An age-resolved SECIR-type Linear Chain Trick model

In this section, we present a detailed SECIR-type model with eight compartments realizing Erlang distributed stay times and a
stratification by age. We extend a version of the ODE model presented in [6] by the Linear Chain Trick concept. The version of the
ODE model that serves as the foundation for this is also presented in [14, Appendix A] (without age resolution). As our model is
formulated using the LCT, we denote the model LCT-SECIR model or simply LCT model.
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Fig. 1. Structure of the LCT-SECIR model, omitting age groups visualization. Schematic illustration of the possible transitions between compartments and
subcompartments according to the LCT-SECIR model. For the sake of clarity, we have omitted the indices for age groups. The subcompartments, in which
individuals are infectious and can infect people from the Susceptible compartment, are highlighted in red. A description of the model parameters can be found
in Table 1.
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Table 1
Description of the parameters used in the LCT-SECIR model.
Parameter Description
Z; ;1) Number of people of age group i in subcompartment j of

compartment Z
at simulation time 7.

ny, Number of subcompartments of the compartment Z of age group i.

b () Average number of daily contacts of a person of age group i
with persons from group k at simulation time 7.

pi(1) Transmission risk on contact of age group i at simulation time 7.

Eci(D) Proportion of Carrier individuals of age group i not isolated at
simulation time 1.

&, Proportion of Infected individuals of age group i not isolated at
simulation time 7.

N;() Total number of living people of age group i at simulation time 7.

Ty, Average stay time in days in compartment Z of individuals of age
group i.

yf Expected probability of transition from compartment Y to Z of age
group i.

In the model, individuals are classified according to their disease state and assigned to a specific compartment. The compartment
Susceptible (S) is used for individuals who are susceptible to infection with the considered disease and have a default immune
protection; Exposed (E) for individuals in their latent period that are infected but not yet infectious and Carrier (C) for people that
are infectious but do not show symptoms, which may be pre- or asymptomatic. We use Infected (I) for people who are infectious and
mildly symptomatic; Hospitalized (H) for people suffering from severe symptoms; In Intensive Care Unit (U); Recovered (R) for people
that are immune to any future infection and Dead (D) for people that died from the disease. We define the set of compartments
as Z :={S,E,C,I,H,U,R,D}. As infectious disease parameters can be highly dependent on age, see e.g. [6], we further divide
the population in m € N different sociodemographic groups. While one could also stratify the population according to gender or
education, we, here, use a stratification into age groups. We use the notation Z,(r) for the number of people of age group i € {1,...,m}
with the disease state Z € Z at simulation time 7 € R.

To realize Erlang distributed stay times with an ODE model, we divide the compartments Z € A := {E,C,I,H,U} inton, € N
subcompartments. The compartments {5, R, D} are not divided as they serve as initial or absorbing states. According to the LCT,
replacing a compartment by a chain of subcompartments with linear transition rates leads to an Erlang distributed stay time in
the compartment itself. A more detailed examination of this topic will be provided in Section 3. We allow different numbers of
subcompartments for different age groups, which is denoted by n,; € N for Z € A and i € {1,...,m}. For compartment Z € A,
the number of people of age group i € {1,...,m} in subcompartment j € {I,...,nz;} at simulation time ¢ is denoted by Z, ;(r). A
schematic presentation of the model including subcompartments, omitting age group visualization, is depicted in Fig. 1.

Finally, we define the model equations of the LCT-SECIR model for each age group i € {1,...,m} as
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R = (141 ) 22 G0+ (1= ") 22 1 0
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I D ny.i
D)) = py) EU’”U ®
for t > 0, where
nz.i
Z, @) = Z Z; ;@)
j=1

is the total number of individuals of age group i in compartment Z € A. Hereby, N,(1) := ) zez\p Zi(1) is the total number of
living people of age group i where N;* := N;(7) + D;(t) is constant in time. The model excludes birth and disease unrelated death
events. The parameters p;(r) € [0, 1] refer to the average transmission risk on a contact of age group i at simulation time z. The entry
¢; () > 0 in the contact matrix ¢(7) is the average number of daily contacts that a person of age group i has with people belonging
to age group k. Additionally, &-;(t) € [0,1] and &; ;(r) € [0, 1] represent the average proportion of Carrier and Infected individuals,
respectively, of age group i that are not isolated at simulation time 7. The parameters T ; > 0 depict the average stay time in days in
compartment Z € A for each age group i. The last set of remaining parameters to be described is /4Y € [0, 11, which is the expected
probability for individuals of age group i to move from disease state Y € Z to a consecutive state Z € Z. Note that the parameter is
only defined if a transition from Y to Z is possible according to Fig. 1. An overview of the model parameters can be found in Table
1.

3. Properties of the LCT model

This section presents a review of the most significant properties of the proposed LCT-SECIR model (1). The objective is to establish
a foundation for explaining the differences in the simulation results that will be discussed in the following section. The findings are
not exclusive to our model; they can be applied to general uses of the LCT.

We begin by demonstrating that the model formulation indeed results in Erlang distributed stay times in each compartment.
The proofs can be done with elementary calculus, stochastics and solution theory for differential equations. For detailed proofs of
the theorems presented, see, e.g., [40]. In order to provide a comprehensive overview, we recall the defining characteristics of an
Erlang distribution.

Remark 3.1. The probability density function of the Erlang distribution is given by

o) (aial), x@ e 2% for x>0
X) = '
h 0 for x <0

with a rate parameter 4 € R* and an integer shape parameter « € N. The cumulative distribution function of the Erlang distribution
is

e (AT o 1
F0)=1-e** - =1-) = f;:(x)
2=

for x > 0.
Remark 3.2. The Erlang distribution is a special case of the gamma distribution, with the restriction that only integer shape
parameters are allowed. Therefore, the Linear Chain Trick is also sometimes called Gamma Chain Trick.

As a first step to show that the overall stay time in a compartment is Erlang distributed, we examine the stay time distribution

in each subcompartment.

Theorem 3.3. For each compartment Z € A and age group i € {1,...,m}, let Xz, ; be the random variable describing the stay time in
subcompartment Z, ; for each j € {1,...,nz;}.
Then, the random variable X 7 ; ; is exponenﬂally distributed with parameter for each j € {1,...,nz;}.

Proof. For this proof, we omit the age index i. Let o, ;(r) be the number of people entering subcompartment Z; at time .
Reformulating (1) leads to
Z N =0z;(0- Z ®. )

Let the function y, j(r) = IP(X z,; > 7) describe the probability that an individual is still in subcompartment Z; after = days since
entering. Therefore, 1 —y ;(7) is the cumulative density function (CDF) of the random variable X, ;. Applying the definition of
72, the equality
[s+]
Zj(t)=/0 rzj(T)oZ (1 —1)dT 3
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must hold. Together with the condition y; ;(0) = 1 resulting from the CDF property, Eq. (3) is equivalent to (2) if

iz

’
Yz, (0=~
Z,j TZ

Yz. j(t)
is satisfied. The unique exponential solution to this initial value problem finalizes the proof. []

Additionally, we need the statement that an Erlang distribution can be considered as a sum of exponential distributions, see
also [5].

Theorem 3.4. Let a set of random variables, X;, with i € {1,...,n} and n € N, be independent and identically distributed according to
the exponential distribution with parameter A € R,
Then, the sum of the random variables, X = Y| X,, is Erlang distributed with rate 1 and shape n.

Proof. The proof can be conducted by induction, using the calculation rules for the density function of the sum of two independent
random variables. []

Finally, the combination of the two preceding theorems yields the following corollary. The corollary demonstrates that the
application of the LCT indeed results in Erlang distributed stay times within the compartments.

Corollary 3.5. For each compartment Z € A and age group i € {1,...,m}, let

nz.i

XZ,i = Z Xzi,ii,j
j=1

be the random variable representing the overall stay time in the compartment.

Then, the random variable X ; ; is Erlang distributed with rate parameter % and shape parameter ny ;.

One can also show that a SECIR-type model based on integro-differential equations as the one presented in [14] can be reduced
to an LCT model if all stay time distributions are chosen Erlang distributed. An idea of the proof can be taken from [33, Appendix].
Additionally, it is obvious that the LCT-SECIR model is a generalization of an ODE-SECIR model as of [6]. The choice of only one
subcompartment, n,; = 1, for all compartments Z € A and each age group i, leads to an ODE model with exponentially distributed
stay times. Therefore, the LCT model is a generalization of a corresponding ODE model and a specialization of a corresponding
IDE model. That means, we can include more general stay time distribution assumptions without the need to use more complicated
integro-differential equations.

Corollary 3.5 implies that the mean stay time in compartment Z; for Z € A and age group i,

E(Xz) =Tz, 4
matches the definition of T, ;. The variance is given by

(T2
nzi

The variance (5) of the Erlang distribution decreases for an increasing number of subcompartments for a fixed parameter T ;.
This can also be observed in Fig. 2, where the probability density and the survival function of Erlang distributions with a fixed mean
and varying numbers of subcompartments are plotted. For n,; — oo the variance tends toward zero and the Erlang distribution
converges to the Delta distribution. This implies a fixed stay time T, ; in the respective compartment Z;.

The model parameters T, ; and n,; can be determined in the case of known mean and variance. Note that the constraint of
the Erlang distribution, where the number of subcompartments must be a natural number, could mean that the observed variance
can only be approximated, i.e., if the mean stay time T, is set with exact precision according to (4), then, inserting the observed
variance might result in a noninteger value for the number of subcompartments. A solution to prevent rounded values is an approach
by Cassidy et al. [41], in which hypoexponential distributions instead of Erlang distributions are used to preserve the mean and
variance accurately, also maintaining an ODE model formulation. Another alternative is given by Hurtado and Kirosingh [5], who
present the Generalized Linear Chain Trick, which allows for phase-type distributions. Any positive-valued stay time distribution can
be approximated with arbitrary accuracy, while the model is still formulated by an ODE-system.

Var (X ;) = 5)

Remark 3.6. In some published works, the subcompartments are described as purely mathematical constructs utilized to achieve
an Erlang distributed stay time in the disease states, see e.g. [42,43]. While the subcompartments do not represent a particular
biological state, this statement can be questioned, nevertheless.

The subcompartments can be assigned a biological interpretation in the sense that the expected remaining stay time in the
disease state Z € A depends on the current subcompartment, as the following consideration shows. Let us consider an individual of
age group i in the subcompartment Z, ; with j € {1,...,nz;}. For the individual, there are n;; — j remaining subcompartments in
compartment Z; which are ordered subsequently according to the course of the disease. The expected remaining stay time in Z; ;
is the same as for the subsequent subcompartments. Therefore, by applying the formula for the mean of exponential distributions,
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Fig. 2. Density and survival function in an LCT model. Representation of the density function f,/r ,(r) of the Erlang distribution (left) and the associated
survival function 1 - F,r ,(7) (right) for different choices of the parameter n. The average stay time T = 10 is set for all functions. Here, we omit the indices
for compartments and age groups.

together with the linearity of mean values and the result of Theorem 3.3, we obtain that the expected remaining stay time in Z; for
an individual in Z; ; is
T;;
(nz,,- —-j+ 1) =
nzi

The remaining stay time is different for different subcompartments, as the result depends on ;.

There is substantial evidence that, for most infectious diseases, the Erlang distribution is more realistic than the exponential
distribution for the stay times in disease states, cf. [24-26,29]. Real distributions tend to have a lower variance than the exponential
distribution, making other distributions such as Erlang distributions more suitable [25]. The memoryless property of the exponential
distribution could be a key factor in explaining why the assumption of an exponentially distributed stay time is considered as
unrealistic. That means, that the expected remaining stay time in a compartment is independent of the time already spent. For
the Erlang distribution, this expected remaining time decreases the longer the time already spent, which is more realistic for most
infectious diseases. For more details on the last paragraph, see also [27].

4. Numerical simulations

In this section, we conduct numerical experiments to evaluate the impact of a more realistic distribution assumption and the
use of age groups on the simulation results. Furthermore, we present a scenario inspired by the spread of COVID-19 in Germany
to illustrate the utility of this approach for realistic simulations. Note that across the different sections, the simulation time differs
to set different foci, i.e., short- or long-term. In Sections 4.2.1 and 4.4 and in the first part of Section 4.3, short-term developments
are considered as, in general, interventions are implemented to prevent epidemic peaking right from the start. In Section 4.2.2 and
the second part of Section 4.3, we consider the more theoretical outcomes of epidemic peaks and final sizes in long-term scenarios
in the what-if no intervention scenario.

The proposed age-resolved LCT-SECIR model, along with the related numerical scenarios, are incorporated open-source into our
high-performance, modular epidemics simulation software MEmilio [44]. Our model, as well as MEmilio, is written in efficient C++
to allow for fast and scalable execution. Together with already existing software infrastructure of MEmilio, we can use distributed
memory parallelism through the MPI standard to execute ensemble runs in parallel, which is also demonstrated in Section 4.5.

4.1. Parameter selection and data

For the numerical simulations, we use parameters and data on the spread of the SARS-CoV-2 virus in Germany in 2020. For
SARS-CoV-2, the Robert Koch Institute (RKI) publishes daily, age-resolved data on the total number of confirmed cases and deaths
in Germany [46]. Furthermore, we incorporate data on COVID-19 patients in intensive care unit that is reported by [47]. Our model
utilizes six age groups as defined by the RKI data. The population sizes N;" are set according to [45].

We adopt age-resolved transition probabilities, mean stay times and the transmission probabilities from [6, Table 2] for an
ODE-based model. Note that in [6], the mean stay time could be dependent not only on the starting compartment but also on the
destination compartment. However, the parameters yii then lose their interpretation as probabilities, which is a consequence of
the memoryless property. To preserve the original interpretation, we calculate our required mean stay times by weighting the given
mean stay times with the given probabilities. The values obtained for the epidemiological parameters are presented in Table 2. In
scenarios where we require parameters that are not stratified by age, the age-resolved parameters are weighted in accordance with
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Table 2

Age-resolved parameters for wild-type SARS-CoV-2. Epidemiological parameters used to simulate the spread of SARS-CoV-2
in Germany in the year 2020. The parameters are either directly set or calculated based on [6, Table 2]. For the average values,
the age specific values are weighted in accordance with the relative share of the age group in the total population according to

[45].
Parameter 0-4 5-14 15-34 35-59 60-79 80+ Weighted
average
pi(1) 0.03 0.06 0.06 0.06 0.09 0.175 0.07333
;42 0.75 0.75 0.8 0.8 0.8 0.8 0.79310
;4:"’ 0.0075 0.0075 0.019 0.0615 0.165 0.225 0.07864
MZ’ 0.075 0.075 0.075 0.15 0.3 0.4 0.17318
;45‘ 0.05 0.05 0.14 0.14 0.4 0.6 0.21718
Ty, 3.335 3.335 3.335 3.335 3.335 3.335 3.335
Te; 2.74 2.74 2.565 2.565 2.565 2.565 2.58916
Ty, 7.02625 7.02625 7.0665 6.9385 6.835 6.775 6.94547
Ty, 5 5 5.925 7.55 8.5 11 7.28196
Ty, 6.95 6.95 6.86 17.36 17.1 11.6 13.066

the relative share of the age group in the total population. The results are also shown in Table 2. We set - ,;(f) = 1 and & ;(1) = 0.3
for all age groups i € {1,...,m}. This implies that individuals who are not symptomatic do not isolate themselves, whereas those
who are symptomatic do so more often.

For the LCT model, we assess different assumptions regarding the number of subcompartments. We use the notation LCTX for
an LCT model with X = n,; subcompartments for all compartments Z € A and age groups i € {1, ..., m}. Furthermore, we consider
an LCT model applying an idea used in [48], i.e., for every compartment Z € A, the number of subcompartments is chosen such
that ny; ~ T,,. For every value, the mean stay time in Table 2 is rounded to the nearest integer value. We denote this LCT
model by LCTvar as the subcompartment numbers are variable according to the mean stay times. The ideal way to set the number
of subcompartments would be to use the corresponding variances to the mean stay times from Table 2 and set the numbers of
subcompartments accordingly by applying Eq. (5). Unfortunately, the appropriate variances are not available for all mean stay
times, which is why we proceed as described. Although all models are based on ODE systems, we use the simplified notation ODE
to refer to a simple ODE-based model without Linear Chain Trick. Note that notation LCT1 corresponds to ODE.

The contact matrix ¢(¢) as well as the initial values are provided for each numerical experiment individually. Except for
Section 4.5, the ODE systems describing the models are solved using a Runge-Kutta scheme of fifth order with a fixed time step of
Ar=1072

4.2. Impact of the distribution assumption on model behavior

In order to compare the qualitative behavior of LCT models against simple ODE models, we examine the dynamics at change
points and analyze epidemic peaks and final sizes. To investigate only the effect of the distribution assumptions, the population is
not divided into age groups for these experiments. We therefore omit the age index in the notation of the parameters.

4.2.1. Behavior at change points

To gain insight into the behavior of simulation results obtained with the simple ODE model in comparison to LCT models, we
analyze their reaction to change points. A change point may be induced through the adoption or lifting of a NPI.

We set the contact rate and the initial values such that we obtain roughly constant infection dynamics at the start of the
simulation; see the first two days in Figs. 3, 4 and 6. In particular, the contact rate is set to a level that results in a reproduction
number of approximately one. Using the next generation matrix, we compute the effective reproduction number for the ODE
model,

S
Ret® = o) 6050 Te + & 0T, ) NL(?) ©

to adapt the contact ¢(0) such that R.(0) ~ 1. Under the assumption S(0) ~# N(0) and with the parameters defined in Section 4.1,
we get a contact rate of approximately 3.22 (which is then also used for the LCT models). The initial compartment sizes are derived
using the assumption of an approximately constant number of daily new transmissions and the parameters in Table 2. Based on the
official reporting numbers [49], we use a value of 4050 daily new transmissions as a starting point. The resulting initial compartment
sizes are distributed uniformly to the subcompartments.

To simulate a change point, we either double or halve the initial contact rate after two simulation days. The simulation results
for the daily new transmissions using different models for both adaptions of the contact rates are visualized in Fig. 3. The results
for the number of individuals in the infectious compartments, Carrier and Infected, are shown in Fig. 4.

Due to the changed contact rate, we first and correctly observe that the predicted number of daily new transmissions in Fig. 3
is halved or doubled, respectively, immediately at the change point. We furthermore see that the new transmissions for the case of
the ODE model directly continue to increase or decrease. For LCT models with multiple subcompartments, a nontrivial lag time is
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Fig. 3. Daily new transmissions around change points. Comparison of the daily new transmissions, i.e., the number of people transiting from compartment
S to E within one simulation day, of different LCT models against a simple ODE model at change points. The contact rate ¢(7) is halved (left) or doubled (right)
after the second simulation day. The naming of the LCT models refer to different assumptions regarding the number of subcompartments, e.g., LCT3 refers to
an LCT model with n, =3 subcompartments for each compartment Z € A and ODE corresponds to LCT1. LCTvar refers to an LCT model with n, ~ T, for each
compartment Z € A.
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Fig. 4. Number of individuals in Carrier and Infected state around different change points. Comparison of the number of individuals in the Carrier (left)
and Infected (right) compartment of different LCT models against an ODE model for the case of a halved (top) or doubled (bottom) contact rate ¢(r) after two
simulation days. Further notation as in Fig. 3.

observed before a subsequent change in the transmissions. This lag time is also evident in the compartment sizes depicted in Fig.
4. It can be observed that the length of the lag time increases in accordance with the number of subcompartments used for the
simulations. Furthermore, the slopes of the curves after the lag time vary according to the number of subcompartments.

The discrepancy in the lag time is a result of the different variances of the stay time distribution in the respective disease states,
see Fig. 2 and Eq. (5). The exponential distributions used in the ODE model have the highest variance. A fraction of people leave
immediately after entering a compartment, resulting in very short stays, cf. Fig. 2. Therefore, the number of Carriers predicted by
the ODE model increases immediately after the contact change, see Fig. 4. The higher the number of subcompartments, the lower
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Fig. 5. Distribution of individuals in the subcompartments for an increased contact rate. The figures depict the number of individuals in the n = 10
(top) or n =50 (bottom) subcompartments of the Exposed compartment (left), the Carrier compartment (center), and the Infected compartment (right) for each
simulation day in the event of a doubled contact rate ¢(r) after two days. The data for day 0 are omitted, as no change can be observed in comparison to day 1.

the variance (5) and the fewer people go to the next state much before or much after the mean stay time. Consequently, the greater
the choice for n, the longer the delay.

According to Dey et al. [50], a relaxation or implementation of a NPI leads to a change after 10 to 14 days in data on COVID-
19 in the United States. Guglielmi et al. [51] also find a significant delay for data from Italy and Switzerland. Knowledge of lag
times demonstrates the need for policymakers to proactively plan for NPIs. Therefore, it is essential that the delay is represented in
simulation results without further adjustments.

Particularly in the case of a doubling of the contact rate, a wave pattern is noticeable in Fig. 3 and for the Carrier compartment
in Fig. 4 for high numbers of subcompartments, such as n = 50. This phenomenon is once more the result of a small variance in
combination with the parameter choice for the stay times. To gain a deeper understanding of the wave pattern, Fig. 5 illustrates
the distributions within the subcompartments for LCT models with either n = 10 or n = 50 subcompartments and a doubled contact
rate.

As can be observed in Fig. 4, for n = 50 the number of Carrier individuals begins to increase after a period of slightly less than
2 + T = 5.335 days. At this point, the first individuals move from E to C that have been infected after the second simulation day,
where the contact rate is increased. This is due to the fact that they reach the last subcompartment, as illustrated in Fig. 5. This
first rise is induced by the increased contact rate. In the model with 10 subcompartments, the higher variance of the stay time
distribution in E leads to individuals that traverse faster through the chain of subcompartments. Therefore, the first individuals
reach compartment C earlier than in the case of 50 subcompartments.

Once again, with 50 subcompartments, after approximately T ~ 2.59 more days, a decreasing slope in compartment C becomes
apparent. As observable in Fig. 5, at this time, the first individuals infected after simulation day two leave compartment C and move
to either I or R. The subsequent larger slope can be attributed to the increased number of transmissions resulting from the higher
number of Carriers observed after approximately 2 + T days. The individuals that have been infected during this period begin to
transition to the Carrier compartment. Thus, this second rise of the slope is due to the increased number of infectious individuals.
The transition from C to I is evident in the plot in Fig. 5 and for the compartment Infected, we also get a wave pattern. A longer
simulation period reveals that the wave pattern becomes rapidly unrecognizable as the ratio of inflow and outflow in the infectious
compartments becomes balanced. For 10 subcompartments, where the variance is higher, the time when the increased number of
individuals in C is driven by the higher contact rate overlaps with the first newly infected individuals leaving C and the time when
more infectious individuals drive the increase. The increased numbers are more evenly distributed across the subcompartments.
Accordingly, we do not observe a significant wave pattern here.
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subcompartments for the case of a doubled contact rate ¢(t) after two simulation days and for a reduced stay time in the Exposed compartment Ty, i.e., a
reduced latent period. More precisely, we multiply the value defined in Table 2 with a factor of 0.5. Further notation as in Fig. 3.
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Fig. 7. Relative difference in daily new transmissions around change points. Relative comparison of the daily new transmissions of different LCT models
compared to a simple ODE model around change points. The contact rate ¢(¢) is halved (left) or doubled (right) after the second simulation day. Further notation
as in Fig. 3.

The wave pattern and the explanation for the waves are highly specific to the particular parameter selection and the relationship
between the average stay times. Fig. 6 depicts the simulation results for a reduced stay time in the Exposed compartment T, i.e., a
halved latent period compared to Table 2, for the case where the contact rate was doubled after two simulation days. For this
adapted parameter choice, the stay time in the Exposed compartment is shorter than in the Carrier compartment, i.e., Ty < T-. As
shown by the daily new transmissions, the shape of the curves differ for each model compared to the original parameter selection,
and the wave pattern is less pronounced.

In Figs. 3 and 4, we have presented the short-term outcomes up to 10 days after the change point. However, due to the discussed
wave pattern and the different slopes, it is yet unclear to which extent the different model assumptions influence the daily new
transmissions on a short- to mid-term horizon. Thus, we provide the relative difference between the daily new transmissions in the
LCT models, compared to the ODE model, in Fig. 7 for the same scenario but over a period of up to 40 simulation days. Here, we
see that the number of new transmissions differs up to —70 % (halved contact rate) and 40 % (doubled contact rate), respectively.

4.2.2. Epidemic peaks and final size

One objective of NPIs is to reduce the maximum number of infections in order to prevent the healthcare system from being
overloaded and to keep disease dynamics on a manageable level. Based on the model selection, different simulations can lead to
different predicted peaks and, thus, different assessments of the same NPIs. We therefore examine the impact of the distribution
assumption on the predicted epidemic peaks to assess the level of error when choosing a too simple model.
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Fig. 9. Comparison of the maximum daily new transmissions and the day of the peak for different reproduction numbers and subcompartments.

Comparison of the predicted maximum number of daily new transmissions and the day, where the maximum number/peak is reached for different assumptions
regarding the effective reproduction number R(0) and with different choices for the number of subcompartments.

The models are initialized with 500 exposed individuals and the remaining population in the Susceptible compartment. The
exposed individuals are distributed uniformly to the subcompartments. We perform simulations with different values for the contacts

¢(0) and consequently for the effective reproduction number R.(0). The contact rate remains constant throughout the duration of
the simulation.

The results regarding the daily new transmissions for R.4(0) ~ 2 and R.g(0)

~

~ 4 are depicted in Fig. 8. For both
reproduction numbers, a comparison of the LCT models shows that the maximum value of the curve increases with the number

of subcompartments selected. The predicted peaks by the ODE model are notably lower than those predicted by the LCT model
with three subcompartments. The relation of the times at which the models predict the maximum of the epidemic differs for the
two effective reproduction numbers. In the case of R.(0) ~ 2, we observe that the epidemic peak is reached earlier the higher
the number of subcompartments is chosen. Conversely, for R.4(0) ~ 4, the peak is reached the later, the higher the number of
subcompartments.

To compare the behavior for even more choices of R.(0), Fig. 9 presents the predicted maximum value of the daily new trans-
missions and the time, where the epidemic peak is reached, for different reproduction numbers and numbers of subcompartments.
Firstly, looking at one model with a fixed number of subcompartments, we observe that the higher the effective reproduction
number is set, the greater the maximum attained value and the earlier that value is reached. Comparing different numbers of
subcompartments, we find that for reproduction numbers greater or equal to 7, there is a tendency to lower maxima for increasing
numbers of subcompartments. For reproduction numbers below 7 there is a tendency to higher maxima for increasing numbers of
subcompartments. In particular, for reproduction numbers greater or equal to 7, the ODE model predicts a higher epidemic peak
than the considered LCT models and a lower peak epidemic peak otherwise. For reproduction numbers less than or equal to 3, there
is a tendency to reach the peak earlier, while for reproduction numbers greater than 3, there is a tendency to reach the peak later
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Fig. 10. Comparison of the maximum daily new transmissions and the day of the peak for different reproduction numbers and subcompartments for
a reduced latent period. Comparison of the predicted maximum number of daily new transmissions and the day, where the maximum number/peak is reached
for different assumptions regarding the effective reproduction number R.4(0) and with different choices for the number of subcompartments. Here we consider
a reduced stay time in the Exposed compartment Tg, i.e., a reduced latent period. More precisely, we multiply the value used in Fig. 9 with a factor of 0.5.
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Fig. 11. Comparison of the maximum daily new transmissions and the day of the peak for different reproduction numbers and subcompartments
for an extended latent period. Comparison of the predicted maximum number of daily new transmissions and the day, where the maximum number/peak is
reached for different assumptions regarding the effective reproduction number R.4(0) and with different choices for the number of subcompartments. Here we
consider an extended stay time in the Exposed compartment T;. More precisely, we multiply the value used in Fig. 9 with a factor of 2.

as the number of subcompartments increases. In addition, for a fixed reproduction number, the absolute value of the slope in both
plots decreases with an increase in the number of subcompartments. Accordingly, the difference in peak size and timing between
two consecutive numbers of subcompartments is negligible if the numbers are large. If the number of subcompartments is relatively
low, the discrepancy in peak size and timing between each consecutive number of subcompartments is more pronounced. However,
an essential finding is that we cannot make a generally valid statement for all reproduction numbers about the relationship between
the time and the size of the peak for different subcompartments.

In addition to the dependence on the reproduction number, the relation of the size and timing of epidemic peaks for different
subcompartment numbers is dependent on the selected model parameters. In Fig. 10 and in Fig. 11, we provide analyses with a
halved and a doubled stay time T}, respectively, compared to Table 2. We notice that the thresholds at which the ODE model
predicts a higher or earlier epidemic peak are shifting.

For the case of a halved stay time in the Exposed compartment in Fig. 10, the ODE model has the lowest epidemic peak
for all reproduction numbers. We find that the epidemic peak is reached later as the number of subcompartments increases for
reproduction numbers bigger than 7. For the original case, this threshold was a reproduction number of 3. In Fig. 11 with a doubled
latent period, the epidemic peak is reached later for higher subcompartment numbers and reproduction numbers larger than 2.
Moreover, for reproduction numbers greater or equal to 5, the ODE model predicts a higher epidemic peak than LCT models with
more subcompartments. Although omitted in the plots, we observed that for even longer latent periods, the ODE model predicts
higher peaks for all reproduction numbers. Therefore, we find that the relation of the size and timing of the epidemic peaks for
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Fig. 12. Compartment sizes to compare predicted epidemic peaks. Presentation of the simulation results for the number of individuals in the eight
compartments of the ODE model in comparison with LCT models with different numbers of subcompartments and R.(0) ~ 2. Notation as in Fig. 3.

different numbers of subcompartments is dependent of the parameter choices for, e.g., the relation between latent and infectious
period and, in particular, on the reproduction number.

Let us consider our findings in the context of some existing studies dealing with epidemic peaks. Wearing et al. [26] demonstrate
that an ODE-SIR model predicts a slower initial increase in the number of Infectives than a corresponding LCT model with 100
subcompartments. Additionally, the authors illustrate that the maximum number of infected individuals is significantly lower for
the ODE model. In their study, Wearing et al. selected a reproduction number of five. Blythe et al. [52] analyze a model for HIV with
birth and death rates and different distributions for the infectious and the incubation period. The authors observed that the peak
occurred later and was higher for distribution assumptions with lower variances. Lastly, Blyuss et al. [37] examine a model for the
spread of COVID-19 that incorporates subcompartments for the Exposed and the infectious compartments. The authors observe that
the epidemic peak is reached earlier when the number of subcompartments in the Exposed compartment is increased. Furthermore,
the maximum value of infectious individuals is determined by the number of subcompartments for I and is observed to increase with
an increase in the number of subcompartments. Accordingly, Blyuss et al. [37] observe that the epidemic peak is reached earlier
with higher numbers of subcompartments, whereas Blythe et al. [52] observe a later peak. All studies conclude that the assumption
of higher numbers of subcompartments results in a larger predicted epidemic peak. The results of our simulations indicate that the
timing and size of the epidemic peak are significantly influenced by the effective reproduction number and the specific parameter
values assumed. In light of these considerations, neither of the studies can be regarded as making universally valid statements.

Remark 4.1. Diekmann et al. provide in their work [53] a different solution to circumvent the complexity associated with IDE
models. They formulate and analyze a discrete-time version of IDE models for epidemic outbreaks. One central finding is that
simple ODE models predict smaller peak sizes than models with a fixed length of the latent and the infectious period. As observed
in Section 3, for n — oo, the LCT model also converges to fixed stay times. The authors fix the reproduction number at 2.5 and
additionally use the same initial growth rate for both models under comparison. This may lead to differing model parameters,
e.g., regarding the stay time in the infectious compartment, see [53, Appendix]. Future research could also consider which results
are obtained with a fixed initial growth rate combined with different values of the reproduction number.

Fig. 12 depicts the predicted number of individuals in each compartment for R.¢(0) ~ 2. The figure shows the significance of
the assumption regarding the number of subcompartments for the prediction of the maximum capacity needed in hospitals or the
maximum number of intensive care beds required. For R.¢(0) ~ 2, we observe that models with more subcompartments predict
higher peak values. Consequently, when using the ODE model to predict the required hospital and intensive care bed capacity,
the estimated number of beds will be lower than the predictions from the LCT models. Given that the Erlang distributed stay time
assumption employed in the LCT models is regarded as more realistic, the true required bed capacity may in fact be closer to the
peak predicted by one of these models. Therefore, relying on the exponential stay time assumption in the ODE model may result in
an underestimation of the necessary capacity, leading to an increased risk of the healthcare system being overwhelmed. A similar
result is also obtained in [54]. However, our findings regarding the predicted peaks for the daily new transmission suggest that this
may not always be the case and that we may obtain an opposite behavior for a different parameterization.

For the Susceptible and Recovered compartments, it can be observed that the curves reach a comparable level for all
subcompartment selections at the end of the simulation, although the curves differ in their shape. This leads us to a comparison of
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Table 3

Predicted final sizes of different LCT models and relative differences to the ODE result. Comparison of the predicted final
size N(0) — S, for different effective reproduction numbers R(0) and numbers of subcompartments. The final size is rounded
to the nearest integer in each case. Additionally, the relative differences of the LCT models to the result obtained with the ODE
models are shown for each reproduction number. For all cases, the final size is calculated using the number of Susceptibles at
t = 500, as the compartment size changes not significantly anymore.

ODE LCT3 LCT10 LCTS0 LCTvar
R (0) = 2 final size 66277719 66271490 66268730 66267697 66269604
rel. diff. - —0.0094% —0.0136% —-0.0151% —-0.0122%
R (0) ~ 4 final size 81507936 81506779 81506459 81506385 81506510
rel. diff. - —0.0014% —0.0018% —0.0019% —0.0018%
Re(0) = 10 final size 83151260 83151255 83151254 83151254 83151254
rel. diff. - —0.000006% —0.000007% —0.000007% —0.000007%

the final size, which is the total number of individuals who become infected over the course of the epidemic

N@©)-S

. with S = tlirg S@);

cf. [55]. Table 3 shows absolute values for the final size for the effective reproduction numbers 2, 4 and 10 for various assumptions
regarding the number of subcompartments. To compare the predicted final size of the epidemic from different models, the relative
deviations of the LCT models to the result of the ODE model are given for each reproduction number. We see that, indeed, the
relative differences between the ODE model and the LCT models are close to zero for all subcompartment choices.

In [43], it is stated that the final size is independent of the number of subcompartments used for a SEIR model in the latent and
infectious state. Additionally, the author of [56] identifies a final size relation for an IDE-based model that remains independent of
assumptions regarding the stay time distribution and depend only on the reproduction number and initial conditions. Our numerical
experiments align with these findings, demonstrating that the final size in our model is dependent only on the reproduction number
and is unaffected by the number of subcompartments chosen.

4.3. Impact of age resolution

In the previous sections, we have excluded age groups and demographic resolution to separate the effect of the distribution
assumption in ODE and different LCT models from the effect of demographic resolution. In this section, we consider an age-
resolved modeling approach, showcasing fundamental differences in the outcomes compared to a non-age-resolved approach. For
this purpose, we compare a model not stratified by age (using only one age group for the total population) with a model that is
resolved according to the age groups used in the RKI data. The findings of the previous sections will then be driven by the age
groups that contribute most to a particular situation of epidemic dynamics.

0-4 5-14 15-34 35-59 60-79 80+

15-34

35-59

60-79

Fig. 13. Age-resolved contact matrix for Germany. For each RKI age group represented in the rows, the average number of daily contacts with the respective
age group is provided in the columns. The contact data are based on [57] combined with [58].

The (baseline) contact pattern for Germany shown in Fig. 13 is based on [57] combined with [58] for school contacts. For more
details, also see [6]. The subpopulation-weighted average of the total number of contacts is 7.69129. We use the LCT10 model to
demonstrate the impact of the age resolution. In all simulations, the number of individuals in the Exposed compartment is set to
100 and their number is distributed uniformly across the subcompartments. The remainder of the German population is assigned to
the Susceptible compartment. We consider two distinct age-resolved simulations and one simulation without age resolution:

I. A15-34 scenario: In the first simulation, we assume that all initial infections circulate within the age group Al15-34.
Accordingly, 100 Exposed individuals are assigned to the age group of 15-34 years.
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Fig. 14. Comparison of different scenarios with and without age resolution. Comparison of a non-age-resolved model with the results of an age-resolved
model, where the 100 initially Exposed individuals are assumed to be in different age groups. We use n = 10 subcompartments for each compartment Z € A.
Age-resolved simulation results are aggregated for visualization purposes.
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Fig. 15. Comparison of different scenarios with and without age resolution to compare epidemic peaks. Comparison of a non-age-resolved model with
the results of an age-resolved model for 200 simulation days to compare epidemic peaks. The 100 initially Exposed individuals are assumed to be in different
age groups. We use n = 10 subcompartments for each compartment Z € A. Age-resolved simulation results are aggregated for visualization purposes.

II. A80+ scenario: In the second simulation, we assume that all initial infections circulate within the age group of the oldest
people. Accordingly, 100 Exposed individuals are assigned to the age group of 80+ years.
III. Non-age-resolved scenario: For comparison, the simulations are run without age groups.

Here, the idea is that if either scenario I or II occurs in reality, both are translated into case III if we use a model without age
resolution. We show that it can be significant for the qualitative and quantitative simulation results to capture differences in the
age groups in the model when confronted with contact patterns similar to Germany. Note that substantial differences are expected
if age groups mix more homogeneously and if the off-diagonal entries of the contact matrix are more pronounced or if diagonal
entries differ less among each other.

The results for 40 simulation days are depicted in Fig. 14. The predictions with the relative small time frame prepare the
ground for intervention and mitigation actions. To compare the simulations with and without age resolution, we cumulate the
age-resolved results in the compartments. Although we initially had the same number of individuals in the Exposed compartment in
each experiment, the results differ significantly. The elderly population has a markedly low number of daily contacts, as can be seen
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in Fig. 13, which is why the number of additional infections in scenario II remains low over the simulated time period. The contact
rate for the age group 15-34 years is above average. Although the majority of their contacts occur with individuals belonging to age
groups with below-average transmission probabilities p;, cf. Fig. 13 and Table 2, the observed spread for scenario I is faster than that
predicted in the scenario without age groups. The likelihood of being hospitalized or dying from the disease is significantly higher
for older people, see also Table 2. Accordingly, we get nontrivial numbers of deaths and hospitalizations for scenario II, despite the
relatively low infection dynamics.

Fig. 15 provides the results of simulations over a longer period of 200 days. The figure shows that the size and the timing of
epidemic peaks are affected by the use of age groups. The peaks of scenario II are reached later and the peak sizes and the final
size vary for the non-age-resolved scenario III compared to the age-resolved scenarios. The peak sizes of both age-resolved scenarios
are broadly similar; the peak size of the daily new transmissions of scenario I is approximately 2437090 compared to 2437071 for
scenario II. However, as noted before, these peaks can be considered counterfactual and unrealistic to be reached since suitable
interventions are most likely to be implemented on time. Overall, from this section, we conclude that the integration of age groups
and demographic information result in a notable enhancement of the model’s realism, allowing for more appropriate intervention
schemes.

4.4. Simulation of COVID-19 in Germany

In this section, we examine the applicability of age-resolved LCT models in a realistic context in comparison with an age-resolved
ODE model. We demonstrate how reported data can be used to initialize the models and apply the reported data to compare
our simulation results to them. For this, we consider the spread of COVID-19 in Germany in October 2020. We again use the
epidemiological model parameters defined in Section 4.1 and apply the contact matrix for Germany described in Section 4.3 or Fig.
13.

We define initial values for our models based on the aforementioned daily reported and age-resolved data by the RKI in
Germany [46]. In order to set the initial population of the LCT models, we extend an initialization scheme for an ODE model
proposed in [11, Appendix S1 Text] using the LCT (but neglecting different protection levels for susceptible individuals). In the
following description, we fix one age group and omit the corresponding age index. However, the scheme is applied to each age
group in the implementation using the age-resolved data.

The RKI provides daily data [46] regarding the cumulative confirmed cases, which we denote by X; pi;(?). For simplicity, we
assume that the reported cases reflect the number of mildly symptomatic individuals. We scale the number of cumulative confirmed
cases by a factor 1/d to consider a detection ratio d € (0, 1]. Hence, the terms X gx;(#) need to be scaled accordingly by 1/d. In
the following description, we assume d = 1. For the initialization, we assume, that each individual stays exactly the mean stay time
Tz /ngz in each subcompartment Z; for Z € A; c.f. Remark 3.6. We begin by defining the initial values for the disease state I and then
proceed to apply this method to the remaining compartments. By the mean stay time assumption for the initialization, individuals
that are in subcompartment /; at time ¢, are those who developed mild symptoms between the time points ¢, — (j — 1) 7, /n; and
to — j Ty /n;. Consequently, the number of individuals in subcompartment /; at time ¢, is

I(ty) =X to— G 1)& ) t I @
o) =<rrk1 |\ o — U — n, ~ <] RKI o—JnI .

Note that the number of cumulative confirmed cases is reported once per day, but the times at which we evaluate X, py; does not
necessarily correspond to these time points. If the calculation requires data between two consecutive days, the reported RKI data is
interpolated linearly.

For the remaining compartments Z € A, the consideration can be applied analogously. Considering the transition probabilities,
we obtain for the respective subcompartments the equations

1 . Tg Tg
Ej(’()):_, Zirkalto+Te+mp—j+ 1) — )| = Zgpua | to+ T +(ng — j) —
Mo ng ng

1 . Tc L Tc
Cito)=—F | Zrrxa | fo+ (e —Jj+ D — | = Zypia | fo+ (e —J) —
He hc nc

; Ty Ty
H;(to) = uf! (ZI,RKI <fo -Tr—-G-1D E) = 2[Rk <’0 =Ty —J E))

T, T,
Uj(’0)=ﬂZﬂIH <21.RKI (’0—T1 Ty —-(-— Uﬁ) — 2Rk <IO—T1 Ty —J ﬁ))

Fig. 16 provides a schematic illustration of the relevant time intervals of the confirmed case data for the subcompartments of
each compartment, exemplified by n, = 3 for all Z € A. While the number of patients in intensive care units is provided by an
additional daily report [47], the data set does not include age-specific data. Therefore, we use the reported number of patients [47]
to scale the result of (8) for compartment U for each subcompartment and age group, ensuring that the initial total number of ICU
patients is consistent to the reported data.

The compartments .S, R and D are computed analogously to the ODE model in [59]. For the sake of completeness, we provide
the formulas below. As the reported data for the deaths, X, gy (7), contain the deaths reporting only the day of the first positive test
and the assumed day of infection — instead of the day of death, we include a time shift. The number of deaths is

®

D(ty) = Zpgriilto — Ty = Ty — Typ)- 9)
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=T —Tuy — Ty —Tr —Tu To+ Tk

Fig. 16. Illustration of the initialization method for LCT models. Visualization of the determination of the initial values for the LCT model for the starting
time 7, = 0. The diagram is created for a model with n, = 3 subcompartments for all z € A. The brackets indicate that the number of cases confirmed in that time
interval determines the initial value for the specified compartment or subcompartment. The spaces between the times are set arbitrarily and do not correspond
to the parameters used. This representation is inspired by [59].

The number of recovered individuals equals the total confirmed cases less deaths and the currently infected people, i.e.
R(tg) = 21 ria(to) — 1(tg) — H(tg) — U(1p) — D(tp).
Lastly, the set of susceptible individuals is set using the other compartment sizes,

Sty=N- Y Zt).
Zez\s

We compare our simulation results to extrapolated RKI data. To extrapolate the given data, we apply the method defined for the
initial values for each simulation day (without division in subcompartments). The same scaling on basis of the detection ratio for
the reported data as for the initialization is used. We adapt equation (7) for each simulation day ¢ to extrapolated data for mildly
symptomatic individuals and time shift the number of deaths according to (9). A non-age-resolved number of ICU patients is set
directly using [47]. Furthermore, we again look at the number of daily new transmissions ¢z, which is the number of people
transiting to compartment E within one day. Therefore, according to (8), we use for simulation time ¢ the formula
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Fig. 17. Results for COVID-19 in Germany with start date Oct 1, 2020. Comparison of extrapolated RKI data with the simulation results of a simple ODE
model and of LCT models with different assumptions regarding the number of subcompartments. We compare the number of daily new transmissions (top left),
the number of mildly symptomatic individuals (top right), the number of patients in intensive care units (bottom left) and the number of deaths (bottom right).
Notation as in Fig. 3.
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We start our simulation on Oct. 1, 2020, and simulate for 45 days. In order to simulate the impact of NPIs, we manually adapt
the contact rate during the simulation if the data indicate a different trend. We, however, keep the implemented change points
minimal and only allow one change point in the simulation period as new NPIs were neither decreed on a daily nor weekly basis.
Firstly, the daily contacts are scaled such that, in the beginning of the simulation, the simulation results for the number of daily
new transmissions align with the extrapolated RKI data when all age groups are aggregated. Furthermore, on Oct. 25, 2020 the data
indicate a trend change, such that we reduce the contacts by 30%, which represents the implementation of a NPI. In addition, we
assume a detection ratio of d = 1/1.2 over the whole period.

The simulation results are depicted in Fig. 17. We accumulate the age-resolved simulation results. We see that all models roughly
depict the trends of the infection dynamics. Suitable parameter fitting for the many degrees of freedom and additional numbers of
change points can realistically match the simulation results from each of the models to the curves. Given the prior findings that
Erlang distributed stay times are more realistic than those of exponential distributions, it can be deduced that the LCT models are
better suited for matching the observed cases than the simple ODE model.

4.5. Run time analysis

In this section, we eventually study the performance of the implemented methods in MEmilio. We present the run time behavior
of our implementation of the LCT model (1) and consider the parallel speedup through MPI-parallelized ensemble runs.

We start by considering the sequential runtime first. Our objective was to implement an efficient and flexible LCT model class
from which we can create LCT models with arbitrary numbers of subcompartments and whose simulation’s run time increases at
most linearly in the number of subcompartments employed. The authors of [60] indicate that researchers typically hard-code the
numbers of subcompartments and write multiple ODE functions to consider different subcompartment numbers. However, our model
allows the flexibility to set the number of subcompartments for each compartment Z € A and for each age group independently.
Subcompartment realizations will be created upon compile-time, substantially reducing potential run-time overhead.

For the run time analysis, we use one age group and set the parameters to the previously described values, including the single
value contact rate described in Section 4.3. In this analysis, we once more set the number of subcompartments, n,, to an equal
value for all Z € A. The initial values are set to reasonable values according to reported data by RKI. All run time measurements
are conducted on an Intel Xeon “Skylake” Gold 6132, 2.60 GHz with 14 cores per socket and four sockets.

Fig. 18 (left) depicts the run time taken to compute a numerical solution for the LCT model (1) under various assumptions
regarding the number of subcompartments (n, = 1,...,100). For each number of subcompartments, we compute the average time
needed over 100 runs. The simulations are performed for 20 days each and a Runge-Kutta scheme of fifth order with a fixed step
size of 1072 is used as mentioned in Section 4.1. The run time increases mostly linearly with the numbers of subcompartments used.
With the —03 optimization flag, we observe a jump in the run time from a number of 25 to 26 subcompartments. This occurs since
the compiler includes additional optimizations for small vector sizes. By setting the optimization flag —00, a strictly linear curve
without jumps is obtained, see Fig. 18 (center).

Additionally, we benchmark a simulation using an adaptive Runge-Kutta Cash Karp 5(4) solver [61] without any limitations
on the step size, while otherwise maintaining consistent model assumptions. The results regarding the run time and the number of
time steps utilized are illustrated in Fig. 18 (right). We observe that the number of time steps increases linearly with the number of
subcompartments. The investigation conducted without adaptive step sizing (i.e., with a constant number of steps) indicates a linear
increase in run time. Therefore, we conclude that the run time per time step increases linearly with the number of subcompartments
n. In conjunction with the linear growth in the number of steps, it is a logical hypothesis that the run time for the adaptive procedure
increases quadratically in the number of subcompartments. As illustrated in Fig. 18 (right), the curve for the run time indeed has a
shape that is consistent with that of a quadratic function.

From Fig. 18 (left), we see that 2000 equally-sized time steps corresponding to 20 simulation days with step size 1072 of a model
with more than 500 subcompartments (in total, 100 for compartments E, C, I, H, and U, 1 for S, R, and D) can be computed in
approximately 0.03 s. Using a more realistic, adaptive step size solver, we can even reduce this time by a factor of 3 to 4 and to
approximately 0.008 s. This means that, even in a sequential context, more than 7500 simulations can be run in less than one minute
on a rather old Xeon Skylake processor, making the model thus suitable to be run and fitted on any consumer laptop. Furthermore,
for smaller numbers of subcompartments, as often used in the literature, the runtime is several magnitudes smaller and almost 5000
executions of the LCT3 model can be run within one second on the mentioned processor.

Eventually, we demonstrate the potential speedup through distributed memory parallelism that we provide with the novel
MEmilio model. Therefore, we use the parameters from the prior section and introduce two contact change points throughout a
simulation period of 30 days where we vary the initial parameters in a range of +10 %. As this section is purely compute performance
oriented, we refrain from providing more details on the epidemiological setting here; the simulation, however, is open source and
can be found with our submission. We use a taylored random number generator (RNG) to ensure the correct generation of random
numbers on all parallel ranks ensuring no dependencies of the individual simulations through the RNG. We provide percentiles of
an ensemble run with 16384 simulations in Fig. 19 (left) and the strong scaling behavior in Fig. 19 (right). While in the ensemble
run settings, the particular simulations can be run in parallel, a nonnegligible overhead comes from the collection and computation
of the percentiles and statistics at the end of all simulations. From Fig. 19 (right), we see that we obtain very good speedup with
three nodes of the Intel Xeon “Skylake” Gold 6132, providing, in total, 168 compute cores. We speed up the process by a factor of
approximately 90.7.
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Fig. 18. Run time for the LCT model with different numbers of subcompartments. Run time for a solver with a fixed step size of 102 with optimization
flag —03 (left), with optimization flag —00 (center), and run time along with the required time steps of an adaptive solver (right) to compute a numerical
solution of the LCT model (1). The numbers of subcompartments are ranging from 1 to 100 and for the adaptive case to 200. For each subcompartment number,
the average time of 100 runs is shown. Simulations are executed without age resolution and for 20 simulation days.
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Fig. 19. Visualization of percentiles from ensemble run simulation and strong scaling behavior. Visualization of percentiles p5, p25, p50, p75, p95 for
an ensemble run simulation of 30 days, 16384 simulations and two contact change points (left) and strong scaling behavior from 1 to 168 cores (right).

5. Discussion

ODE-based models are a popular approach for modeling the spread of infectious diseases. However, simple ODE-based models
implicitly assume that the stay time in each compartment is exponentially distributed, which is unrealistic from an epidemiological
point of view. We used the LCT to set up a SECIR-type model that allows for Erlang distributed stay times in the compartments and
thus generalizes simple ODE models. This allows for simulations with more realistic model behavior without the need to formulate
complex models based on integro-differential equations. The resulting system is still formulated as an ODE system, which allows
the use of already existing and efficient ODE solvers.

To choose an appropriate number of subcompartments, we only need the mean and variance of the stay time distribution. This
can be advantageous, especially in the beginning of the spread of a disease, when the realistic stay time distributions might not
be known yet. Even if the variance is unknown, using a number of subcompartments higher than one already leads to a better
prediction [28]. While we can include more realistic model assumptions by using an LCT model instead of a simple ODE model and
do not require exact knowledge of the stay time distribution as in the case of IDE models, it should be encouraged to also report
variances from population cohort studies.

One goal of this study was to investigate the complex dependence and relationship between epidemic timings and peaks and the
chosen number of subcompartments in an LCT model and to show that a general statement might be impossible to obtain. Here,
we considered an advanced but fixed SECIR-type model and our findings might not directly apply to other models or model types.
However, the key finding to thoroughly study these relationships with particular models and parameters before expectations on
epidemic peaks and timings can be formulated, should be taken into account when developing LCT models.

To further relax assumptions on the stay time distribution while maintaining the use of ODEs, the Generalized Linear Chain
Trick as presented in [5] can be applied. With this, it is possible to include phase-type distributions, which lie dense in the set of
positive-valued distributions and thus allows for an even more flexible choice of stay time distributions.

The assumptions used in the COVID-19 inspired scenario could be enhanced. Firstly, the contact matrix was scaled globally,
i.e., all age groups were scaled in the same way, at the beginning of the simulation as well as during the simulation when modeling
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the implementation of a NPI. The contacts for the age groups could be scaled independently so that the simulation results match
the extrapolated reported data in each age group. Moreover, one could think of introducing age specific detection ratios to include
different testing strategies, for example, testing in schools where the younger age groups are tested more often than average.
However, the focus of this paper was to consider the implications of the LCT in a broader context than the application to a
particular disease. A review of the literature revealed that the statements made in other publications are not universally valid.

6. Conclusion

In this paper, we used the LCT to propose an age-resolved model that includes detailed infection states and allows for Erlang
distributed stay time distributions. The proposed LCT model is a generalization of a simple ODE model, wherein the assumption of
an exponentially distributed stay time is replaced with a more realistic one. We furthermore analyzed several properties related to
the LCT model. To demonstrate the importance of the distribution assumption, a collection of numerical experiments was conducted.

Our analyses indicate that the LCT model naturally incorporates a delay or lag time between a change in the contact rate
and a corresponding change in the number of daily new transmissions, as well as in the Carrier and Infected compartment sizes.
We observed that an increase in the number of subcompartments leads to a longer delay. One notable outcome is that the low
variance of the stay times in models employing a high number of subcompartments may result in the emergence of wave patterns.
Moreover, for our particular SECIR-type model, we found that the comparison of the timing and size of epidemic peaks for varying
numbers of subcompartments is significantly influenced by the effective reproduction number and, consequently, by the selected
parameters. While we numerically showed that the final size of an epidemic is not affected by the assumption of different numbers
of subcompartments, simple ODE-based models can lead to overly optimistic or pessimistic predictions of the epidemic peaks as
well as predict the true peak time too early or too late such that no general statement is possible. However, let us note that the
particular influences of parameters and effective reproduction number depend on the particular model and model type and that the
magnitudes of the influence might differ for other models.

We observed that the inclusion of age resolution enhances the accuracy of the simulations, enabling a more precise representation
of the observed dynamics due to the incorporation of age-dependent parameters and initialization. In a scenario inspired by COVID-
19, we showed how different LCT models can be used to make predictions for realistic applications. It was demonstrated that the
run time per step increases linearly with the number of subcompartments. Hence, the application of LCT models does not result in
extensive additional costs. In our numerical results, we furthermore found that time-to-solution for an adaptive Runge-Kutta scheme
scales quadratically with the number of subcompartments.

All in all, we have seen that applying the LCT to obtain Erlang distributed stay times can lead to widely different simulation
results. In this paper, we demonstrated the complex relationship for a SECIR-type model. While it is unclear to which extent these
findings directly apply to other models and model types, it might be overly optimistic to expect a simple relation between the
epidemic peak size and timings and the number of subcompartments. Therefore, when using mathematical modeling, one should
pay careful attention to the underlying model assumptions as well as to the choice of parameters.

In addition, a key contribution to the submitted paper is the modular software code for simple ODE and flexible LCT models
that we provide. The modular structure of the code allows to extend non-age-resolved models with any age stratification with just
two additional lines or parameters. Similar to age stratification, the number of subcompartments can be chosen flexible for any
compartment and all choices made by the user are evaluated on compile-time such that the resulting C++ code runs highly efficient
on consumer laptops and cluster infrastructure. Here, we simulated 16 384 runs and computed summary statistics in only 16 seconds
with 168 compute cores. Using the three particular compute nodes, we obtained a speedup of approximately 90.7.

The findings can be easily applied to epidemiological models for other infectious diseases such as Ebola, see [29]. The concept
of the LCT can be applied to other models based on ODEs with other applications, such as population dynamics [32]. Therefore,
the results presented herein are not limited to our infectious disease model, but have broader applicability.
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