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1. Introduction and Motivation

We introduce a conformal prediction (CP) Vovk et al. (2005) method that leverages class-
conditional randomized smoothing with localized perturbations to address structured cor-
ruption in AI-driven multispectral image classification. This s etting r eflects re alistic cor-
ruptions such as those found in remote sensing where specific o bject c ategories m ay be 
disproportionately affected by environmental or hardware-induced fluctuations, e. g. specif-
ically only in red spectral channel or near-infrared channels. The Randomized Smoothed 
Conformal Prediction (RSCP) framework Gendler et al. (2022) makes use of global uniform 
noise to construct valid prediction sets. Since real-world perturbation are rarely uniform, 
RSCP would lead to an increased prediction set size for uncorrupted classes, reducing in-
formativeness and efficiency of  the conformal me thod. For such asymmetric perturbations, 
we propose a class-conditional RSCP framework in which perturbations are applied only to 
certain target classes. Our approach allows for risk-stratified robustness, providing more nu-
anced uncertainty estimates to noise-prone classes without sacrificing coverage for unaffected 
categories. Class conditional coverage guarantees for smoothed scores with class-dependent 
noise is guaranteed via (Angelopoulos et al., 2025, Theorem 4.9).

2. Experiments

We evaluate our method using a ResNet50 model trained on high-resolution RGB satellite 
images from an augmented version Dahiya (2020) of the UC Merced Land Use Dataset Yang 
and Newsam (2010), using only 5 classes with 500 images per class. The training set con-
tained 2000 samples. A hold-out evaluation set of 250 samples was used for both validation 
and testing due to the limited dataset size. The conformal calibration set consisted of an-
other 250 samples. For adding structured corruptions at a specific c lass y , we selectively 
inject l2-norm bounded additive noise, δy, into a specific spectral channel ( e.g. red channel). 
Let (Xi, Yi)i=1 ∈ X ×Y denote n calibration samples. Let K ⊆ Y be the set of classes subject 
to spectral perturbations. Smoothed calibration scores per class are calculated according 
to the procedure in Gendler et al. (2022). The non-conformity score for each class with a
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Figure 1: Empirical coverage and average prediction set size as a function of red-channel
perturbation strength (δ) and smoothing level (σ). Coverage is maintained across
classes despite increasing corruption levels, with smoothing helping to counteract
the effect of perturbation. Set sizes increase sharply beyond a critical σ, suggest-
ing a trade-off between robustness and efficiency.

pre-trained neural network with a softmax output, f(·) is defined as s(f(x), y) = 1− fy(x).
Let Dy = {si : Yi = y} denote the set of calibration indices for class y ∈ Y. Define the
class-conditional 1− α confidence quantile, qy1−α = Quantile1−α(Dy). The class-conditional
prediction set for a test sample Xn+1 with σ as the smoothing factor is constructed as:

C(Xn+1) =

{
y ∈ Y : s(f(X̃n+1), y) ≤ qy1−α +

δy

σ

}
,where

{
X̃n+1 = Xn+1 + δy if y ∈ K
X̃n+1 = Xn+1 otherwise.

In real-world applications, such perturbation strength, δy, can be estimated different
ways, through noise modelling, Rasti et al. (2018); Cerra et al. (2014), and more recently
via machine learning methods Wischow et al. (2024).

3. Conclusion

Our study demonstrates that conformal prediction methods can be adapted to handle re-
alistic, structured perturbations. The proposed approach preserves theoretical coverage
guarantees under conditional exchangeability and enables selective robustness for critical
classes. This is beneficial in applications like remote sensing and autonomous systems where
structured noise is prevalent. The RSCP framework of smoothed conformal scores is com-
bined with class-conditional calibration. Smoothing enables to maintain coverage, however,
efficiency is dependent on σ. A critical σ is observed, suggesting a trade-off between ro-
bustness and efficiency. As expected the unperturbed class remains efficient in comparison
to the δ-perturbed classes below this σ value. This framework can be naturally extended to
Mondrian conformal prediction, enabling finer-grained calibration and risk control across
groups or taxonomies.
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