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ABSTRACT

Routing in satellite constellation networks with intersatellite links has become an important aspect to enable broadband Internet
access and to integrate into terrestrial networks. However, their dynamic characteristics and large physical size require spe-
cifically tailored solutions. To address these challenges, we propose and investigate a load-balanced routing protocol based on
distributed software-defined networking. The approach relies on independent space-borne clusters with on-board controllers.
Reduced signaling overhead is achieved by geographical intercluster routing algorithms. We evaluate the performance of the pro-
tocol in a custom-built system-level simulator, considering different architectures, design choices, and scenarios. Comprehensive
comparisons with source-routed schemes and an upper benchmark demonstrate the viability of the solution. Notably, for the
given scenario, the protocol can handle network loads of up to 15.0 Gbps before quality of service compliance falls below 95%.
Compared with the 7.6 Gbps supported by source-routing, this represents an increase of 97.4%. This is achieved while maintain-
ing an average routing convergence of 117.338 ms. The work provides valuable in-depth insights into the design of optimized
routing protocols for satellite constellation networks.

1 | Introduction optimizing the flow of data through the network and minimiz-

ing congestion, broadband Internet access can be provided to

In recent years, low Earth orbit (LEO) satellite constellation
networks (SCNs) have emerged as an alternative to ground-
based systems and to Geostationary Orbit (GEO)-based satel-
lite broadband services [1]. Novel SCN designs typically rely on
Intersatellite Links (ISLs) to create meshed networks, reducing
the required number of ground stations and increasing service
coverage [1, 2].

To support more potential users, routing traffic efficiently
through such a network is critical. In order to maximize actual
throughput, while complying with stringent Quality of Service
(QoS) requirements, necessitates tailored routing protocols. By

many users. While optical ISLs are able to provide high data
rates, bottlenecks may still occur in the ISL network. The asym-
metric traffic patterns of the terminal distribution on ground
can result in traffic spikes or geographic hot spots causing tem-
porary link saturation. Therefore, to ensure QoS compliance,
proactive congestion mitigation and adaptive load-balancing are
necessary.

Due to the physical size of SCNs, centralized ground-based
control entities are not expected to provide timely routing ad-
justments and cause significant signaling overhead. In con-
trast, autonomous satellite systems can solve delay-critical

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium,

provided the original work is properly cited.

© 2025 The Author(s). International Journal of Satellite Communications and Networking published by John Wiley & Sons Ltd.

International Journal of Satellite Communications and Networking, 2025; 0:1-19
https://doi.org/10.1002/sat.70004


https://doi.org/10.1002/sat.70004
https://doi.org/10.1002/sat.70004
mailto:
https://orcid.org/0000-0001-7878-1204
https://orcid.org/0000-0002-0016-4318
mailto:manuel.roth@dlr.de
https://connectivity.esa.int/projects/ropro
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fsat.70004&domain=pdf&date_stamp=2025-09-03

problems in-space. By decentralizing network control, routing
convergence time is reduced according to the sizes of the con-
sidered domains. So, using in-orbit routing protocols enables
faster reactivity to handover or failure events. However, low-
complexity solutions are necessary as on-board processing is
limited.

A promising paradigm for managing SCNs is software defined
networking (SDN), which offers flexibility and softwariza-
tion [3, 4]. Moreover, in the context of next-generation net-
working standards such as 6G, SDN is expected to be a key
enabler [3, 5]. Using SDN, proactive load balancing is enabled
using dynamic switching rule configuration based on the aggre-
gated network state information at the controller.

Based on these insights, the independent distributed load-
balanced routing (IDLB) protocol has been proposed [6]. By using
space-borne sub-division of the network, a flat hierarchy within
the constellation is established. The resulting clusters are con-
trolled by an SDN control unit, a role which a satellite of the cluster
takes over. For routing within this domain, the controller applies
load-balancing strategies to maximize throughput. To this end, we
propose a suitable low-complexity routing algorithm. For routing
between clusters, we present an approach based on geographical
information to reduce signaling overhead.

In this work, the design of the IDLB protocol is described and
analyzed in detail. As a lightweight solution specifically tai-
lored to dynamic SCNs and their resource constraints, it is dis-
tinct from protocols used in terrestrial networks, for example,
Border Gateway Protocol (BGP). Nevertheless, key concepts,
such distribution and network hierarchies, and how they can be
implemented effectively have been considered in the presented
design. The main contributions of this work include:

« The design and implementation of a novel distributed
SDN-based load-balancing routing protocol for SCNs.
Dedicated intracluster and intercluster routing algorithms
are formulated.

+ The discussion of relevant design aspects of the proposed
protocol. Namely, routing hierarchy, handover procedures,
routing tables, geographic tiling, cluster arrangement, and
multicast considerations.

« A quantitative evaluation of the protocol performance
using system-level simulations with relevant benchmark
approaches.

« An investigation of the impact of different system and pro-
tocol design aspects. These include comparisons between
per-flow and per-packet routing, cluster sizes, intercluster
routing approaches, and constellation sizes.

The work is structured as follows. In Section 2, the related works
are summarized. An overview of the reference system is provided
in Section 3. The design aspects of the proposed protocol are dis-
cussed in Section 4. Section 5 presents the considered intracluster
and intercluster routing algorithms. In Section 6, the custom-built
system-level simulator is introduced and described. Quantitative
comparisons of the proposed approach and benchmark solutions
are provided in Section 7. Finally, Section 8 concludes the paper.

2 | Related Works

In this work, we extend and improve upon the approach pre-
sented in a previous publication [6]. In general, for autonomous
satellite systems several in-orbit routing approaches have been
proposed, including QoS-aware and SDN-based schemes [7]. For
QoS-based forwarding, decentralized as well as source-routed
approaches have been investigated [2, 8]. A key limitation for
these schemes is information retrieval. Optimizing paths on an
end-to-end basis results in significant signaling overhead. With
source-routing, each ingress node requires all relevant infor-
mation [9]. However, the approach represents a relevant bench-
mark. It reflects the behavior of known terrestrial protocols, for
example, OSPF. In general, comparisons with these protocols
are difficult as they oftentimes face challenges in dynamic to-
pologies [2]. In addition, due to the lack of dedicated backbone
networks, to which all satellites are connected to, terrestrial pro-
tocols are not applicable without significant modifications mak-
ing them difficult to include as benchmarks.

Besides centralized SDN schemes [10], there is research pro-
posing distributed SDN [4] for SCNs [11, 12]. While these in-
vestigations focus on optimal controller placement and assume
Shortest Path First (SPF) algorithms, we base our approach
on a similar underlying architecture. Using a centralized con-
troller on ground which enables nodes to make autonomous
routing decisions has also been proposed [13]. To maximize
throughput in SCNs, several approaches and algorithms have
been considered. For instance, applying heuristics to solve the
linear programming problem [14]. However, as this investiga-
tion proposes in-orbit decision-making, we focus less complex
approaches.

For routing between clusters, that is, intercluster routing, IDLB
makes use of geographical identifiers, similar to geographical
routing methods [15, 16]. We apply the concept on a higher hi-
erarchical level. In our scheme, the information is used for for-
warding towards clusters, not individual nodes.

A similar distributed architecture based on Intermediate
System to Intermediate System (IS-IS) has also been pub-
lished [17]. In this context, Segment Routing Traffic
Engineering (SR-TE) can also be applied to actively steer traf-
fic, for example, to avoid known hot spots [18]. The proposed
protocol adopts comparable link-state updates and handles
interfaces between clusters in a similar fashion. But, the ap-
proach differs in its architecture and tailored design choices,
for example, the applied load-balancing routing schemes. The
hierarchical intercluster and intracluster split is also reminis-
cent of Interior Gateway Protocol (IGP) and BGP. However,
BGP includes a multitude of features which are not required or
can be encapsulated for routing within the satellite network.
Thus, protocols considered for autonomous satellite constella-
tions are typically designed as streamlined solutions.

The distributed SDN paradigm is also generally more flexi-
ble and adaptable given its softwarization of routing logic
and fine-grained network control, enabling arbitrary flow
allocations [13]. For satellite constellation networks evolving
in size and alongside standards such as 6G, this flexibility is
a key enabler [3, 5]. Standard IP routing protocols are more
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difficult to override, and each device needs to be upgraded.
The comparably lightweight IDLB protocol is tailored to SCNs
and designed to be adjustable to diverse routing policies and
extensions.

3 | Reference System
3.1 | Space Segment

In this investigation, we consider two single-layer reference
constellations. Nevertheless, the proposed protocol is generally
suited to also support multilayer or multishell constellations.
These reference systems are based on proposed designs for po-
tential next-generation satellite systems. Hence, they do not rep-
resent currently deployed constellation networks. The numbers
of satellites are supposed to represent current trends in constel-
lation sizing. The first constellation consists of 288 satellites and
is called “SCN-288.” It represents the main focus of most inves-
tigations in this work. The second constellation consists of 1440
satellites, thus called “SCN-1440,” and is only used to provide a
comparison in terms of QoS compliance performance. Both ref-
erence constellations are summarized in Table 1. As quasi-polar
Walker star constellations [20] with an inclination of 86.4°, they
share similarities in terms of general design with the Iridium
constellation [21, 22].

In SCN-288, the 288 satellites are arranged in 12 planes at an
altitude of 780 km. There are 24 satellites in a plane, resulting in
an angular distance of 15°. The angular phase offset between co-
rotating planes is 7.5°. SCN-1440 corresponds to a larger version
of SCN-288 at an altitude of 600 km. Here, 1440 satellites in 30
planes with 48 satellites per plane are proposed.

Circular orbits are assumed, individual satellites orbit the

Earth in a constant distance relative to the center of mass
of the planet. In real-world systems, the actual position of a

TABLE1 | Summary of space segment of SCN-288 and SCN-1440.

Space segment characteristic SCN-288 SCN-1440
Number of satellites 288 1440
Number of planes 12 30
Number of satellites per plane 24 48
Satellite altitude (km) 780 600
Orbital inclination (°) 86.4 86.4
Cross-seam planes spacing (°) 30 12
Co-rotating planes spacing (°) 15 6
Phase offset co-rotating planes (°) 7.5 3.75
Interplane ISL shut-down latitude 80 80

@)

Number of ISLs per satellite 4 4
Maximum ISL data rate (Mbps) 1000 1000
Output buffer per ISL (Mbit) 0.36-1.08  0.36-1.08

satellite varies slightly due to atmospheric and gravitational
influences. The effects of these small positional variations on
the overall transmission characteristics is generally not signif-
icant. Consequently, only the theoretical positions of satellites
are considered.

3.1.1 | Constellation Connectivity

Each satellite of the constellation possesses four ISLs: two in-
traplane ISLs and two interplane ISLs. The bandwidth and
availability of all ISLs is considered equal in this work.

Based on this setup, a grid network emerges, which is inter-
rupted by the seams as well as the interplane ISL shutdown
latitudes. A shutdown of the interplane ISLs is required at
the polar regions, because of the switch in relative position
of the orbital planes. So, a neighboring satellite which was
previously on one side will find itself on the other side of a
given satellite, after the crossing of orbital planes in a polar
region. This switch has to be accounted for when reactivating
the interplane ISLs. The shutdown latitudes mainly depend
on the pivoting speed of the antennas and the angular velocity
between the two satellites.

We assume state-of-the-art optical laser terminals, which
are able to pivot rapidly and can compensate elevated
Doppler effects well. For instance, in a related project, Tesat's
ConLCT laser communication terminal was assumed to
pivot at 2.5° s-1 on both axes (azimuth and elevation) simul-
taneously and to handle Doppler shifts of up to 3 GHz [23].
Reorientation and target tracking of such a laser terminal are
assumed feasible up to latitudes of +80° at the defined orbit
altitudes. Corresponding shutdown latitudes are considered in
this work.

We assume an ISL data rate of 1 Gbps. Moreover, output buffers
with a size of 0.36 Mbit are considered for each ISL, utilizing a
first-in-first-out (FIFO) tail drop policy. With an assumed packet
size of 1500 Byte, the usual Ethernet Maximum Transmission
Unit (MTU), this means 30 packets can be buffered. Larger buf-
fers did not significantly impact results, except for large clusters,
where more than 30 signaling packets may be sent at once. In
this case, a buffer size of 1.08 Mbit is used (also discussed in
Section 7.4.2).

3.2 | Ground Segment

We consider a ground segment consisting of user terminals
(UTs) and gateway stations (GWs). The distribution of these enti-
ties is shown in Figure 1. An overview of the considered ground
segment characteristics is provided in Table 2.

We consider a nonhomogeneous UT distribution to reflect the
requirements of real-world use cases. To this end, we sample
locations from worldwide population density statistics [24] to
approximate a plausible distribution. Metropolitan and densely
populated areas are discounted in the sampling using a linear
filtering function, which sets the expected density per square ki-
lometer to a maximum of 100. For the sake of simplicity, we do
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FIGURE1 | Reference system: satellites of SCN-288 (red dots); orbital planes of SCN-288 (black lines); global distributions of UTs (blue dots) and
GWs (yellow triangles); tiling into geographical areas (white grid); interplane ISL shutdown latitudes (black dashed line) [19].

TABLE 2 | Summary of the ground segment.

Ground segment characteristic Value
Number of active user terminals 2000
User terminal minimum elevation angle (°) 30
Aggregated data rate per user terminal (Mbps) 100
Number of gateway stations 39
Gateway minimum elevation angle (°) 20
Aggregated maximum feeder uplink (Mbps) 5000
Aggregated maximum feeder downlink (Mbps) 1000

not include mobile terminals on trains, ships, or planes in this
analysis.

GWs represent bridges between the nonterrestrial network
(NTN) and the terrestrial Internet. We assume a deliberate dis-
tribution of GW campuses within reasonable proximity to exist-
ing infrastructure, for example, large cities, Internet exchange
nodes, or data centers. The considered distribution of 39 GWs is
shown in Figure 1 (GWs in yellow).

3.2.1 | Earth-Satellite Link Connectivity

Earth-satellite links (ESLs) connect the satellites with the
UTs and GWs on ground. GWs are assumed to be placed stra-
tegically to enable lower minimum elevation angles. They are
able to support higher ESL data rates than UTs. We assume a
predictable handover scheme, which is discussed in more de-
tail in Section 4.1. ESLs are modeled with constant data rates
in this investigation, omitting aspects such as adaptive coding

and modulation to isolate in-space routing effects. No assump-
tions are made about the antenna parameters, link budgets are
considered sufficient to maintain the target ESL data rate of 100
Mbps (see Table 2). This simplification ensures that ESL dy-
namics do not confound the analysis of intraconstellation load-
balancing. The aggregated maximum feeder uplink/downlink
defines the total capacity a satellite can receive from or transmit
to ground stations.

To provide resilience against local outages, we propose a mini-
mum elevation angle which results in suitable coverage for SCN-
288. Thus, we assume a minimum elevation angle of 20°, so that
at least two satellites are visible at all times [25]. The coverage is
shown in Figure 2. For SCN-1440, we consider a minimal eleva-
tion angle of 30°, based on similar considerations [6].

GWs profit from a variety of simultaneously visible satellites as
they provide additional connectivity and routing diversity. So,
for SCN-288, we assume a minimal elevation angle of 10° for the
GWs. In this case, at least four satellites are visible for a GW. For
SCN-1440, we assume a minimal elevation angle of 20° for the
GWs, so at least six satellites are visible.

3.3 | Traffic Characteristics

Based on the requirements of specific end-user applications,
suitable QoS classes have to be formulated. The considered
traffic shares between these classes correspond to assumptions
made in previous investigations [6, 9]. As this research primarily
focuses on protocol characteristics, solely the presented set of
traffic model parameters has been investigated.

As there are multiple viable use cases for such a constellation, we
base our considered traffic shares on the following assumptions:

4
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FIGURE2 | Coverage of SCN-288 with minimum UT elevation angle of 20° [26]. At least two satellites visible everywhere.

« Most traffic, that is, > 50%, is not delay-critical. Typically,
the transfer of larger quantities of data, for example, in the
form of video streaming or file sharing, is buffered. For
this traffic, called “best effort,” higher delay budgets are
possible.

« Importantly, some traffic relies on the short end-to-end
transmission delay enabled by SCNs [2]. This type has
stringent delay and delay variation requirements. It is how-
ever assumed to be relatively small share due to the limited
traffic volume, assumed around 10%. A limited number
of frame drops for services using this priority class are as-
sumed acceptable, given its primary focus on end-to-end la-
tency. Thus, an elevated packet dropping rate is considered
compliant.

« Some services fall between these classes. They are repre-
sented by QoS class 2. While delay-tolerant, the maximum
latency is considered lower than the assumed budget for
best effort. The class also includes a more relaxed jitter re-
quirement. We assume the rest of the traffic share, that is,
around 30% to 40%, belongs to this category. For signaling
traffic, low latency and dropping rates are of importance. To
this end, we assume that signaling packets are prioritized
by the scheduler and use dedicated output buffers, which
are large enough to effectively avoid packet drops for the
considered signaling volume.

Naturally, for dedicated use cases or specific scenarios, more
suitable traffic shares can be formulated. With the proposed as-
sumptions we hope to reflect a plausible working example for
SCNs, which allows for an in-depth analysis of QoS-based rout-
ing protocols.

The considered QoS classes are loosely based on the QoS profiles
of the 5G NR networking standard [30]. In the SCN context, we
consider only a simplified subset of the given profiles of inter-
est. The proposed values are based on the end-user multimedia
QoS categories of the ITU [27, 29]. The assumed latency and
delay variance budgets roughly follow these recommendations,
namely objectives for IP-based services, Y.1541 [28]. Some con-
crete values have been adapted based on observations and pre-
vious investigations into SCNs [2, 9]. From a conceptual point of

view, the classifications are similar to the differentiated services
(DiffServ) model [31], which is reflected in the names of the con-
sidered classes.

4 | Protocol Design

Independent Distributed SDN-based Load-Balanced
routing (IDLB)

In short, the developed routing protocol, called IDLB, rep-
resents a load-balancing routing scheme based on distrib-
uted SDN tailored specifically to LEO SCNs. It is based
on a space-borne sub-division of the network into clusters
(different domains). These sub-networks are fixed within
the topology of the constellation. Thus, from a terrestrial
point of view the clusters move, the positions of the clus-
ters are independent of the infrastructure on ground.
Typically a satellite near the center of a cluster takes on the
role of cluster controller. For the design of IDLB, we apply
insights from a variety of routing approaches to formulate
a streamlined protocol for the reference systems and traf-
fic scenarios. IDLB consists of a distributed space-borne
architecture for flexible, adaptive decision-making, which
enables load-balanced intracluster routing, and heuristic
intercluster routing based on geographical information.

The first key idea of IDLB is to use the geographical infor-
mation of the nodes on ground to approximate the position of
a destination in the network topology, similar to geographical
routing schemes [15, 16]. By routing towards a geographical lo-
cation, no global tracking of ESL handovers is required (except
at the seams). In combination with a geographical address reso-
lution scheme, signaling overhead can be decreased [15, 16]. To
facilitate this strategy, a geographical address resolution scheme
is used. Destination addresses are aggregated based on their
geographical position.

The second concept is distributed network control. The
routing scheme has to be able to react and adapt to network
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changes in a timely manner. Due to the physical size of the
networks, end-to-end propagation delays over multiple hops of
more than 100 ms are common. Outsourcing all network con-
trol to a single (or multiple) control center on ground can thus
negatively impact the QoS compliance. To comply with delay-
sensitive updates, the network is thus sub-divided into smaller,
independent domains. For the sake of simplicity, we focus on a
flat in-orbit hierarchy of clusters in this investigation. However,
the protocol can also be used in a multilevel SDN hierarchy, for
example, with a master SDN controller on ground.

Network information is aggregated at the dedicated SDN
controller node of each cluster, enabling proactive and load-
aware routing decisions. This autonomous, space-borne
decision-making can provide improved reactivity, routing
convergence and signaling overhead. The size of the cluster
determines the amount of signaling and propagation delays
within the domain.

To mitigate congestion, particularly for broadband traffic, the pro-
tocol is designed to enable effective load-balancing strategies.
By efficiently using available network resources, the supported
throughput can be maximized. Distributing traffic on diverse
paths does not necessarily result in significantly increased la-
tency. Because of the inherent grid structure of the network, there
are often multiple paths with similar characteristics [2, 9].

The architecture of the proposed protocol is illustrated in
Figure 3. The impact of these concepts is evaluated quantitatively
in Section 7. Certain design elements of our protocol draw inspi-
ration from established terrestrial protocols, such as IS-IS and
BGP, as described in Section 2. However, to effectively address the
unique requirements of SCNs, we have made deliberate choices
to create a lightweight, efficient protocol. The key design aspects
that enable the approach are outlined in the following sections.

4.1 | Handover Events
To guarantee correctness and stability of a routing solution in an

SCN context, the handling of handover events is crucial. There are
frequent ISL and ESL handover events which should result in new

coherent path choices. For both ISLs and ESLs, we assume han-
dovers to be triggered by the relative (elevation) angle. Typically,
ISL handovers are predictable and can thus be prepared accord-
ingly. For the considered polar constellations, ISLs are switched
when a satellite enters or leaves the interplane shutdown latitudes.
The resulting changes in the network topology are pre-computed
by the routing solution. Updates can be timed with handovers, so
that all relevant routing tables are adjusted accordingly. To provide
enough time for the remaining packets which are still forwarded
to the node to arrive at the destination, an interplane shutdown
countdown flag is used. In our simulations, the process is trig-
gered 1 s before a handover.

ESL handover events can be more unpredictable or ambiguous,
depending on the utilized handover scheme. For the proposed
distributed space network, handovers between clusters may in-
troduce ambiguity. Due to a handover, it may be possible that
a packet arrives in the apparent destination cluster, but cannot
reach the egress satellite - deadlocks may occur. To resolve this,
we use cell-based handovers: all UTs of a geographical cell are
handed over to a new cluster at a defined moment in time. So,
the geographical routing tables within the involved clusters can
be adjusted accordingly simultaneously. A locally unambiguous
mapping between clusters is established.

As multiple quasi-simultaneous handover events are consid-
ered, by the terminals of a geographical cell, there are potential
collisions without coordination. However, based on the scaling
of the geographical cells and the density of available satellites,
this caused no issues during the investigations.

For the sake of simplicity, we consider a handover strategy for the
ESLs based on satellite proximity and visibility. When a satellite
descends below the predefined minimum elevation angle thresh-
old, it is no longer considered visible to the ground station. At this
point, a handover to a different nearby satellite is initiated.

4.2 | Routing Table Setup

To accommodate the proposed two-level routing hierarchy,
IDLB applies a two-tiered routing table system. Notably, the

FIGURE 3 | Rectangular arrangement of clusters for SCN-288 using a cluster size of 12. Nodes of same cluster are colors identically. The region

spanned by a cluster is shown (in red). Satellites with SDN controller role are highlighted (orange ring) [19].
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SDN foundation of the proposed protocol allows for flexible and
granular manipulation of routing tables, enhancing its adapt-
ability and efficiency.

On the one hand, we propose a so-called “geographical routing
table” which maps each geographical identifier (for each cell),
with a destination node (a satellite). The geographical cells
of this table should be constant. The table is used to identify
whether a cell is served by the current cluster or not. In addition,
it indicates over which link the cluster is to be exited. The inter-
cluster routing utilizes a dedicated function to compute viable
Next-Hop Cluster Nodes (NHCNSs). These external border nodes,
which connect to the given cluster but are not a part of it, are the
destination nodes listed in the geographical routing table. If the
packet is in the apparently correct cluster, this is indicated by a
special entry. There is no global mapping of every terminal and
its serving satellite.

Only local resolutions are considered to maintain minimal sig-
naling overhead. For these mappings, cluster-specific internal
routing tables are used which relate destinations to next hops.
MAC addresses of GWs and UTs, which are served by the clus-
ter, satellites within the cluster, as well as NHCNSs, are mapped
to suitable next hops. As this mapping only contains relevant
destinations within the operational scope of a cluster, a practi-
cally manageable size is typically achieved.

An abstracted flowchart of the two-tiered routing table lookup
is shown in Figure 4. As shown, after the geographical table,
packets are either destined for a satellite within the cluster or an
NHCN, so a satellite from a neighboring cluster. In both cases,
a subsequent intrarouting table lookup is required to find the
correct next hop. To maintain a coherent ESL overview within
the clusters, each handover triggers a cluster-internal broadcast
of a related routing table updates.

4.3 | Geographic Tiling

The geographical tiling determines the number of logical geo-
graphic areas. The length of the geographical identifier in the
header of a packet has to be large enough to support this number.
A high number of areas is generally preferable, as it decreases
the number of potential serving satellites. However, more areas
also result in longer routing tables for geographical identifiers,
which in turn increases the average required lookup time. Tree-
based aggregations can be used to enable faster lookups of geo-
graphical identifiers [32, 33].

For the sake of simplicity, we propose equirectangular areas of
3° latitude and 3° longitude until + 87°. At the poles, single uni-
fied cells are used. This results in 6962 areas, whose physical
size varies (larger cells at equator, smaller cells at the poles). To
represent this number of addresses, at least 13 bits are required
for the geographical identifier. The considered tiling is shown in
Figure 1 by the gray rectangular grid.

4.4 | Cluster Arrangement

Potential cluster arrangements have been mentioned in previous
work [6]. The clusters should be larger than the geographical til-
ing in order to reduce ambiguities. For intracluster routing, a
larger scope is expected to enable more efficient load-balancing.
However, the principal drawback is that latency between the SDN
controller and its forwarding devices increases, which negatively
impacts reactivity. Signaling overhead is increased as well. To find
appealing trade-offs, the upper limit of the cluster size should be
determined by the maximal permissible intracluster latency. This
duration determines the routing convergence within a cluster, and
thus the reactivity of the protocol.

In general, to reduce the number of hops, diamond-shaped
clusters are advantageous. The shape of the clusters follows
the directions of the ISLs. However, due to the considered
seams of the constellation, this results in irregular clusters. As
we focus on identical clusters in this activity, we thus prefer a
rectangular cluster shape.

For SCN-288, we assume a 4 X 3 arrangement resulting in 12
nodes per cluster, and 24 clusters of identical shape. Moreover,
we investigate 6 X 4 (24 nodes per cluster) and 8 X 6 (48 nodes per
cluster) arrangements to evaluate the described sizing trade-off.
For SCN-1440, we construct clusters of a similar physical size
to maintain comparable system characteristics. We analyze 30
rectangular clusters of identical shape of size 6 x 8, that is, 48
satellites.

4.5 | Multicast Extension

Due to the special requirements of SCNs, many traditional ter-
restrial multicast protocols are not well suited. A key problem is
the spanning of efficient multicast trees in large-scale dynamic
networks. As a light-weight extension, we propose a design
based on the Protocol Independent Multicast (PIM) protocol
family, which uses existing unicast routes for multicasting. As

Conditional label: internal or external l
Received
packet Destination within
or c ide cluster
* Destination in Destination in
Vs neighboring operated
Check cluster (external) Check cluster (internal)
geographical 9 intra-routing <€
table table
No entry: 1 Entry: No entry: Entry:
& Destination & %
Drop satellite provided Drop Forward to next-hop
packet packet neighbor towards destination

FIGURE4 | Conceptual flowchart of packet handling: two-tiered routing table lookup. A geographical and an intrarouting table are used.
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the relevant connectivity changes are considered highly pre-
dictable, a tailored PIM Sparse Mode (PIM-SM) [34] approach
with timed switch-overs according to expected handovers is
considered.

PIM-SM is based on Rendezvous Points (RPs), which are the
roots of distribution trees for multicast groups. [34] In general,
multicast traffic is forwarded from the source, the first-hop
router, to the RP. If a receiving entity is interested in a multi-
casting service, it has to request the multicast service from the
RP. To this end, the last-hop router sends an Internet Group
Management Protocol (IGMP) request to the closest RP.

Based on the proposed distributed SDN architecture, designat-
ing the SDN controllers as RPs is practical. Multicast traffic is
forwarded to the SDN controllers which act as RPs for their
respective clusters. As the controllers distribute forwarding
instructions with each network update, additional signaling
required for multicasting is minimal. Given the nature of mul-
ticast traffic, we assume that it is generally widely available or
cached. Thus, the source of the multicast traffic is assumed to
be the GW which is closest to the SDN controller (the RP) of the
cluster.

The considered multicast extension works as follows:

« UT requests to subscribe to multicast group

» Multicast session established between closest GW and inter-
ested UT

« If RP does not yet receive MC traffic: GW triggered to start
transmission to RP

« If GW already sending MC traffic to RP: forwarding from
RPtoUT

+ Forwarding from RP to UT follows unicast routing entries
With this setup, all RPs are relatively close to the receiving en-

tities as well as the sources. Traffic on the connections between
GWs and SDN controllers is minimized, there is a multicast gain

v

i
= K

on the trunk links. There are potential multicast gains via a du-
plication of packets at the SDN controller and at the egress satel-
lite. A diagram of the intended functionality is shown in Figure 5.

5 | Routing Schemes

In order to maximize the performance of IDLB, we propose
specifically tailored path computation and routing algorithms
complementing the considered design. While multiple suit-
able options can be considered, we focus on promising low-
complexity solutions which have been derived and implemented
for the reference scenarios. In any case, the softwarization of
SDN allows to change routing algorithms or policies by adjust-
ing the routing logic of the controller.

5.1 | Intracluster Routing

The central goal of the intracluster routing algorithm is to bal-
ance the loads while complying with the QoS requirements of
the traffic. Within a cluster, all relevant network state informa-
tion is aggregated at the SDN controller. Therefore, load-aware
proactive routing strategies are possible.

5.1.1 | Load-Balancing

To enable high system throughput within SCNs, an informed
decision-making about which paths are best-suited to support in-
coming traffic is necessary. To achieve optimal performance, all of
the resulting routes have to be chosen in a way which minimizes
congestion. This optimization can be formulated by the Multi-
Commodity Flow Problem (MCFP) [35]. It describes the problem
of determining an optimal routing configuration for a given set of
commodities with different source-destination pairs and an asso-
ciated demand. In this context, commodities represent the differ-
ent, individual data transmissions between UTs or between UTs
and GWs (or vice versa). Ideally, the controller solves this underly-
ing MCFP to distribute low-priority traffic optimally.

FIGURE 5 | Schematic diagram of proposed multicast extension. Nearest GW provides MC traffic to RP via trunk links (in black). RP is root of

distribution tree (in red), forwarding to service nodes, which then distribute MC traffic to subscribed UTs in the downlink (in green).
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The time-dependent topology of SCNs can be described by
a dynamic graph model G,, consisting of set of vertices V, and
edges E;: G, = (V,, E,). Between nodes i and j, we formulate the
time-dependent link utilization u,(i, j) based on the link capacity
¢ (i,j) as

f;(l’.]) _ Z(i,i)eEftK(i’j)

o)) (i) M

ut(la]) =

Here, f,(i,j) describes the current aggregated flow, so the sum
of all individual flows f*(i,j) on this link. In order to avoid
saturating links, the load-balancing objective can thus be for-
mulated as minimizing the maximum link utilization over
time. So, over all time steps the following objective function
is formulated:

min max max u,(i,j
£ ()EE (L) ©)

To highlight why formulating a solution to this problem is in-
tractable, we formulate a corresponding value function 7,(s,)
for a state s,. Besides the cost C, of the current network state s,,
and the flow requests f;, other aspects are relevant. As propaga-
tion delays are particularly significant in SCNs, a corresponding
function (i, j, u,(i,j)) is considered to capture their impact. This
delay function introduces nonlinearities, creating a nonlinear
dynamic optimization problem. In reality, this function is also
impacted by other delays for queuing and switching. Moreover,
we assume stochastic traffic models. Therefore, future states are
probabilistic in nature. An analytical formulation of suitable
traffic models is exceedingly difficult. Therefore, the estimation
of future states may be quite imprecise, limiting the effective-
ness of approximate solutions. We use w, to denote these incom-
ing random traffic events. The value function of a current state
s, thus becomes:

7 (s) = mfin [Ct(st’ft) +E,, [%t+1(st+1)|st’ft” ?3)

This combination of time-dependency, nonlinearity, stochas-
ticity, and dynamic topology represents a complex problem to
solve formally. Similar problems have been determined to be un-
solvable using polynomial-time algorithms [35]. The amount of
parameters and their interdependencies result in a significantly
large state space. The state transition function highlights this
complex interplay between observed network states, control ac-
tions, delays, random events, and topology changes (represented
by E)):

i1 = (s, fio 7y 04, Ey) “

Consequently, approximate solutions based on heuristics hold
more promise for in-orbit application. For instance, heuristic
assumptions for LEO SCNs have been formulated [14]. Due to
the inherent complexity and on-board limitations of satellites,
we focus on a low-complexity solution in this work. So, instead
of approaching the MCFP directly, we propose a snapshot-based
proactive path-finding algorithm aimed at the current cost
function.

5.1.2 | Dynamic Best-of-k Algorithm

To maintain low-complexity for varied cluster sizes, we pro-
pose a dynamic best-of-k paths algorithm for intracluster
routing. The approach follows similar ideas as a previously
proposed top-k-paths algorithm based on SDN [36], but fo-
cuses on different metrics and objectives. By limiting our
search to k suitable paths and utilizing a parameterized utility
function, we achieve improved performance while reducing
computational complexity by orders of magnitude. This effi-
ciency is crucial for real-time decision making in space-based
networks where computational resources are limited and la-
tency requirements are strict.

As we rely on small values for k, the approach scales gracefully
even for large cluster and constellation sizes. The approach en-
ables QoS-aware forwarding by using a parameterized utility
function which prioritizes relevant path characteristics. The
proposed SDN architecture complements this approach, as it en-
ables centralized policy definition.

A set-based approach is important, as traffic spikes may re-
sult in pressure on currently low-cost links. During a link
load update period, the controller may be unaware of poten-
tial changes. If a high number of requests occur in this time
frame, the routing logic has to account for the new demands
and their interaction. When using sets of viable paths, choos-
ing the best option decreases variance in path quality [37]. If
paths have equal cost, we apply a tie-breaking mechanism
similar to Always-Go-Left [38]. A nonuniform choice com-
bined with such an asymmetry has been shown to improve
load balancing [38].

For the different QoS classes, we consider the following param-
eterized utility functions Y, , , for a path p:

Y,(p) = L(p)+e)~" ®)

Y,(0) = ;- Npgp()+6) "+ (L=y) - (UP)+e) ™!
©)

Y3(0) = w3 Npgp(@)+6) 7+ (L—y3) - (UP)+e) ™!
@

In these formulations, e represents a small positive value to avoid
division by 0. y, and y, are weighting factors for the link load.
The values are chosen to comply with the QoS requirements and
the system scenario. Path latency L(p) is only used for the delay-
critical class QoS1. The other classes focus on the number of
hops Ny,,s and path utilization U(p).

@i)ep

The approach corresponds to a dynamic k-shortest-path algo-
rithm with a subsequent comparison step [39, 40]. The complex-
ity in time for the path computation for all flows F is thus:
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gintra,path =O(|F| - (|E| +[V]log|V|+ k)) 9)

We compare paths according to the utility function of the re-
spective QoS class. This additional step has the following com-
plexity in time:

9intra, decision = @(lFl : k) (10)

Tracking all possible paths can lead to exponential growth in
space depending on the connectivity of the graph. For an E X E
grid, which the considered clusters typically represent, a com-
plexity in space of 6(|V|?) is expected. By limiting the choice
to only a handful of paths, and not tracking others, the general
complexity in space is reduced to

Sintra = O V] - k) (11)

These formulations assume the worst case, where every consid-
ered path has a length of at most|V'| nodes (a path visits every node
of the sub-network). The same approach is applied by the God's
Eye View routing benchmark, presented in Section 7.1, due to the
prohibitive space complexity of exhaustive path evaluation.

5.1.3 | Per-Packet Considerations

In addition to per-flow operations, per-packet forwarding is also
a potentially useful approach in the given context. Stateful in-
formation about flows is not required, which can lead to a less
complex routing logic.

So packets are forwarded based on generic routing instructions
independent of their flow (including details about source or de-
mand). If a load-balancing update is triggered, all packets to-
ward a certain destination adjust their path accordingly. Because
high-priority traffic is not load-balanced, this poses no problem
in terms of jitter for delay-critical traffic. Nevertheless, periodic
updates may lead to path instability for load-balanced traffic.
Link load hysteresis and thresholds have to be implemented to
mitigate potential route flapping.

Given these considerations, flow-based routing is expected to
enable improved decision-making regarding network conges-
tion compared with per-packet forwarding [36]. Effective load-
balancing approximating the MCFP becomes challenging, due
to the lack of distinction between flows. This assumption is eval-
uated in Section 7.4.1, where the QoS compliance under high
network loads is compared. To distinguish per-packet IDLB, it
is called P-IDLB in the following. For clarity, per-flow IDLB is
called F-IDLB.

5.2 | Intercluster Routing

For intercluster routing we primarily focus on limiting signal-
ing overhead, while avoiding potential instabilities and conges-
tion. Because geographical routing approaches for SCNs have
the ability to strike attractive trade-offs w.r.t. signaling [16], a
related approach is considered.

Based on the proximity of clusters to the geographical areas,
the destination cluster is determined. Accordingly, an Shortest
Path Tree (SPT) is computed on a cluster-level providing all via-
ble neighboring clusters. The key problem is now to identify on
which specific link to exit the current one. The cluster-external
node which is reached by this link, the NHCN, is used as the
destination in the geographical routing table. The actual serving
satellite is resolved in the destination cluster.

The NHCN choice is QoS-dependent, similar to intracluster
routing. Delay-critical traffic should follow the shortest path,
while any low-load link is valid for best effort traffic. Notably,
the choice should be randomized for low-priority flows to
mitigate bottlenecks. Algorithm 1 represents such an NHCN
function.

For smaller cluster sizes, topological scenarios arise in which few
viable links to leave the cluster may be available. For instance,

ALGORITHM1 | IDLB intercluster routing: Finding next-hop-
cluster nodes.

Algorithm 1 IDLB inter-cluster routing: finding next-hop-cluster nodes

Require: QoS class, destination cell, destination cluster
Ensure: Destination cluster is not current cluster

1: next_clusters <— current_cluster.next_hops(dst_cluster)

2: best_value < max_float

3: best_nhcn < null

4: candidates < list()

5: for each node nhcn € current_cluster.nhcns() do

6: ngbr <— get_neighbor_in_cluster(nhcn, current_cluster)

7: if (nhcn ¢ next_clusters) V isl_shutdown(ngbr, nhcn) V
isl_load_threshold(ngbr, nhcn, qos) then

8: continue > Skip unsuited options

9: end if

10: dist < distance(nhcn, dst_cell)

11: link_load < isl_link_load(ngbr, nhcn)

12: value < cost(dist, link_load, qos)

13: if value < best_value then

14: best_value < value

15: best_nhcn < nhcn

16: end if

17: if to_randomize(qos) then

18: candidates.add(nhcn) > Add to candidates list

19: end if

20: end for

21: if best_nhcn = null then
22: return null > No suitable next-hop cluster node
23: end if

24: if to_randomize(qos) then

25: return sample(candidates)

26: else

27: return best_nhcn

28: end if
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near the poles, because of ISL shutdowns, bursty traffic spikes
may result in saturated links to the next cluster. Naturally, for-
going end-to-end route estimations results in some zig-zagging
between clusters. Nevertheless, the resulting end-to-end latency
is acceptable for the given QoS classes.

The complexity of the intercluster routing procedures is domi-
nated by the cluster-based path selection and the NHCN choice.
In both cases, the set size is relatively small. For SCN-288, there
are at most 24 individual clusters. The complexity in time for a
per-flow approach with |F|flows, and |€ | clusters (and | €| virtual
links between them) is

Tonier = O(IF| - (1€] + 1C|10g |C| + Nypen)) 12)

The complexity in space linearly depends on the number of
clusters and NHCNs. As we also have a candidate list, space re-
quired of size |Nyycn|is counted twice. Depending on the cluster
size, |%| or [Nygen| is larger.

Sinter = OUE) + O(|Nypenl) + O(INynenl) = O(Nypen )
3)

Overall, the resulting complexity in time and space is consid-
ered feasible for on-board processors of next-generation satellite
systems.

5.2.1 | Per-Flow Considerations

For the NHCN choice, per-flow and per-area decisions are possi-
ble. The former results in an NHCN computation for every flow.
The latter periodically decides on suitable NHCNS for every geo-
graphical cell.

Due to the considered scenario, the per-area approach is ex-
pected to result in worse performance. While 6962 areas are
used, the ones containing GWs or multiple UTs are the focus of
a significant traffic share. Consequently, determining a single
NHCN for all flows with the same destination area can result in
bottlenecks. The assumption is investigated in Section 7.4.2. In
a per-flow approach, this issue is avoided by selecting from a set
of valid NHCNSs, even for the same destination.

6 | System-Level Simulator
6.1 | Simulator Design

The utilized network simulator was extended and adapted
specifically for this investigation [23]. It is programmed in
C++ and Python, building upon software and tools used
in previous research [6, 9, 16]. The simulator is designed to
efficiently simulate routing in SCNs with ISLs on a packet
level. Faster than real-time simulations are possible for a va-
riety of scenarios, including complex satellite constellations
with thousands satellites and of terminals on ground. In ad-
dition to the discrete event-based network simulator written
in C++, there is a suite of Python pre- and post-processing
scripts. These generate simulation input files, and visualize

the intended system as well as the simulation results. Relevant
performance metrics, for example, link utilization and packet
drops, are written into output files during a simulation run.
Satellite constellations, UT and GW distributions, as seen in
Figure 1, are thus prepared as inputs.

The simulator generates C++ objects for the satellite nodes, user
nodes (i.e., the terminals), and gateway nodes according to con-
figurable parameters. For different scenarios, dedicated config-
uration XML files can be created or edited to simulate with the
desired parameters. The movement of the constellation, as well
as the creation, handling, and forwarding of packets is realized
by timed events. Using recursive functions, it is possible to in-
clude periodic events in the time-ordered event loop. This allows
for the tracking of packet objects propagating and queuing on
nodes, while measuring metrics such as end-to-end latency.

The generated traffic is based on sessions. A session represents
the transmission between two terminals on ground, that is, UTs
and GWs. While the simulator includes both on-off as well as
constant bit rate sessions, we focus on the latter for more co-
herent results in this investigation. Overall a session is defined
by a unique identifier, its start time, its duration, the involved
terminals, and its QoS class (determining its priority). The
starting time is sampled uniformly across the simulated time.
An exponential distribution is used for the end of the session
with the defined average session duration. The priority of ses-
sions is distributed to reflect the considered traffic shares. The
sets of UTs and GWs are sampled accordingly. The parameters
determining this sampling are based on the inputs defined in
Section 3.3. Using this format, a diverse traffic model emerges
with temporary spikes, and potential geographic hot spots de-
pending on the terminal distribution on ground. Nevertheless,
over longer simulated time periods, which significantly exceed
the average session duration, the overall network load does not
vary too strongly. So, comparable traffic requirements are main-
tained for different simulation runs.

6.2 | Key Performance Indicators

We consider several core Key Performance Indicators (KPIs) for
the performance evaluation. The relevant metrics are listed in
Table 3. The KPIs are based on the defined QoS requirements
(as described in Table 4).

Because fast responsiveness is a key argument for space-borne
routing, we include routing convergence as a core parameter.
Due to the physical size of the network, the resulting end-to-end
latency can be larger than 130 ms for SCN-288 (will be shown
in Section 7). Therefore, we assume that the average delay of
any signaling packet within a cluster and the installation of its
instructions should not exceed this latency.

For the signaling overhead, we assume that the ratio of result-
ing control plane packets to all forwarded packets (so control
and data plane) should not exceed 5%. Naturally, this metric de-
pends on the applied traffic volume. If there is little to no data
transmitted, it will be outweighed by periodic updates of control
plane traffic. As we evaluate this metric for average network
loads exceeding 6.9 Gbps, a meaningful statement is expected.
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TABLE 3 | Relevant key performance indicators for the performance evaluation.

Indicator Unit Comment Requirements
End-to-end latency ms Delay between sending on uplink ESL to reception after downlink ESL. See Table 4
Jitter ms Delay variation between two subsequent packets. See Table 4
Packet dropping ratio ratio Ratio of dropped packets relative to successfully forwarded packets. See Table 4
Routing convergence ms Delay of forwarding and installation of routing instructions. <130 ms
Control plane signaling ratio Signaling overhead of control plane traffic. <5%
TABLE 4 | Summary of considered QoS classes.
Packet delay Packet Delay Relative
QoS class Priority budget loss rate variation Example services traffic share
0: Signaling 4 <150 ms <10-° < 30ms Control plane signaling. N/A
1: Delay-critical 3 150 ms [27-29] 10228, 29] < 30 ms [28] Conversational voice, 10%
forwarding real-time applications.
2: Delay-tolerant 2 200 ms 1074[28,29] <50 ms [28] Nonconversational video 34%
forwarding (e.g., live-streams).
3: Best effort 1 300 ms [28, 29] 10~ 28] N/A Video (e.g., buffered 56%

streaming), file sharing,
mail, web activity, multicast.

Note: Some values from standards have been slightly adapted based on observations and previous investigations into SCNs [2, 9].

7 | Performance Evaluation
7.1 | Benchmarks

As an upper benchmark, we consider God’s Eye View Routing
(GEVR). The approach is based on instantaneous perfect knowl-
edge of all network states everywhere, while exploiting a set of
suitable paths. There is no signaling traffic or delay. Naturally,
such an algorithm cannot be implemented in the real world. Due
to the inherent structure of the network, there is a diverse set of
paths satisfying the QoS requirements for most ingress-egress
pairs. To reduce the complexity in space, not all possible paths
are tracked by the algorithm described in 5.1.2.

For a state-of-the-art benchmark solution, a dynamic source-
routed scheme is used. It is based on Dijkstra’s algorithm to pro-
vide the fastest routes in noncongested networks. As link load
information is not shared, it is prone to packet drops in more de-
manding scenarios. It serves as a lower benchmark to quantify
the advantages of load-balancing approaches in terms of latency
and dropping rate. Comparisons with other state-of-the-art ap-
proaches can be difficult, as the routing schemes require signifi-
cant design and implementation efforts. Given the packet-based
nature of the simulator, implementing diverse protocols is rather
complex. Moreover, terrestrial state-of-the-art protocols would
also require significant adjustments to work seamlessly for
the considered satellite networks scenario (e.g., rapid topology
changes, lack of static backbone links as described in Section 2).
Thus, we focused on source routing, which represents a com-
mon baseline and mirrors the deterministic path computation
used in many existing systems. This choice aligns with our goal
to isolate the impact of load-balancing and QoS-aware routing.

7.2 | Protocol Performance

Firstly, we want to establish that the protocol design results in
correct routing and forwarding behavior. So, we investigate core
KPIs of IDLB and compare the results with the GEVR bench-
mark solution. Overall, the protocol typically complies with
QoS requirements. We focus on latency, jitter, and later packet
dropping characteristics. We analyze the results of all sessions,
which includes the sampled UT-to-UT transmissions as well as
UT-to-GW and vice versa.

The observed end-to-end latency characteristics are primarily due
to the varied geographical distances between terminals. As the
underlying terminal distribution is based on population density;, it
is difficult to formulate traffic models mathematically which can
precisely estimate the resulting delays. To formally describe la-
tency, we denote the time-dependent per-hop propagation delay by
L, » and the queuing delay by [, ,. Given the chosen buffer sizes, the
queuing delays was observed to be in the domain of milliseconds.
We also include the per-hop routing delay l,, which represents
the time required to determine the next hop of a packet, and the
switching delay I, which is the typical time required to switch a
packet from the input buffer to the corresponding output buffer.
Therefore, the end-to-end latency L,(p) of path p can be described
by (observed time domain below):

Lp)= Y |usl L@ +usl LG +psl L@ +ms] 1, G0))

(i) ep] ~—— N~—— —— ——
(14)
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End-to-end latency represents a fundamental drawback of the
independent cluster design. While shortest paths are possible,
we expect additional delay on average. Due to the independent
load-balancing of clusters and the geographical intercluster
routing, some zig-zagging is possible. Nevertheless, the com-
parison of end-to-end latency in Figure 6 shows that most ses-
sions comply with the QoS requirements. For QoS class 1 and
2, there are less than 1% of sessions exceeding the maximum
delay (150 ms for QoS1 and 200 ms for QoS2). Moreover, the
QoS-based forwarding is illustrated, as best effort traffic of QoS3
tends to follow longer paths, but still within the defined limit of
300 ms. The bars at higher latencies (>150 ms) are a clear indi-
cation that network resources outside of the shortest paths are
used. For GEVR, this pattern is even more succinct: there is are
clear latency distributions ending at the maximum end-to-end
latency of each QoS class. For QoS class 3, in particular, longer
end-to-end paths are visible. As the path computation of GEVR
is able to evaluate candidate paths on an end-to-end basis, any
path which fulfills the latency requirement of the QoS class is
an option. Thus, the approach can distribute best effort sessions
among paths with low congestion.

We also consider the maximum instantaneous jitter J;,, which
describes the difference in interarrival time between subsequent
packets. In the given context, this is the maximum latency vari-
ation of subsequent packets, so the difference between L,_; and
L, for the M packets of a session:

J.

inst, max —

L e (s)

Based on this formulation, it is apparent that the largest delay
variances occur when paths are changed, for example, by re-
routing, resulting in different propagation delays (representing
the largest contributor to latency).

A comparison between the F-IDLB approach with a cluster size
of 48 and GEVR is provided in Figure 7. Because a resulting path
of IDLB is under the control of multiple control entities, more
frequent adjustments are expected. Cell handovers between
clusters may result in path changes which are not considered by
end-to-end schemes such as GEVR. Nevertheless, the impact is
well within the requirements. For QoS class 1, the average jitter

Average end-to-end latency of sessions
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is 2.91 ms, and the maximum observed 85.15 ms. While this
is significantly larger than the GEVR counter-part (on average
0.64 ms, maximum 15.09 ms), these variances are acceptable in
the reference scenario. It is important to note that even when
GEVR is used, high jitter occurs for QoS class 3. The cause are
handover events at the seams which coincide with path adjust-
ments due to high link loads. As the routing of this best effort
traffic considers paths with valid end-to-end latency, but does
not rank them, paths of varying length occur.

It is important to note that signaling traffic has been omitted
from this analysis given that it does not represent data plane
traffic. Signaling does not follow end-to-end paths from and to
terminals on ground, thus its latency is not comparable to data
plane traffic. As we consider individual signaling messages and
not flows, there is no jitter. In general, signaling packets fol-
low the same paths which have been computed for QoS class 1.
However, the packets are scheduled using a dedicated signaling
buffer which prevents packet losses for the encountered network
update frequencies. The latency characteristics correspond to
the convergence delays shown in Table 5.

7.3 | Increasing Network Loads

To evaluate the load-balancing capacities of the proposed proto-
col, we investigate its behavior when encountering high traffic
volumes. So, in this comparison, we test the resilience of the ap-
proaches in terms of QoS compliance to increasingly high network
loads. In this context, the increase in packet drops represents the

main issue. In order to maximize throughput, the protocol has to
balance the elevated traffic load to maintain QoS compliance. We
assume that a QoS compliance of >95% is considered acceptable.

As we investigate a large set of simulations, we consider a shorter
simulation window with the same average network load is used.
Here, network load is defined as the aggregated data entering
the SCN. So, every packet generated at a UT or GW and sent
up to a connected satellite is counted in a sliding window. This
constellation-wide uplink of packets to the constellation in terms
of amount of data is then divided by the duration of the observation
window. For a given window size Tyinqows USING Nypjini to describe
all the packets which were sent up and ¢{(p;) to denote the size of
the i-th packet entering the SCN, the network load at ¢ is thus:

Nuplink(t)

1
= 2 ) (16)

window i

Network load(t) =

While it is possible that packets have different sizes, in the
presented simulations we assumed a general packet size of
12 kbit. Analogously, the system throughput describes the
packets sent down from the SCN in the current window. The
resulting system load and system throughput for the link load-
agnostic source-routing approach is shown in Figure 8. Due
to the ramp up and down of the traffic models, higher peak
loads occur in the shorter simulation window. So, protocol
performance may be even slightly better when evaluating lon-
ger windows. Nevertheless, we focus on the average network
load and system throughput for this comparison. Notably, the

TABLE 5 | Comparison of convergence rate and overall packet dropping rates for different cluster sizes in SCN-288.

Convergence
Control plane delay [ms]:
SCN-288 cluster size signaling share average, maximum Packet dropping rates: QoS 1, QoS 2, QoS 3
12 (arranged 4 x 3) 0.062% 56.968 104.782 1.044 x 104 3.571x1074 3.374x1074
24 (arranged 6 x 4) 0.112% 117.338 285.276 2.948 106 7.050x 103 1.344%1074
48 (arranged 8 X 6) 0.208 % 273.526 747.552 8.942x 1077 2.557x10°°6 2.285%x107°

Note: Network load of 13.2 Gbps, which corresponds to 9500 sessions of an average duration of 100 s.

System load and system throughput

Longer simulation window: 7200s

Shorter simulation window: 720s
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q
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FIGURE 8 | Network load and system throughput for source-routing in SCN-288. Longer window with a simulated time of 7200 s, and shorter

window with simulated time of 720 s are shown. Due to uniform session distribution and margins dictating simulation start/end times, shorter win-

dow results in slightly higher loads.
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throughput is significantly lower in Figure 8, hinting at packet
losses for the used source-routed approach.

The comparison in Figure 9 shows that, in terms of QoS com-
pliance for increasing network load, the proposed approach (F-
IDLBY)is able to outperform source routing. Looking at the overall
QoS comparison, source-routing falls below the 95% compliance
threshold at around 7.6 Gbps in this scenario. Using IDLB with
12-node clusters, enables such a compliance up to 12.5 Gbps, an
increase of 64.5%. Larger cluster sizes improve load-balancing
further. At network loads of approximately 15.0 Gbps and 16.2
Gbps, the 24-node and 48-node cluster approaches fall below
the threshold respectively. Compared with source-routing, this
corresponds to improvements of 97.4% and 113.2%, respectively.

These results highlight the load-balancing capabilities of IDLB
for QoS-based routing. As all of the routing and path finding
logic is within the controller software, it is possible to adjust or
change intracluster and intercluster algorithms by providing
software updates to the controller logic. Therefore, solutions
suitable to the system specifics and processing power of the sat-
ellites can be applied to IDLB. A further analysis of relevant de-
sign aspects is provided in the following.

7.3.1 | Cluster Size Comparison

As expected, increasingly large cluster sizes result in improved
load-balancing, as longer end-to-end paths in a larger scope are
possible. However, there appear to be diminishing returns, as il-
lustrated in Figure 9. Further KPIs for the different cluster sizes,
under a network load of 13.2 Gbps, are summarized in Table 5.

The observed signaling overheads are significantly below the
required ratio of 5% for the given traffic load. As expected, there
is a clear increase in the relative share of signaling packets for
larger clusters. Most notably, Table 5 shows a significant in-
crease in convergence delay. This metric is based on the latency
of signaling packets within a cluster. For every packet its creation
time at the source and moment of arrival at the destination are
tracked by the simulator. Importantly, the delay does not solely
represent signaling to and from the controller. For instance, for
ESL handovers, updates have to be forwarded to all other nodes
of the cluster to adapt their intrarouting tables accordingly. As
this can include two satellites at opposite ends of a cluster, the
resulting convergence latency can thus be longer. As the physi-
cal distances in large clusters introduce high propagation delays,
the average increases from 56.968 ms for the 12-node cluster to
around 273.526 ms for the 48-node setup.

For the given working point, the difference between ap-
proaches in terms of packet dropping ratios is significant.
While the protocol is still able to comply with QoS require-
ments for most sessions, but there are more apparent bottle-
necks resulting in increased dropping rates when using smaller
clusters. For QoS3, a rate of 1. 344 x 10 ~* occurs in the 24-node
cluster, while 2.285x 10~ ° is observed for the largest one. As
the simulation was configured to avoid packet drops for all QoS
classes, there are similar dropping rates between them. Rare
packet drops were occasionally observed in certain handover
edge cases. While recorded separately, these events are in-
cluded in the reported dropping rates to ensure completeness.
Nevertheless, their influence on the overall results is consid-
ered negligible, with the maximum relative share being less
than 5% of observed drops.

QoS comparison for increasing network loads
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FIGURE9 | QoS comparisons for increasing network loads for IDLB with a cluster size of 24, source-routing, and GEVR. Individual sub-plots for

each QoS class: delay-critical forwarding (QoS1), forwarding (QoS2), best effort (QoS3). Source-routing approach is not QoS-based.
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Overall, the comparison illustrates the trade-offs for cluster
sizes. In the 12-node cluster, load-balancing was limited. With
larger cluster sizes, traffic was distributed more effectively and
higher network loads supported. However, given the design of
the approach, there were diminishing returns. The 48-node
cluster only outperformed the 24-node cluster by 12% more load
supported (with > 95% compliance). Moreover, significant in-
creases in maximum routing convergence delay are observed.
As improved reactivity represents a core feature of the space-
borne design, overly large cluster may not be of interest. Given
this trade-off, the proposed protocol is considered particularly
valuable for larger constellations.

7.4 | Design Aspects

There are various design aspects which have been evaluated in
the context of this investigation. We focus on the most relevant
aspects which have been discussed in the description of the de-
sign of the IDLB protocol. These include a comparison of per-
packet and per-flow intracluster routing as well as an evaluation
of per-area and per-flow NHCN choice.

7.4.1 | Per-Packet Versus Per-Flow IDLB

To quantify the viability of a per-packet approach, it is compared
with the per-flow version. The results are shown in Figure 10.
The P-IDLB approach is clearly outperformed by its F-IDLB
counterpart. The former crosses the 95% compliance thresh-
old at around 8.6 Gbps, which is better than source-routing.
Additionally, performance degrades significantly. F-IDLB rep-
resents an improvement of 45.3% in terms of supported network
load. This results clearly demonstrates the advantage of using
flow-based SDN strategies.

As described in Section 5.1.3, P-IDLB sets nonflow-specific
routing table entries. Therefore, it is more likely to the create
bottlenecks for flows with similar destinations. In-depth anal-
yses show that this traffic pattern is actually prevalent in some
clusters, resulting in packet drops.

Notably, the choice of NHCN is also limited by this design.
One specific NHCN is chosen for each destination cell, which
can lead to congestion at adjacent links. The impact of generic
and flow-based NHCN choice is investigated in the following
section.

7.4.2 | Intercluster Routing: NHCN Choice

As described in Section 5.2, a specific NHCN mapping to each
destination cell is expected to cause bottlenecks. Thus, we com-
pare this design with a per-flow NHCN choice. The results are
shown in Figure 11. As expected, the performance of per-area
choice is significantly worse and varies much more at higher
network loads. An analysis of the results showed significant
drops occurring at the borders of the clusters.

It is important to note, that the shown 48-node cluster approach
with the per-area mapping also shows buffer limitations. Using
the same small buffer size of 360 kbit caused issues for signaling
in larger clusters. When specific instructions are forwarded to
47 different nodes, a larger buffer or careful timing is required
to avoid overflows. Signaling traffic is prioritized by the sched-
uler, so packets of other QoS classes may be dropped. Figure 11
illustrates this systematic error consisting of periodic drops due
to peaks in high-priority signaling traffic. Consequently, this
faulty approach rarely achieves more than 97% QoS compliance.
For better results, a buffer size of 1.08 kbit was used for all other
simulations using 48-node clusters.

7.5 | SCN-1440 Comparison

While this study focuses on a 288-node satellite constellation,
we include a comparison with the larger reference system con-
sisting of 1440 satellites. The same configurations are used.
However, for this constellation, a cluster of similar size to the
12-node cluster now consists of 48 nodes. Therefore, compara-
ble intracluster propagation delays are expected. Accordingly,
the observed maximum routing convergence is 222.165 ms. The
comparison of QoS compliance for increasing network loads is

Overall QoS comparison for increasing network loads - by-packet vs. by-flow
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FIGURE 10 | QoS comparisons for increasing network loads for per-packet IDLB (P-IDLB in blue) with a cluster size of 12, and per-flow IDLB

(F-IDLB in orange) with a cluster size of 12.
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Overall QoS comparison for increasing network loads - inter-cluster routing
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FIGURE 11 | QoS comparisons for increasing network loads for a per-area determined NHCN mapping with a cluster sizes of 24 (in blue) and of

48 (in green), as well as randomized per-flow NHCN mapping with a cluster size of 24 (in orange) and of 48 (in red). The determined mapping with

a cluster size of 48 also shows buffer limitations (F-IDLB* in green).

Overall QoS comparison for increasing network loads - SCN-288 vs. SCN-1440
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FIGURE 12 |

QoS comparisons for increasing network loads for SCN-288 and SCN-1440 constellations. SCN-1440 constellation uses 48-node

clusters (in green), while for SCN-288 both 48-node clusters (in orange) and 12-node clusters (in blue) are used. The latter included due to the similar

physical size to 48-node clusters in SCN-1440.

shown in Figure 12. Importantly, the x-axis is now shifted: we
observe network loads from 13.9 Gbps to 25.0 Gbps.

Given the increased number of satellites and links, much higher
network loads can be achieved in the SCN-1440 constellation.
However, given that the same cluster size and structure are used,
the comparison is of interest. With 95% compliance, a data rate
of approximately 20.2 Gbps was supported. Thus, an increase
of approximately 25% is achieved for the same number of nodes
in a cluster. Compared with a similarly sized cluster, which in
the case of SCN-288 is a cluster size of 12, the increase is even
more significant: approximately 61%. In SCN-288, F-IDLB with
a cluster size of 12 drops below 95% at 12.5 Gbps (see Figure 9).

Potential adjustments to the configuration of the algorithms
can be made, which potentially further improves performance.
However, to enable a direct comparison, the same parameters
used for SCN-288 were applied. A more detailed analysis of this
larger and varied constellations is left for future work.

The performance of IDLB in SCN-1440 demonstrates its capac-
ity to scale to dense satellite networks, a critical requirement for
next-generation mega-constellations. The hierarchical design
of the protocol is extensible to multiorbit, multilayer systems.
Naturally, the impact of cluster sizing and other design choices
may vary depending on the architecture and orbital layer. Future
work should investigate the performance in operational archi-
tectures like Starlink or OneWeb [1]. For these constellations,
adjustments to handover policies and cluster boundaries may
be required to align the protocol with different and shell-based
topologies. Comparative studies of load-balancing strategies
across these systems would also further validate its versatility.

8 | Conclusion
This paper presents a comprehensive design and evaluation

of a load-balanced distributed SDN-based routing protocol for
autonomous satellite constellation networks, using in-space
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cluster-based network control. Dedicated routing schemes are
proposed for QoS-compliant forwarding within and between
clusters. For intracluster routing, a tailored dynamic best-of-
k-paths algorithm is proposed. Given its low complexity, the
scheme is expected to be feasible for on-board processing. For
intercluster routing, geographical information is used to find
suitable links between clusters with reduced signaling.

Using a system-level simulator, we provide in-depth perfor-
mance analyses of the proposed protocol. The QoS compliance
of IDLB is investigated under increasing network loads to evalu-
ate its load-balancing capacities, which significantly outperform
a source-routing benchmark.

Additionally, we evaluate the impact of various design aspects.
The analyses include comparisons between per-flow and per-
packet routing, intercluster link choices, and cluster sizes. The
impact of the added capacity of a larger satellite constellation
using IDLB is also quantified.

Overall, our evaluation demonstrates the effectiveness and scal-
ability of flow-based IDLB in supporting QoS-compliant routing
in satellite systems. The proposed protocol is also suitable for
multilayer constellations, and multilevel SDN hierarchies. It of-
fers an extensible baseline for future research, for instance as an
enabler of machine learning-enhanced traffic engineering. The
architecture is well-suited for integration into future standards,
making it a viable option for autonomous next-generation satel-
lite networks.
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