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ABSTRACT  
The rapid evolution of Artificial Intelligence (AI) has significant impact on the speed and accuracy of a 
broad range of systems. Enabling automated or autonomous workflows, AI bears the possibility to make 
existing applications more efficient and to design and fulfill entirely new tasks. Nevertheless, the integration 
of AI entails risks that give rise to calls for meaningful human control (MHC) of these systems. While the 
cooperation or collaboration between humans and AI is characterized through distinctive challenges, which 
involve both the capabilities of the human operator as well as the design of the AI system, this connection 
can tackle multiple ethical and safety-related concerns.  

In this paper, we orchestrate the concept of MHC and human-AI collaboration to fit the specific needs of 
countering information warfare. We investigate the role of AI in countering information warfare, specifically 
through the lens of a Disinformation Monitoring and Alert System (DMAS). We explore the challenges of 
fully autonomous systems in the domain of anticipating and countering disinformation, emphasizing the 
necessity of MHC to prevent adversarial manipulation. Thus, we argue that MHC is not limited to ensure 
safety and ethical governance, but can also make crucial contributions to the security of an AI system. By 
examining potential vulnerabilities and the advantages of human-AI collaboration, this paper aims to 
contribute to the strategic enhancement of disinformation defense mechanisms through MHC. 

While information warfare and disinformation campaigns are not exclusive to digital media or social 
networks, we focus our study on digital-based disinformation campaigns. These pose the greatest threat to 
NATO members in terms of both their number and their risk potential. In addition, this data-driven area is 
particularly suitable for AI-based applications for prevention. 

1.0 INTRODUCTION 

Artificial Intelligence (AI) has transformed the landscape of technology, driving significant advancements 
across a wide range of applications. Thus, AI has revolutionized the speed, accuracy, and efficiency with 
which tasks are performed. These AI-driven capabilities not only enhance existing workflows but also enable 
the development of new, previously unattainable functions. However, with these opportunities come 
substantial risks, particularly in areas where AI operates with a high level of automation or even autonomy. 
The growing complexity and automation of AI systems have sparked an urgent debate around the need for 
meaningful human control (MHC). While AI excels in processing vast amounts of data and automated 
decision-making, there are ethical, safety, and security related concerns that arise when human oversight and 
control is diminished or removed altogether. 

One particularly critical domain where these concerns intersect is cognitive warfare, especially the spread of 
disinformation. Disinformation, or deliberately misleading information intended to deceive, has become an 
increasingly potent tool in the realm of global politics and international conflict. The rise of social media and 
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digital communication platforms has provided a fertile ground for disinformation campaigns, which can 
quickly amplify false narratives, undermine trust in institutions, and destabilize societies. The integration of 
AI into this field — as a tool for creating, disseminating and countering disinformation — raises complex 
questions. On the one hand, AI-based tools analyze and monitor massive datasets and can be harnessed to 
detect and prevent disinformation. On the other hand, the same capabilities can be manipulated to spread 
disinformation at unprecedented speeds, e.g., through the use of generative AI models. 

This paper focuses on the role of MHC and Human-AI Teaming (HAT) to address specific risks in this 
domain. To show the benefit of MHC in AI systems, especially for AI in countering disinformation, we 
introduce the concept of a Disinformation Monitoring and Alert System (DMAS) as a potential tool. The 
DMAS leverages AI’s capacity for pattern recognition and data analysis to identify and flag emerging 
disinformation campaigns, giving political and military actors the necessary time to respond. However, fully 
autonomous systems are not without vulnerabilities. They can be susceptible to adversarial manipulation, 
such as decoy attacks that trigger false alerts, reducing the system’s reliability. Additionally, AI systems rely 
heavily on training data and pre-adjustments, which can introduce biases that create blind spots in the 
detection of disinformation. These weaknesses highlight the importance of maintaining sufficient human 
oversight in the form of MHC and HAT to ensure that AI systems remain secure, ethical, and responsive to 
unforeseen challenges. 

In addressing these issues, we argue that human-AI collaboration offers a balanced approach. By combining 
AI’s technical capabilities with human judgment, it is possible to mitigate the risks associated with 
autonomous systems. Human operators can provide context and oversight that AI systems may lack, 
particularly in fast-changing environments like information warfare. This paper will explore the framework 
of MHC within the context of AI-driven disinformation defense, emphasizing that MHC is not only suitable 
for ethical and safety-related concerns, but also enhances the security and effectiveness of AI systems. By 
examining the potential and limitations of the DMAS, we aim to contribute to the broader conversation on 
how AI can be responsibly integrated into the fight against disinformation, safeguarding democratic 
institutions and international stability. 

2.0  THE VIRTUE OF ARTIFICIAL INTELLIGENCE IN INFORMATION 
DISSEMINATION 

The benefits of AI cover numerous areas. From cancer detection through image recognition [1] to financial 
analysis [2] and autonomous driving [3], AI enhances the efficiency and reliability of processes which could 
previously only be performed by humans. The analysis of large amounts of data is one crucial aspect in this 
regard. One distinct example for the impact of AI on everyday life is the use of AI in information dissemination. 

While the direct access to news websites and apps has decreased in recent years, people are increasingly 
turning to social media for information [4]. The high amount of data and the necessity of fast processing in 
this domain opens the door for AI-based data-analysis. Numerous algorithms are either used for content 
processing (face recognition, annotation, audio transcription, etc.) or content propagation (recommendation, 
ad delivery and targeting, content moderation, etc.) [5]. Content propagation algorithms are crucial for 
information dissemination: a recommendation algorithm can, based on the profile of a user, tailor the content 
that is shown to him or her. Here, the preferences of a user and his interaction with content enables an 
algorithm to address an individual person, which could improve the user-experience since relevant content is 
emphasized while irrelevant content is avoided. This implementation of AI-based systems enables the 
automated analysis of large datasets, facilitating the customization of content for all users at the same time. 
This procedure also bears the reason for using such algorithms for content propagation, since the optimized 
user-experience serves the economic imperatives of the platform operators by most likely increasing the time 
spend on a social platform, and therefore its advertising revenue. 
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Thus, the use of AI-based systems and automation facilitates information dissemination in a significant way. 
Nevertheless, this arises ethical issues as well as risks for the users’ safety. The deployment of autonomous 
AI systems in the domain of information dissemination has led to the discrimination of users in the past [6]. 
Additionally, questions of digital surveillance and the freedom of users arise. Thus, the use of AI is often 
concerned with ethical, safety and security issues, which challenge the balance between benefits and risks of 
using AI-based systems. This is the case in numerous other sectors, including autonomous driving, air traffic 
control or military applications. Thus, the call for MHC of these systems originates. 

3.0  MEANINGFUL HUMAN CONTROL AND HUMAN-AI COLLABORATION 

In this section, we discuss the concept of MHC as well as the parameters that determine the integration of 
MHC into an AI system. To this end, we establish the concept of MHC and levels of control in the process 
loop, before going on to demonstrate the combination of MHC and HAT. 

3.1  The Parameters of Meaningful Human Control 
The concept of MHC roots in the discussion about the potentially unethical use of lethal autonomous weapon 
systems [7]. While the origin of the concept is easily determined, there is no generally accepted definition of 
what MHC actually contains, in which systems it needs to be integrated and which additional value is created 
through its integration. But the notion of ‘meaningful’ indicates that a simple human control of the AI system 
is not sufficient, either due to restrictions in competency, information, or psychological capabilities [8]. 
Thus, the approach aims at strengthening the amount of meaningful human control through expanding the 
operator’s capability of controlling the system.  

In order to identify the potential and possible integration of MHC, the working cycle of a system must be 
considered. In the military domain, this cycle can be described in a loop, which combines the process steps 
of observing, orienting, deciding and acting (OODA-loop) [9]. The extent of a human operator’s control 
depends on the degree to which he or she is included into the loop: Human-in-the-loop (HITL), Human-on-
the-loop (HOTL), Human-out-of-the-loop (HOOTL), and Human-in-Command (HIC). With a HITL-
approach, the operator has the capacity to control each process step, whereas this ability is limited with a 
HOTL-approach. HIC refers only to the decision of when and how to use AI systems [10], while HOOTL 
describes an autonomous system without the possibility of a human intervention. Before leveraging any form 
of human control to MHC, a system needs a starting point of human control. Without this minimum 
requirement, one must focus on emphasizing the existence of human control in the OODA-loop in the first 
place. Thus, MHC is not compatible with the HIC-approach, since the operator lacks a significant amount of 
control to fit the concept of MHC. Accordingly, the HOOTL-approach contradicts the concept of MHC as 
well since no level of human control is permitted. Therefore, the concept of MHC is compatible with HITL 
and HOTL, since these approaches bear the potential of strengthening the already existing control of a 
human operator. This clarifies the systems’ requirements if the necessity of MHC is determined. 

Besides the possibility of the integration of MHC, the purpose of the integration also indicates the actual 
conception of MHC. Davidovic (2023) highlights five main purposes of integrating MHC into a system: (1) 
to increase safety and precision, (2) to ensure responsibility and accountability, (3) to assure morality and 
dignity, (4) to support democratic engagement and consent, as well as (5) strengthening institutional stability. 
The purposes for which MHC should be integrated into an AI system may overlap, but emphasizing the main 
purpose brings clarity into the actual embodiment of MHC [11]. Thus, the systems’ overall design as a HITL 
or HOTL system as well as the purpose of the integration of MHC build the framework for the actual 
conception of MHC, they determine the appropriate method of controlling an AI system. 
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3.2  Human-AI Collaboration as a Complement to Meaningful Human Control 
HAT refers to the cooperation or collaboration between an AI-based system and the operator to achieve 
goals. Here, the arrangement of cooperation or collaboration depends on the sophistication of the AI system 
[12]. While human-AI cooperation is focused on a directive approach and end-user awareness, human-AI 
collaboration is a concept for sophisticated AI systems, where both shared situational awareness as well as 
communication between an operator and the system are given. The AI system and the operator work together 
on a shared goal, supporting each other in a co-constructive approach [12].  

The concept of HAT and the sub-category of human-AI collaboration originates from the aerospace and 
autonomous driving sector. According to this, situational awareness can be widely defined as an awareness 
about “what is known about the environment, what is happening in it and what might change” [13]. Sharing 
this awareness between an AI system and a human operator allocates each actor a specific area of authority. 
For further collaboration, both actors need to be able to communicate with each other, exchanging 
information and sharing their insights. This exchange is crucial for the collaboration, otherwise both actors 
would work on their own goals without supporting each other, diminishing the benefits of complementarity. 
Thus, the overall shared goal can be achieved through sectioning and sharing work steps between the AI and 
the operator. Human-AI collaboration makes an indirect statement about the control of the operators (e.g., 
whether it is a HITL or HOTL concept), it defines the requirements for teaming human operators with AI-
based systems, conceptualizing rather the nature of working together than the level of control. Thus, human-
AI collaboration can act as a complement to the concept of MHC. 

4.0  INFORMATION WARFARE AND DISINFORMATION CAMPAIGNS 

Davidovic names the increase of safety and precision as a central purpose to integrate MHC into AI-based 
systems [11]. In the context of countering cognitive warfare and disinformation campaigns, the integration of 
MHC not only increases safety and precision, it could also serve as a security component. The functional 
characteristics of disinformation campaigns in information warfare are crucial for the AI-based detection and 
prevention of such campaigns.  

“One cannot underestimate the role of the mass media in executing Russia’s foreign policy 
goals.” [14] 

In recent years, information warfare became a widely-used addition for conventional warfare. For some 
actors it even became the prevalent method [14]. Besides cyberwarfare, troll factories and bots, 
disinformation campaigns are an integral part of information warfare. Disinformation campaigns refer to 
coordinated efforts by political actors, aiming at deliberately spreading false or misleading information to a 
target group, influencing their opinion regarding a topic of interest. These could be “[I]ntentional falsehoods 
or distortions, often spread as news, to advance political goals such as discrediting opponents, disrupting 
policy debates, influencing voters, inflaming social conflicts, or creating a general backdrop of confusion and 
information paralysis.” [15]. Regarding the resilience of the NATO against disinformation, state actors pose 
the highest risk. Nevertheless, non-state actors like Jihadist groups still use this practice [16]. 

Disinformation campaigns are – compared to misinformation or fake news – strategically deployed and have 
an intentional harmful impact on public discourse, often aiming at specific events. While they are not a 
phenomenon reserved for modern times, digital media and especially social media allow a more efficient and 
effective organization.  

Three aspects make social media platforms and their audience a prolific target for the spread of 
disinformation campaigns in the realm of information warfare: 1. A large proportion of political relevant 
news is disseminated through social media. Accordingly, a large audience can be addressed. 2. The 
functionality of social media, especially targeted advertising and recommendation systems, allow a precise 
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targeting of specific groups (e.g. indecisive voters). 3. Lastly, the creation and modification of news and 
images on social media involves relatively low cost and allows an almost simultaneous dissemination. Since 
the timing of disinformation campaigns, especially regarding timed events like elections, is crucial, the 
reduction of the temporal difference between a happening and the moment a person receives the information 
is conducive for disinformation campaigns. 

5.0  BUILDING RESILIENCE AGAINST DISINFORMATION CAMPAIGNS 

The manipulation of the public opinion through disinformation is essential in the realm of cognitive warfare. 
Enhancing the resilience of the NATO and its member states against this kind of threat is of paramount 
importance. There are multiple ways to build resilience, from strengthening societal cohesion, embedding 
higher trust in well-established media or political education as well as media competency [17], [18], [19]. 
Besides these approaches which are focusing on societal aspects, a technical approach in the form of an early 
warning system can support this process. The use of AI-based systems in the proliferation of disinformation 
is directly connected to the analysis and handling of large amounts of data. Countering this procedure is 
connected to large amounts of data as well, which facilitates the instrumentalization of AI for preventing or 
mitigating the effects of disinformation campaigns. 

In this section we provide a theoretical concept for a DMAS. Such a system is designed to detect and track 
emerging disinformation campaigns, providing an early warning that allows for timely and coordinated 
countermeasures. The integration of AI in this context offers a powerful tool for analyzing large amounts of 
data from various sources, including social media and communication networks, to identify potential 
disinformation campaigns in real-time. However, the deployment of AI-based systems in this domain is not 
without challenges. We further analyze the inherent vulnerabilities of such a system, including the risks of 
decoy attacks and biases introduced by training data. 

5.1  Conceptualizing a Disinformation Monitoring and Alert System 
Cao et al. formulate the idea of a cognitive warfare monitoring and alert system, which could help to identify 
cognitive warfare campaigns as they arise and before they reach their full potential [20]. Since we focus on 
disinformation campaigns as a part of information respectively cognitive warfare, we reinterpret this idea as 
a Disinformation Monitoring and Alert System. Key aspect of the DMAS is the early detection of emerging 
disinformation campaigns which are relevant for the protection of the interests of NATO and its member 
states. This means creating or extending the timeframe for political and military actors to prepare for such 
campaigns and to prevent them or mitigate their effects through coordinated countermeasures. Timing is the 
crucial factor here, both for the effectiveness as well as the prevention/mitigation of disinformation 
campaigns, especially when those are aimed at specific events like elections. Single disinformation 
campaigns are aimed more at destabilizing individual NATO member states, but this can weaken cohesion 
within NATO in the long term. A system such as DMAS should therefore also be introduced at NATO level 
as part of alliance defense.  

A DMAS, acting as a system of systems, combines both the identification of (emerging) disinformation as 
well as tracking the dissemination of this disinformation. Therefore, the principle of operation is multi-stage: 
the identification of disinformation includes fact-checking, fake-news and deep-fake detectors, as well as the 
collection of background data. This process is supplemented by tracking and tracing the data through 
network-analysis and the collected background data. For fulfilling these tasks, a DMAS must be able to 
autonomously analyze a high amount of data, coming from broadcasts, social media, communication 
networks, messaging, etc. [20]. Fulfilling this task through human operators would not be manageable in the 
timeframe relevant for preventing the effects of disinformation campaigns. 
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Figure 1: Workflow of the DMAS. 

The workflow of a DMAS starts with the identification and detection of suspected disinformation (1). Here, 
the system should focus on specific content, e.g. international conflicts, election events or other current 
political issues. In this initial step, the intentionality and level of organization is excluded. A combination of 
fake-news detectors and web-crawling tools are used for tagging specific articles, videos, images, posts, etc., 
which creates a pool of items of interest. These tasks can already be addressed through several AI-based 
systems which use natural language processing or image recognition [21], [22], [23]. Further, a collaboration 
with the social-media platform operators is conceivable here, even if this is no integral part of the DMAS: 
Forwarding and reporting flagged items can support platform-internal fake news detectors and content 
moderation so that content can be deleted at an early stage. Obtaining background information and metadata 
is essential for a further analysis of the tagged items (2). This includes the geographical and virtual location 
of actors posting or sharing the tagged items, their usernames, timecodes, and other metadata. Both work 
steps can be performed by autonomous AI-based systems. Using the collected data, an (3) AI-based pattern 
recognition system checks the monitored items for a pre-defined pattern. Examples for patterns of 
disinformation campaigns focus on specific actors [24], topics [25], or the relationships among the spreaders 
[26]. A pattern contains a specific combination of topics (e.g., elections, conflicts, political leaders), temporal 
information (e.g., temporal proximity to an event, creation date of the involved accounts, spread of 
information in a certain period of time) account information (e.g., usernames, virtual and geographical 
location, interconnection with other accounts), and possible connections to hostile governments and actors. 
The intentionality of the spread of disinformation and its level of organization is crucial here. Based on the 
results of the system, statements can be made about the existence of a disinformation campaign (4): if the 
necessary parameters are not fulfilled, no alert is triggered (5), and the workflow begins again. However, if 
the parameters are met, an alert is triggered (6). This leads to the initiation of preventive or mitigating actions 
by actors outside of the DMAS. 
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5.2  Decoy Attacks and Disadvantages of Autonomous Disinformation Monitoring and 
Alert Systems 

A system like the proposed DMAS could provide the respective authorities and advantage in their response 
options. This ranges from countering fake news through pre-bunking and de-bunking [27] to legal and 
regulatory answers [28]. But the AI-based data-analysis contains two weaknesses which are inherent in the 
functionality of AI systems. First, the analysis of patterns which are typical for a disinformation campaign 
enables the preparation of decoy attacks. Further, the focus on specific areas may create geographical blind 
spots. Both weaknesses could mitigate the reliability and efficiency of a DMAS by alerting in situations 
where there is no real disinformation campaign incoming, or alerting not respectively too late. 

5.2.1  Decoy Attacks as a Means of Cognitive Warfare 

The DMAS acts as a warning system in the realm of cognitive warfare. Attacking such a warning system 
with decoy attacks would prevent the identification of real disinformation campaigns. Thus, invalidating the 
preventive effect of the DMAS and turning it into a potentially harmful tool, consequently fulfilling the goals 
of cognitive warfare. 

Pattern-recognition is the key aspect of the network-analysis work step. A pattern would contain different 
kinds of information, which, if combined in the framework of required parameters, would cause an alert for a 
disinformation campaign. This information may be the virtual and geographical position of an account, it’s 
posting and sharing frequency, the source of this content, the involvement of freshly created accounts (bots), 
individuals and institutions interacting with this content, the topic of the content, etc. If enough parameters 
are met, an alert will be triggered notifying about an incoming disinformation campaign. It is likely the first 
goal of the initiators of a disinformation campaign to mask it in such a way as it appears to be a credible and 
truthful spread of information, this is essential for a functioning campaign. But a reverse approach could aim 
at the reliability of a DMAS. Other than an actual disinformation campaign, a decoy attack would use the 
pattern-recognition function of an AI-based system to its advantage, proactively creating alerts: the 
intentional creation of a disinformation campaign would combine the necessary parameters to mark it as a 
potential disinformation campaign, but without trying to actually manipulate the publics opinion. The main 
difference between an intentional disinformation campaign and a decoy attack would be the attention paid to 
the details: One campaign is actually trying to persuade its audience, the other is just trying to meet the 
requirements for activating the DMAS. Thus, complementing the quality of actual disinformation campaigns 
with the quantity of decoy-attacks. While this approach would be a gray- or even black-box attack [29] and 
could therefore be challenging in the first attempts, the use of generative AI-tools could facilitate this 
procedure through automatized content creation. Further, while topic and content of disinformation change 
in a high frequency, other parameters may change seldom (virtual or geographical location), or not at all (the 
high interaction-frequency of users). Thus, targeting a DMAS through a decoy attack is most likely cheaper, 
which increases the likelihood of such attacks. 

5.2.2  Biases and the Dependency on Input Data 

The second weakness of an AI-based DMAS can be found in its strong dependency on training data and pre-
adjustments. This may create a bias towards specific regions, which leaves a blind spot for other regions. 
Further, the timeliness of the input data could influence the classification of politically relevant happenings. 

While creating a pattern which is typical for disinformation campaigns, the geographic and virtual position 
are crucial for tracking and tracing a potential campaign. Looking at the current status of international 
relations, it is evident that the threat of disinformation campaigns by certain political actors is greater than by 
others. In addition, certain areas or certain NATO member states are more intensely affected than others, 
with the geopolitical and historical background as main factors [30]. Under these conditions, it is important 
that disinformation campaigns from well-known adversarial actors and regions are identified and mitigated 
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as early as possible. Thus, pre-adjusting a DMAS towards specific geographical and virtual locations, 
languages, usernames, etc. is a natural choice. Especially linguistic approaches are reasonable [31] while the 
correct selection of training data sets is crucial here. But while this procedure may increase the efficiency and 
accuracy of the DMAS for specific regions, it also creates a bias. The over-representation achieved by 
emphasizing certain regions simultaneously leads to an under-representation of other regions. This 
unintentional creation of blind-spots could pose a weakness in the reliability of a DMAS: disinformation 
campaigns which root in these under-represented countries are more likely to be overlooked or misclassified. 
The timeliness of the input-data also plays a decisive role in the evaluation and classification of information. 
Even when an AI-based DMAS can be infused with new data, thus, updating political situations and 
happenings, it will always be based on data of the past. And since continuous real-time updates are 
challenging, major political single-time events (e.g., a stock market crash, the death of a political leader, 
election results) may be harder to classify compared to longer-lasting events (e.g., ongoing wars, state 
oppression of the opposition, environmental events). While this is an insuperable technological condition, 
it impedes the classification of incoming information, since the contextualization of such events is deficient. 

Both weaknesses, the risk of decoy attacks and the strong dependency on training-data and pre-adjustments, 
are inherent to the way AI-based systems work. It is important to note that an autonomous AI-based DMAS 
is no exception, and this could undermine the benefits of such a system. Both the dependency on training-
data and pre-adjustments and decoy attacks pose a risk to the security of the DMAS. While both problems 
should also be addressed through technological approaches (e.g., strengthening the systems resistance 
towards fake campaigns, thoughtful and well-balanced pre-adjustments), the integration of a human operator 
is promising. 

6.0  MEANINGFUL HUMAN CONTROL AS A SECURITY COMPONENT 

Many benefits of AI-based systems are based upon the AI’s ability to take over tasks that human cannot do 
at all, or with highly reduced efficiency. The analysis of high amounts of data, as in the workflow of the 
DMAS, is not different here. But as shown above, an autonomous DMAS bears risks which are inherent in 
the functionality of AI systems. Mitigating those risks by exchanging the autonomous analysis of large 
amounts of data through a team of human operators is no option: While skilled human operators could 
potentially screen the media with some technological auxiliary means for fake-news or disinformation, an 
AI-based data-analysis is considerably more efficient. In addition, any integration of human operators must 
be carefully considered so that the speed of the AI-based system is not unnecessarily reduced by human 
involvement. And since the timing is crucial in the realm of cognitive warfare, the use of AI-based 
autonomous data-analysis is unavoidable, even with the risks described here. Accordingly, the overarching 
goal is to minimize the risks of AI-based systems without significantly curtailing their benefits through 
relying only on human operators. Nevertheless, the collaboration of both AI systems and human operators, 
using in the concepts of MHC and HAT, can provide a solution to the risks without losing the benefits of 
AI-based data analysis. The combination of these two authorities connects their specific skills which fosters 
the resilience and reliability of the DMAS.  

6.1  Sub-System Control and Human-AI Collaboration 
In this regard, the integration of MHC into the DMAS rather aims at increasing its security than increasing 
safety and precision or other typical purposes of MHC-integration. The assurance of responsibility and 
morality is more of a by-product, especially in a system that is intended to protect against hostile measures. 
The key features that enables a team of human operators to mitigate the risk of decoy attacks as well as the 
dependency on input data of the DMAS are their capabilities of contextualizing data and accessing 
current information. 
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To address the risk of decreasing the reliability of the DMAS through decoy attacks (5.2.1), a human 
operator must be able to distinguish between actual disinformation campaigns and fake-attacks which just 
aim at fulfilling the right parameters to trigger an alert. However, the complexity of both disinformation 
campaigns and fake-attacks to the DMAS occurs: one the one side, a disinformation campaign must reach a 
minimum level of plausibility. On the other side, a fake-attack must mimic the exact same characteristics of a 
disinformation campaign, just without the necessary attention to details to actually manipulate the public 
opinion. The distinction between both can be made with the operators’ attention to these details: their task 
lies in the evaluation of the plausibility of the disinformation campaign. To address the risk of blind spots 
(5.2.2) through the pre-adjustment of the DMAS, a human operator must equilibrate the areas where the 
DMAS may underperform. Thus, the operator must focus his or her awareness towards geographical or 
content-wise areas, which are not in the focus of the DMAS. This creates a shared situational awareness 
towards incoming disinformation campaigns in its entirety. 

To this end, the operator must have a significant level of control over the DMAS. The initial process steps of 
the DMAS (Figure 1, step 1 & 2) can run fully autonomous without risking the security or reliability of the 
system. The steps of pattern recognition and the decision system (Figure 1, step 3 & 4) are the sub-systems, 
in which the integration of MHC is actually applicable. Thus, the human operator must have a significant 
amount of control over both sub-systems: controlling the pattern-recognition systems enables the operator to 
shift the systems’ focus to under-represented areas (both geographical and content-wise), thus restarting and 
re-adjusting the process towards a new area, mitigating the risk of blind spots (Figure 1, step 3a). Controlling 
the decision system (Figure 1, step 4) enables the operator to separate between actual disinformation 
campaigns and false positives. This human-made decision is based on the results of the previous steps, but 
solely belongs to the human authority. The subsequent step, triggering the alert, can take place autonomously 
based on the decision from step 4. Thus, MHC is integrated into the sub-systems of the DMAS in the process 
steps 3 & 4, following a HITL-approach. Here, HAT in the form of human-AI collaboration splits the 
authority between the human operator and the system, thus, both authorities work on a shared goal. The 
communication between both authorities is given, both the system and the operator can share their 
information and (re-)allocate their tasks dynamically. This includes the necessity for mutual expectability, 
the capability to anticipate possible reactions from the respective other authority. The shared situational 
awareness inside the system is directly connected to this bidirectional (data) exchange. Applying MHC and 
human-AI collaboration to sub-systems of the DMAS allows a sustainment of the AI-based benefits while 
increasing its security. 

6.2  Requirements for Human Operators 
The technological integration of MHC is accompanied by specific requirements towards the human operator. 
Besides having the actual control, the operator must fulfill further requirements to safeguard the controlling 
process in a non-technical way: starting with a high level of experience in international relations, current 
politics and knowledge about potential adversaries, the operator must know about common topics and 
paradigms encompassing disinformation. This enables the operator to contextualize the data collected and 
analyzed by the DMAS in a holistic way. This is crucial for the evaluation of disinformation. In addition, the 
operator must receive daily updates on international relations, conflicts, and political events. In contrast to a 
data-based DMAS, which cannot be enriched with new data on a daily basis, this enables the operator to 
include the latest events in his evaluation. The process of updating knowledge is significantly shorter for 
human operators than for AI-based systems. Thus, the operator must be an expert in the politically relevant 
fields that are tackled by disinformation. 

Further, the operator needs to be aware of the risks of human-machine respectively human-AI interaction. 
Here, the problems of ‘rubber-stamping’ and the automation bias may interfere a sophisticated integration of 
a human operator. The problem of ‘rubber-stamping’ arises from the decision pressure in a time-critical 
situation. If the operator does not have a sufficient amount of time to actually check the AI-generated results, 
he may tend to ‘rubber-stamp’ these results, giving a stamp of approval to save time [10], [32]. This leads to 
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a superficial, not-MHC conform level of control. While this risk originates from the technical terms of the 
system, the risk of the automation bias is rather connected to the psychological condition of the operator. The 
automation bias describes the condition of trusting machine-made results more than results which are based 
on one’s own experience, even when information contradictory to the machine-made results is at hand [33], 
[34]. This process of over-trusting machine-made results could annul the incorporation of the human 
operator as a security component, especially regarding decoy-attacks. Even systems which communicate the 
probability of their evaluation are affected by this risk, since this communication of probability may also be 
misleading. Accordingly, the operator must have a high-level of experience with the system, knowing its 
exact capabilities and possible weaknesses. Thus, proactively countering over-trusting the AI system is 
crucial for the integration of MHC. 

7.0  CONCLUSION 

In this study, we set out to explore the concepts of MHC and human-AI collaboration in the realm of 
cognitive warfare, with a specific focus on the integration into a DMAS. Through combining the concept of 
MHC with human-AI collaboration, we have been able to highlight the security-enhancing effect of the 
integration of human operators into otherwise autonomous AI systems. Thus, we contribute to a deeper 
understanding of enhancing the resilience of systems which help to prevent or mitigate adversarial 
information operations. The key findings of this research include: 1. AI-based preventive systems in 
information warfare have specific weaknesses which may reduce their reliability or overall resilience. 2. 
These weaknesses can be addressed through MHC and human-AI collaboration, enhancing the security and 
of these systems. 3. This integration of human operators is accompanied by demanding conditions for these 
operators, since they must fulfill high-level requirements. 

The implications of this research expand the theoretical and practical debates for the development and 
deployment of AI-based systems to counter adversarial information operations. Thus, indicating weaknesses 
and providing possible precautions for developers and responsible authorities. While this research has 
yielded necessary insights, several limitations must be acknowledged. First, the DMAS is still a theoretical 
concept. This limits the generalizability of the integration of human operators, since the actual workflow may 
chance. Secondly, the realm of cognitive warfare is in constant alteration, which may influence the necessity 
and configuration of preventive systems. Thus, a re-evaluation of the benefits of a DMAS and the integration 
of human operators is imminent.  

While the results of this research emphasize the importance of MHC and human-AI collaboration, further 
research is needed in the conceptualization and development of AI-system to counter cognitive warfare. 
Especially interdisciplinary approaches that incorporate information technologies, political science and 
psychology are promising here, considering resilience and security in a comprehensive way. 
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