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Abstract

Automating the aerial docking procedure of two aircraft using the probe-and-drogue method can enable fully autonomous
docking maneuvers for various applications in the future. For this purpose, a simplified system model of an actively controlled
drogue was derived by combining the aerodynamic forces of control surfaces and the drogue body through superposition.
Wind tunnel tests and computational fluid dynamics simulations were conducted to identify the aerodynamic coefficients,
which were then used for model-based controller design. Robust control strategies such as sliding mode control, super twist-
ing control, and PID control, which served as a baseline, were implemented and tested in a comprehensive probe-and-drogue
simulation under various external disturbances. A super twisting disturbance observer was added to enhance the controllers’
performance. Furthermore, all tested control architectures were modified by adding incremental nonlinear dynamic inversion
to reduce perturbation rejecting controller gains while preserving control performance. The derived system model and the
implemented controllers were shown to be effective for this control problem. Specifically, the application of incremental
nonlinear dynamic inversion can lead to reduced control input variation without compromising control performance.

Keywords In-air capturing - Automated aerial refueling - Probe-and-drogue - Unmanned aircraft systems (UAS ) -
Incremental nonlinear dynamic inversion - Sliding mode control

Abbreviations STC Super twisting control
ACD  Actively controlled drogue STDO  Super twisting disturbance observer
AoA  Angle of attack TA Tanker aircraft/tow aircraft
CA Client aircraft UA Unmanned aircraft
CFD  Computational fluid dynamics Coordinate frame indices
CS Control surface .
. . 0, Aerodynamic frame
IAC In-air capturing
0, Body frame
IAE Integral absolute error
. _ . 0, Local frame (local tangent plane)
INDI  Incremental nonlinear dynamic inversion b . .
R, Rotation matrix (a — b)

NDI Nonlinear dynamic inversion
SMC  Sliding mode control

STA Super twisting algorithm 1 Introduction

54 Alexander Funke Ae?lal docking of two aircraft has numerous prgctlcal appli-
Alexander.Funke @dlr.de cations. The most common being aerial refueling, where a
Gertjan Glabeke tanke.r aircraft (TA) is either pulling a drogue on a refueling
Gertjan.Glabeke @vki.ac.be hose in the so called probe-and-drogue system or transfers

fuel through a boom attached to it (flying boom method)
[1]. Depending on the atmospheric conditions, probe-and-
drogue refueling can become a challenging task for the pilots
of the client aircraft (CA). Active stabilizing systems of the
drogue can reduce the effects of wind gusts and aerodynamic
disturbances during docking [1-3]. This method can also be
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adopted for unmanned aircraft (UA) [4], where an actively
controlled drogue (ACD) can address issues of low docking
efficiency and high error rate in autonomous aerial refueling
missions [5].

The use of UA in both civil and military sectors has
gained substantial growth over the past decade due to low
purchasing cost, high availability and versatility, and the
recent advances in technology. For example, in the “Grem-
lins” program initiated by the Defense Advanced Research
Projects Agency (DARPA), a swarm of UA can serve as
an alternative for fighter aircraft. For reasons of cost effi-
ciency, they are recoverable by larger host aircraft, similarly
to the probe-and-drogue method [6]. In the civil sector, on
the other hand, aerial docking can be used to retrieve reus-
able rocket booster stages in the so-called ‘in-air capturing’
method (IAC) in order to reduce operational costs of orbital
launch services [7, 8]. The tanker aircraft takes on the role
of a tow aircraft and, instead of refueling the CA, the client
is coupled to the ACD after docking and towed back to the
launch site.

The concept of a refueling drogue with active control
surfaces was first presented in the 70s with the goal to alle-
viate engagement difficulties during the docking maneuver
[9]. In [2], drogue canopy manipulation is used to manipu-
late the relative position of the drogue. The flight mechanics
are derived based on wind tunnel tests. A linear-quadratic
regulator (LQR) strategy to dampen angular rates and accel-
erations is presented and evaluated in simulation. A similar
approach is taken in [5], where canopy manipulation is used
in conjunction with fuzzy control to cope with model uncer-
tainty and external wind disturbances. The closed-loop setup
is tested in a wind tunnel experiment. In [3], control surfaces
mounted to the body of the ACD are used to manipulate
the air flow around the drogue. A PI controller is used to
dampen acceleration. Wind tunnel tests are carried out for
system identification and closed-loop evaluation. To identify
an accurate system model based on a superposition hypoth-
esis, a computational fluid dynamics (CFD) simulation is
used in [10] with a similar drogue design. In [11], cascaded
PID controllers are subsequently implemented for pose con-
trol and evaluated in closed-loop simulation. The authors of
[12] derive a model and implement a disturbance rejecting
control strategy for the full cable-drogue-UA assembly after
successful docking.

Control design of the ACD needs to take care of atmos-
pheric disturbances and changing boundary conditions to
extend the operating range and successfully stabilize and
control the drogue in challenging environments. In addition
to wind and gusts, the commanded velocity of the aerial
refueling maneuver varies depending on the flight character-
istics of the CA. Furthermore, depending on specific mission
requirements, the targeted hose length might be adjusted,
which would affect the magnitude and direction of the rope
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force. In IAC specifically, changing the rope length during
the mission plays an important role in the docking maneuver
due to the lack of maneuverability of the CA. While param-
eters of PID controllers can be tuned according to particular
tuning rules to gain robustness (e.g. [13]), there exist sev-
eral other approaches to cope with external disturbances and
uncertainties of the system model.

In sliding mode control (SMC), a nonlinear switching
gain is introduced to counteract disturbances. It has been
proven that correctly parameterized bounded perturbations
of the system dynamics can be suppressed exceptionally
well. While easily implemented, a high gain switching func-
tion can lead to actuator chattering. This in turn can be han-
dled by introducing a boundary layer, effectively replacing
the switching term with a saturation function at a small cost
of tracking performance [14].

There exist many extensions for SMC: in higher order
sliding mode control, the sliding condition is not only
enforced on the sliding surface but also on its higher deriva-
tives. A special form of this approach is the so called super
twisting algorithm (STA) [15]. It has multiple benefits over
conventional SMC, one of them is that it generates a con-
tinuous control signal without chattering [16]. Traditionally,
SMC is combined with nonlinear dynamic inversion (NDI)
to improve transient behavior. In NDI, the system equations
are inverted, such that the overall system dynamics corre-
spond to those of an integrator chain.

Incremental nonlinear dynamic inversion (INDI) is a
sensor-based extension to NDI limiting the need of system
knowledge to that of the input model based on incremental
system dynamics. This partly leads to robustness against
model inaccuracies. In the past decade, INDI mainly gained
attention in the field of flight control [17, 18], being adapted
to quadrotors [19] especially for use-cases in presence of
disturbances [20] and actuator faults [21, 22]. Additionally,
in [21] both of the previously mentioned methods are com-
bined to reduce the required switching gains of SMC, while
at the same time reducing the residual errors of INDI.

In this work, identification of the aerodynamic properties,
modeling of the flight mechanics of an ACD, and imple-
mentation of multiple of the previously described robust
control strategies for autonomous aerial docking based on
the probe-and-drogue method are presented in the context
of IAC. The overall objective is to contribute to improving
the technological maturity of this technology.

The design of the drogue was first described in [23] and
further explored in [24]. The current development state is
shown in Fig. 1. The ACD is designed as a self-contained
UA with its own autopilot, sensors, power system, data
link telemetry and four independent control surfaces (CS).
The sensors are internally fused to an accurate position and
velocity estimate of the ACD, which are also transmitted to
the CA via datalink. In our test setup, it is pulled by a thin
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Fig.1 Self-contained prototype of the ACD in flight

rope commonly used for tow operation in airplane model
construction. First closed-loop results of the ACD were
described in [25], which also includes flight test planning,
sensor setup and the sensor fusion algorithm used for rela-
tive navigation.

A simplified model of the flight mechanics of the ACD is
used for controller design to improve the command action of
the closed loop. Two traditional cascaded PID control loops,
extended with an input inversion term, serve as a baseline.
Subsequently, INDI is implemented similarly to [19] with
control allocation based on [26] and adapted to our use-case.
Two sliding mode controllers, as described for first order in
[14] and for second order in [16], are proposed. To lower
the required switching gains and thus actuator chattering
without affecting convergence of the sliding mode controller,
a sliding mode disturbance observer based on the STA has
been added to estimate the rope force for a fair comparison.
Finally, a hybrid approach (incremental SMC) similar to [21]
is tested to improve responsiveness and robustness, while
preserving a stable flight of the ACD.

Carrying out flight tests with all of the proposed con-
trollers is time and resource intensive. Thus, in this work,
we first analyze the behavior of all methods in simulation
in order to select a control architecture and parameter set
for future flight testing. Our research has shown that all of
the proposed controllers are suitable for this task. However,
two controllers stand out by achieving lower control actions
than their competitors while maintaining excellent control
performance.

1.1 Main contribution

This work contributes to modelling of the flight mechan-
ics and robust controller design of the ACD in a probe-
and-drogue system. While previous work mainly focused
on compensating disturbances due to wake vortices or

turbulence, we present and compare a control architecture
of multiple robust model-based controllers to actively repo-
sition the drogue relative to a fast moving CA under turbu-
lence, model parameter uncertainties, varying rope length,
sensor errors, and various delays. We evaluate the controllers
based on their performance and feasibility in a comprehen-
sive simulation.

2 Methods

This chapter is structured as follows: in Sect. 2.1, the aero-
dynamic properties of the ACD are being identified in wind
tunnel tests and CFD simulations. Then, in Sect. 2.2, the
derived aerodynamic parameters are utilized to create a non-
linear state space model, which is finally used to implement
multiple robust controllers described in Sect. 2.3.

2.1 Aerodynamics

Wind tunnel tests were conducted to determine the force
coefficients of the ACD prototype for various angles of
attack (AoA) and CS deflections, covering a representative
range of flight velocities (80—180 km/h). The results are uti-
lized to construct high-fidelity aerodynamic tables, which
are used in the simulation of the drogue. Additionally, they
serve as basis for a simplified model of the flight mechanics
described in Sect. 2.2, which is used for control synthesis
in Sect. 2.3.

These tests took place in the closed test section of the
von Karman Institute’s (VKI) low-speed wind tunnel, des-
ignated L1-B, which is shown in Fig. 2b . The rectangular
test section, measuring 2 m in height and 3 m in width, is
equipped with a six-component platform balance. This bal-
ance, calibrated using OIML class F2 calibration weights,
has a measurement chain uncertainty of 0.7% for loads and
2% for moments (full scale), and is integrated into the wind
tunnel floor. The maximum free-stream wind velocity in the
test section is 55 m/s, measured using a Prandtl-tube con-
nected to an AMS5812 differential pressure sensor, which
has a measurement chain uncertainty of +£0.075 m/s. Under
normal ambient meteorological conditions, this corresponds
to approximately Mach 0.2. The turbulence intensity level,
determined using hot wire anemometry, is 0.3% with a uni-
form inflow profile.

The ACD model is supported on the platform balance
using a three-point arrangement: two main struts bear the
full weight of the model, with the two horizontal control
surfaces replaced by a rod, and one aft actuator allowing
precise regulation of the AoA. The struts, made of alu-
minum Bosch profiles, are lightweight yet highly rigid
against bending and are directly connected to the balance
beneath the wind tunnel floor. To minimize wind exposure,

@ Springer



A. Funke et al.

ACD model
e

CONTRAROTATING PROPELLERS

DIFFUSER
2,

7

RECTANGULAR TEST SECTION
L-1B (WIND ENGINEERING)

SETTLING
CHAMBER

8 A
CS mounting & fixation
[ g

(a) Wind tunnel test
setup

=N

CONTRACTION
HONEYCOMB o 25m

(b) Schematic of the VKI L1-B wind tunnel in closed configuration (red circle: test
location with six-component platform balance integrated into the wind tunnel floor)

Fig.2 Overview, setup and configuration of the ACD model in VKI’s low speed wind tunnel

ellipse-sectioned aerodynamic fairings were constructed for
these struts. Additionally, the control surfaces are fixed at
two points on the model body, limiting their movement dur-
ing tests at different AoA and control surface deflections, as
shown in Fig. 2a.

The data obtained from wind tunnel tests were used to
validate results obtained through CFD analysis, yielding a
satisfactory validation. Subsequently, quantification of wind
tunnel effects and correction of blockage due to wind tunnel
walls, flow disturbances induced by model supports, and
forces measured by non-shielded model supports were per-
formed numerically. The CFD simulations (Fig. 3) were con-
ducted using OpenFOAM, with a k — e turbulence model,
on the VKI in-house cluster “Frankenstein” and the Tier-1
supercomputer “Zenobe,” operated by Cenaero in Belgium.

The computational domain is 11 m in length, with a dis-
tance of 2 m upstream from the model, and all other dimen-
sions identical to the experimental setup as depicted in
Fig. 3a . All solid surfaces are modeled as no-slip walls. At
the inlet of the domain, the freestream velocity deduced from
the Prandtl-tube measurements is imposed. In real flight con-
ditions, all wind tunnel components (walls and supports) are
removed. The boundary conditions remain identical except
for the four wind tunnel walls, which are converted to slip
walls to mimic freestream conditions.

The geometry is meshed using the snappyHexMesh util-
ity of OpenFOAM. This utility automatically generates
three-dimensional meshes comprising hexahedra and split-
hexahedra from triangulated surface geometries in stereo-
lithography format (. st1). The mesh is refined iteratively
to conform to the surface, with the resulting split-hex mesh
then morphing to align with the surface. It is necessary to
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create several refinement zones in order to properly capture
the flow gradients in the region of interest surrounding the
ACD model as shown in Fig. 3a . Two additional refine-
ment boxes (referred to as ‘Ref. 1’ and ‘Ref. 2”) are cre-
ated around the model and its support structure, in addition
to the extrusion volumes (referred to as ‘Ref. 3’) through
each cone hole. These more confined flow passages can give
rise to considerable acceleration and, consequently, neces-
sitate the use of more refined meshes to prevent numerical
divergence. Similarly, boundary edge grading (‘BL ref.’) is
incorporated around all solid surfaces to ensure the accurate
representation of viscous effects. Finally, edge refinements
are employed to guarantee the precision of the geometry
resulting from the surface morphing procedure.

In Fig. 3b the flow visualization of the ACD wind tun-
nel test setup is depicted for large AoA and CS deflections.
Under these conditions, flow separation can be observed at
the edges. Additionally, the local flow behind the CS and the
drag cone is substantially slowed down because of the high
aerodynamic drag.

2.2 Modeling

The aerodynamic look-up tables derived from the wind tun-
nel tests and CFD simulations are used in our comprehen-
sive probe-and-drogue simulation, which is implemented in
MATLAB®/Simulink® and is originally based on [27]. The
simulation contains several aerodynamically derived mod-
els, partly originating from wind tunnel and CFD analysis
(ACD) and partly modeled with the vortex lattice method
(TA and CA). The behavior of the individual models was
verified in flight and driving tests and if necessary adjusted.
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Fig.3 CFD simulation of the ACD including the assembly construction inside of the wind tunnel

Because of the low weight of the scaled-down tow rope,
the rope dynamics were simplified to a single-link spring-
damper system. Additionally, a contact model for the drogue
based on elastic collision was implemented. The distur-
bances considered in this simulation are wind and turbu-
lence, which is based on a pre-calculated von Kdrmén wind
turbulence model, datalink delay and corruption, sensor
errors, sensor processing delays, and model errors.

In the following section, modeling of a reduced state-
space system model for control design is described. Further-
more, simple actuator models and dead-time compensation
is presented.

2.2.1 Flight mechanics

Modeling of the flight mechanics of the ACD is based on
the superposition of the rope and gravitational forces as
well as lift and drag forces of the four CS and the drag
cone. In the data obtained from wind tunnel tests, it was
observed that this approach is only valid for relatively
small AoA and CS deflections (< ~ 10°). One reason is
that in some cases, the ACD’s body shadows one of the
CS, leading to decreased control authority. Similarly, large
CS deflections can also change the aerodynamic flow

surrounding the drogue, which in turn affects the local
AoA and sideslip angle of the drag cone. These nonlin-
ear coupling effects are neglected in the model derivation
described below. Additionally, to simplify the model equa-
tions, we assume no wind and use small-angle approxima-
tion for vector rotations relating to the aerodynamic frame.

The separated and corrected look-up tables derived
from the wind tunnel tests are depicted in Fig. 4a . Given
the linear approximation for the lift coefficient in attached
flow conditions C; = C;, a with |a| < a,, the lift force is
defined as

1
FL(“)=§PVf'A'C1aa’ (H

where the term % pVv? corresponds to the dynamic pressure
Payn (in pa), specifically p is the air density (kg/ m?) and v is
the velocity of the fluid (m/s). Note that for model simplifi-
cation, the velocity v, in body frame is used here. For the CS,
the reference surface area A (in m?) equals A, = 0.015m?
and in case of the drag cone, A, = 0.061m? is assumed. The
parameter C,, describes the gradient of the lift coefficient,
is the AoA (rad), and specifically a, is the critical AoA at
which the flow separates from the surface. Due to the sym-
metry of the CS and the cone, the lift coefficient vanishes
when the AoA is approaching zero.
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Fig.4 Aerodynamic coefficients and forces of the ACD from wind tunnel tests and CFD simulations

To account for airflow separation at high AoA, we add the
parameter Cy, to the approximation of the lift coefficient in
equation (1) to receive the modified lift force

1
Ff(a) = Epvi ‘A (Cpa+Cysgn(a)), )
which is valid for |@| > a,. The drag coefficient of the CS
is approximated as C; ~ (Cyy + C,; @ + Cyy a?). Therefore,
the drag force is given by

1
FD((I)= EpVJZ(A"I (Cd0+Cdla+Cdza2> (3)

and for the drag cone the drag force is calculated as

Fp (a, p) = %PV)ZC “Ac+ (Cao+ Cp - (o + 7)) )

A table of aerodynamic coefficients of the single ACD com-
ponents is shown in Table 1. For now, the parameters Cy, and
C,, that are accounting for the nonlinear stalling behavior are
neglected in controller design but later will be applied to the
system model used in the disturbance observer.

Figure 5 shows the geometry of the ACD and most of
the acting forces on the body. Table 2 is supplementing the
figure with the dimensions of the ACD prototype used in our
experiments. The position vectors from the center of gravity
to the force application points of the CS are defined as

TRud TEle TRud TEle
ri= 0 | rn=-rglrn=|0 =] &)
—Tail 0 Tail 0

The local velocity of the individual CS is then given by

Table 1 Approximated

! ! Flow Attached Separated
aerodynamic coefficients of the
ACD components in attached Aerodyn. coeff. Co Cu Cup Cyn Cp Cp Ciy Cup Cyn Cp
and separated flow conditions
Control surface - 2.5 0.06 0.0 1.1 1.33 - 1.8 —0.33 1.6 0.0
Drogue - 0.21 146 - —134 00 0.21 1.46 - —1.34

The parameters Cy, and C,, are dimensionless, C;, and C,, are in 1/rad, and C,, is in 1 /rad”
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Table 2 Lever arm dimensions of the ACD

Tail TEle TRud r'c TR

Distance (m) 0.095 0.1 0.1 0.2 0.15

V;=v+wXr,, 6)

where @ is the angular velocity of the ACD (rad/s). The
AoA of each CS is composed of the local inflow and the CS
deflection #; (in rad), as shown in Fig. 4b for the first CS.
Given the AoA of the CS under small-angle approximation

V1, V2, V3, Va4,

(7N
the forces of the CS are acting in the opposite direction of
the CS deflection. Inserting (7) into (1) and (3), the force
vector of each CS is then defined as

—Fp(a) —Fp(a;)
Fgs=|-Fu@)| Fipy=| 0 | @)
0 —Fp(a;)

As depicted in Fig. 4c, the AoA and sideslip angle of the
cone

vz+wyrc Vy =@, Tc

aczv—, ﬂc:v— 9)

are calculated similarly. Inserting (9) into (1) and (4), the
force vector of the drag cone is given by

_FDC(O‘C, ﬂc)
—F (Be) | (10)
—F;(ac)

Fc=

Assuming a high ratio of longitudinal to lateral velocity and
thus again applying small-angle approximation, the AoA and
the sideslip angle of the ACD are

v,

_vz _ )
a—v—x,ﬂ——. an

Vx

Under the assumption of no wind, the rotation matrix

1 —f —a
R=|p1 0 (12)
a 0 1

rotates the aerodynamic force vectors given in Eqgs. (8) and
(10) from the aerodynamic into the body frame. The rota-
tion matrix

cy cl cy sl s —syco cyslceo + sy se
sy cl syshsp+cyce sysfch—cyse (13)
—s¢ ch s¢ coco

no__
R, =

rotates from body into local frame with the Euler angles
@ = (¢ 0 y) (inrad) and the matrix

1 sin(¢)tan(f) cos(¢)tan(0)
R} =10  cos(¢) —sin(¢) (14)
0 sin(¢) cos~1(0) cos(¢p) cos~!(8)

describes the relation between angular velocities of the ACD
and derivatives of the Euler angles. The system model is
then defined by the kinematic

p=v (15)

$=Ro (16)

and the dynamic equations

4
mv =R’ - <FC + 2F> +Fp+R! Fg (17)
=1

G)cbz—(ox@a)+rchZFC

4 18
+ ) (R XRVF,) +rp X Fy (19
i=1

that result from the Newton—-Euler equations and
the equilibrium of forces and moments with the
mass m = 0.65kg and the inertia tensor of the ACD
0 = diag(0.00477 0.02022 0.02023)kgm?. The force
equilibrium is calculated by rotating and adding Eqgs. (8)
and (10), the unknown rope force F (in N), and the weight
Fo=m-(0 0981)"m/s%
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2.2.2 Actuator dynamics and system delay

The actuators of the ACD are driven by simple RC servos,
typically used in model aircraft. They contain a potenti-
ometer to enable closed-loop control for the commanded
servo position. We approximate the transient behavior of
the closed-loop dynamics as a first-order lag element with
the transfer function

1
Gpri(s) = Gy (8) = 75 19)
We use the discrete-time transfer function
_L Z
G2 = <1 —er > - (20)
z—e T

with a sample time of 7, = 0.01s. The time constant
T = 0.0124 s was obtained from lab experiments.

The position of the ACD in the formation of TA and CA
pr =pp® —pS* (in m) is measured relatively to the nose-
tip of the CA. Because of space limitations in the scaled
prototype, the optical sensors are located within the nose of
the CA and the measurement data will be transferred to the
ACD via datalink. Detailed information of the sensor setup
used can be found in [25]. Sensor processing and transmis-
sion of the estimated states back to the ACD incorporate
system delay 7, (in s), which can partly be compensated
by using the past velocity v,‘?_CI.D (in m/s) and acceleration
;P (in m/s?) measurements of the ACD’s flight controller.
Assuming the acceleration of the CA afA is near-constant
in the time period of the last 7, seconds, we compensate the
data link delay by using the FIR-filter

2

T
— CA d CA
Py =Pi—n — Td vk_n - 7 ak_n

. 2 @1
+ Z 7! <TS vaCD + Tsa]f‘CD>

i=0

with the time step lag n = |T,;/T,]|. By regularly syncing
the timestamps of the flight controllers, we can estimate the
actual time delay of the data link during the flight test. The
observed delay typically lies in the range of 50 ms up to
100 ms.

2.3 Control synthesis

To ensure robustness against uncertainties such as external
perturbations like wind and gusts as well as model inaccura-
cies like the simplifying assumptions made above, we com-
pare three different control methods that are known for their
robust properties. The goal is to design a robust controller
which takes the relative position of the ACD in relation to
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Fig.6 Block diagram of cascaded P/PID controller for position con-
trol with input inversion

Table 3 PID controller parameters

Inner-loop Outer-loop
P I D P

Dys D; 40 270 0.12 4

¢ 12 2 0.1 2.5

the nose-tip of the CA and the roll angle as controlled vari-
ablesx = (p, p, ¢)" and outputs the actuator deflections of
the four control surfaces.

2.3.1 PID control

One of the most commonly used control techniques is PID
control. It is very easy to implement, does not necessarily
require system knowledge and can be tuned based on well
established recipes. The derivative part of the PID control-
ler counteracts external disturbances, while the integrator is
eliminating steady-state error, leading to robustness against
process variations.

In our setup, a cascaded PID controller (in parallel form)
is serving as a baseline for comparison of the control per-
formance to decouple the disturbances, mainly affecting the
velocity, from the controlled variables. The inner control
loop is thus handling the velocity error. The I- and D-part
of the control law are counteracting wind and wind gusts
as well as the rope force. For the outer loop that is used for
position control, a simple P controller has proven to be suf-
ficient, thereby reducing the parameter-set.

An anti-wind-up strategy (clamping) was implemented in
the PID controller to limit integrator wind-up when the CS
are saturated e.g. due to large lateral rope forces. Further-
more, we have added roll compensation based on the rotation
matrix (13) to ensure that position control is independent
from the roll angle of the ACD. Additionally, input inver-
sion is added, essentially by rearranging Eq. (1) fora = #;, to
incorporate the nonlinear relation between velocity and the
lift forces of the CS. These additions result in the controller
becoming independent of the roll angle and the airspeed
so that the docking maneuver can be conducted in multiple
different scenarios.

In Fig. 6 the block diagram for relative position control is
illustrated. Control of the roll angle is handled equivalently
without the need for coordinate transformation. Table 3
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shows the control parameters used in our experiments.
Parameter tuning was conducted by first starting off with
a parameter set for the inner control loop based on the Zie-
gler—Nichols method and subsequently modifying the gains
while observing actuator variation. The same procedure was
then repeated for the outer loop.

2.3.2 Dynamicinversion

Traditionally, nonlinear dynamic inversion (NDI) is used
to invert nonlinear system dynamics. This is usually done
to linearize the plant, decouple system equations or to
improve the transient response. To apply NDI, an accurate
model of the actual system dynamics is required. This can
become quite challenging for complex systems and might
also require additional state observation.

To overcome the problem of model dependency, incre-
mental nonlinear dynamic inversion (INDI) was introduced
as a sensor-based approach. Initially, INDI was deduced
based on the assumption that, when observing a small time
increment, the influence of the state dependent system
dynamics is negligibly small in contrast to the input fraction.
This assumption is referred to as the time scale separation
principle [28]. To hold the assumption, it is required that the
sample time of INDI is sufficiently small.

For this procedure, the system equation is first linearized
with a Taylor series expansion. By canceling the term refer-
ring to the state dependent dynamics and solving for the
input u, we receive

Uemg = U +B_1 (V _550) »
—— (22)
=Av
where v = (ay a, cbx)T refers to the virtual control input,
u, is the estimated actuator position based on the transfer
function (19) and % refers to the measured acceleration.
The Jacobian B is calculated by linearizing Eqgs. (17), (18).
Because the control objective only relates to the lateral posi-
tion and the roll angle, we use the 2nd and 3rd dimension of
the force and the 1st dimension of the moment equations to
derive the input matrix

1 B
B=—2pvi-A,- [BI;]’ (23)

which is composed of the submatrix

c. 0 C,. 0
—p— 1. lo lo
By =m ([0 C, 0 C,a]

+2Cy [g] [(xl a, a, a4]>

for the lateral force component and the submatrix

(24)

BT=%'<Cla+2Cd2[ﬂal aay fag 0‘0‘4]) (25)
for the torque component. For clarification, in slip-free con-
ditions the input matrix reduces to

1
B:—Epvi~A,1-Cla

-1 -1

m 0 m 0 (26)
0 m~! 0 m~!

-1 -1 -1 -1
rAil®xx ”Aﬂ@M Tpil ®xx rAiIGXX

Because of the high noise of the measured acceleration and
the derivative of the measured angular velocity, when using
micro-electromechanical systems (MEMS) based sensors,
low-pass filtering is required to dampen high frequency
oscillations [19]. Here, a Butterworth-filter of second order
is used with a cut-off frequency of w, = 30rad/s. In Fig. 7,
the block diagram of INDI is shown. It should be noted that
the low pass filter also needs to be added to the actuator
command feedback, so that the phase delays of the vir-
tual control input and the estimated actuator position are
matched.

If the number of available actuators is not equal to the
number of controlled variables and thus the input matrix
is not square, the Moore—Penrose inverse can be used to
invert the input matrix. In our case, the ACD is overactu-
ated with four CS and three controlled variables p,, p, and
¢. To additionally take actuator constraints into account,
we solve the weighted least squares problem

argmin ||W, (u, + Au)”2
Au

+7||W, B g + Au) — Av)||® @27)

St ug, Suyg+Au<Lu,,

based on the active set method for control allocation, as
described in [26]. The weighting parameters y, W, and W,
which equally distribute the actuator commands to each CS
and normalizing the roll angle offset to the position error,
are given in Table 4.

Recently, a new generalized formulation of INDI
not relying on the time-scale separation principle was

Uz,
Av Py Au
INDI (CA)

Ucemd

>

g —> Gpro(2)

— Gpra(2) & Gaa(2)

Fig. 7 Block diagram of INDI with low-pass filters
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Table 4 INDI control allocation weighting parameters

Y W, w,

Weights 100 diag(1111) diag(1 1 10)

introduced in [28], where stability and robustness proper-
ties were analyzed in depth.

2.3.3 Variable structure control

In variable structure control, a nonlinear control law, usu-
ally in the form of a switching mechanism, is used to han-
dle model uncertainties and external perturbations. Sliding
mode control (SMC) is one of those control methods to deal
with nonlinear and uncertain systems. This is achieved by
first transforming a complex nth-order system with a nota-
tional simplification into a more manageable 1st-order sys-
tem and then applying the nonlinear switching law to the
latter. This, in principle, enables ‘perfect’ performance to
be achieved despite arbitrary parameter inaccuracies [14].
Consider the input-affine 2nd-order system

X1 =X

X, =f(x)+gx) - u, (28)

which follows the same structure as the previously derived
system model (15)-(18). The state vector x = (x; x,)' is
composed of the previously defined controlled variable
x; =@, p, @) as well as the lateral and angular velocity
x, =y v, o,)", the derivative of the controlled variable.
The second derivative corresponds to the acceleration and
angular acceleration X, = (a, a, @,)". The system function
f(x) can be derived from Egs. (17) and (18) omitting the
rope force while the input matrix g(x) is given by Eq. (26).

To reduce the relative degree of the previously defined
2nd-order system, we define the sliding surface with the
parameter A € R*

5 =X, + Axy, (29)

which corresponds to the 1st-order transformation men-
tioned above. By choosing the Lyapunov candidate

Vis) ==s%, V(s)=s,5 (30)

N —

and by inserting (28) and (29) into (30), we get

. !
V(is)) =5, - (fx)+gx) -u+ ix,) < 0. (31
By then selecting the control input

_ —k-sign(s)) — Ax, — f(x)

Uend = g(x)

(32)

@ Springer

and inserting it into Eq. (31) we receive
V(s,) = —k - sign(s,)s, <0, (33)

which always holds for a positive switching gain k € R*.
Here, g~ (x) is calculated as Moore—Penrose inverse because
the ACD is overactuated for the given control problem with
its four CS.

It can be shown that this proof also holds for perturbed
systems if the perturbation is bounded and the switching
gain k is carefully chosen based on the maximum perturba-
tion (see [14]). In this case, the perturbation corresponds
to the model simplifications applied and the omitted rope
force in Eq. (28).

A commonly described downside of sliding mode con-
trol is chattering of the actuators. To reduce chattering, the
signum function can be replaced by a saturation function
with the additional smoothing parameter k € R* leading to
the control input

_ —k-sat(ks;) — Ax, —f(x

ucm -
¢ gx)

(34)

This will reduce chattering, but also in turn softens the
robustness guarantees and will affect tracking performance
[14].

Notice that the control law also contains a plant inver-
sion term —f(x) g~ (x), which can be substituted by INDI
described above. This can be done to lower the switching
gains in presence of model uncertainties and thus reducing
chattering in the process [21].

As an alternative approach a higher order sliding mode
controller can be used, which will apply the switching term
to the derivative of the sliding surface and by that reducing
chattering in the actuator output. A special form of 2nd-
order SMC can be achieved with the so called super twisting
algorithm (STA)

§1=—k1'i |s1|+S2 (35)

8§, = —k, - sign(s,) (36)

first mentioned in [15]. By selecting the parameters
k,, k, € R* carefully, robust stability with bounded pertur-
bations in either or both of §, and §, is proven in [29]. This
algorithm is applied to the control problem by choosing the
control input

=kl = [, Ky sign(s,) dr—Ax,—f (x)

Uemd = 2(x)

(37

corresponding to the control law of SMC given in Eq. (32)
(cf. [16]). This controller is referred to as super twisting con-
troller (STC). To avoid integrator windup when the control
surfaces are stalling, we added integrator saturation.
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2.3.4 Disturbance observation

To lower the switching gains required for finite-time conver-
gence of SMC and STC, model uncertainties like the rope
force can be determined with a disturbance observer instead.
By using the measured velocity x = v and gravity adjusted
acceleration x = a of the ACD, we estimate the rope force
F R=m d by using a sliding mode disturbance observer based
on the STA, the super twisting disturbance observer (STDO).
Consider the system model

f:f(x)+g(x)-u+;l (38)

referring to the previously described flight dynamics model
of the ACD in Egs. (17), (28). For state observation, we
approximate the control input as u = G, (s) - #_,q With
G, (s) from Eq. (19).

The measurement residuals

e=x—X 39)

é=x—% (40)

are obtained by subtracting the estimated acceleration in Eq.
(38) from the measurements. The estimated velocity X can
be calculated by integrating the estimated acceleration £.
The sliding surface

s, =eé+ e (41)

is chosen to make use of acceleration and velocity measure-
ments. By applying the STA and assuming the rope induced

snap is upper bound by |d | < D, we obtain

A

d=—-Aé—k -+

§, = —k, - sign(s,).

Isll +s2 (42)

By integrating the estimated jerk [1 we finally receive the
observed acceleration d induced by the rope. The observer
error converges to zero in finite time when choosing the
gains as k; = 1.5V/D and k, = 1.1 D [16]. The upper bound
of the snap can not directly be derived from technical
aspects. However, in simulation and flight experiments, a
value of D = 250 m/s* has been proven to be effective.

A simplified block diagram for relative position control of
SMC with a STDO and NDI is shown in Fig. 8. The control-
ler and observer parameters that were used in simulation are
given in Table 5.

v, a Uz, P v w
i md
Drel 4)%—) SMC N Coordinate NDI Cl
Transform
v, w, p d
a —| STDO X
Y
Gact(z)

Fig. 8 Block diagram of SMC with STDO and NDI

3 Results

The following results were obtained in our scaled probe-
and-drogue simulation for the IAC scenario described in
Sect. 2.2. The CA, in this case a reusable launch vehicle
demonstrator, is gliding on a 10° downwards slope with a
velocity of 160 km/h without engine power. The TA builds
up the flight formation autonomously by setting down in
front of the CA as described in [8] and keeping the distance
to the CA constant. After formation build-up (at ¢, = 205s),
the active control of the ACD is activated to reduce the rela-
tive position error and to keep the flight steady and stable
in the presence of wind disturbance (gusts of £10km/h).
A winch is used to keep the distance to the CA constant,
thereby changing the rope length in the process. In the
beginning of the docking process, the rope length is quite
short with 4 m. In the simulation it gets unwound to up to
12 m.

3.1 Disturbance observer

First, the performance of the STDO is evaluated. In Fig. 9,
the simulated (Fy) and estimated (i"R) rope forces are
depicted for the closed-loop simulation.

After a short settling period in the beginning, the slid-
ing variable has reached the switching manifold, following
the simulated rope force. Note that due to the design of the
observer based on simplified system equations, the observed
disturbances are not limited to the rope force but also other
model uncertainties present in Eq. (38). In normal operation,
the rope accounts for the majority of the disturbance, but
especially when one of the CS is close to stalling, the previ-
ously derived model is inaccurate, leading to larger observed
lateral disturbances (e.g. at fi,, = {255, 30s}). However,
this effect is mostly beneficial for control accuracy as it cor-
rects the error resulting from model inaccuracies in NDI.

3.2 Controller performance
To control the relative position of the ACD in relation to
the nose-tip of the CA, six control architectures were imple-

mented in our probe-and-drogue simulation: a baseline PID
controller (cf. Fig. 6), a PID controller with INDI instead

@ Springer
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Table5 SMC, STC and STDO parameters

A k K
SMC 5 40 1.6
A k, k,
STC 5 35 100
STDO 23.7 275
200 enough leading to a large lateral displacement. To make a
fair comparison, the evaluation period was chosen such that
150 no CS are saturated. Regarding the control objective, all
= controllers perform similarly well in this time interval (cf.
. 100 Fig. 10a, d ).
= The actuator deflections are depicted in Fig. 10b . The
50 overall shape of the curves of all actuator commands look

Fig.9 Estimated vs simulated rope forces

Table 6 Adapted PID parameters

Inner-loop Outer-loop
P 1 D P
PID (py, p,) 10 30 0.15 35

of input inversion (cf. Fig. 7), SMC with STDO and NDI
(cf. Fig. 8), from now on referred to as ‘SMC STDO,” SMC
with INDI replacing NDI and omitting STDO referred to
as ‘SMC INDI,” STC with STDO and NDI, from now on
referred to as ‘STC STDO,” and STC with INDI replacing
NDI and omitting STDO referred to as ‘STC INDI'.

To reduce chattering, the switching gains of the sliding
mode controllers with INDI were subsequently reduced as
shown in Tables 6 and 7.

In Fig. 10, the results from closed-loop simulations are
shown for all six control architectures. The relative posi-
tion of the ACD in relation to the nose-tip is depicted in
Fig. 10a for the control performance evaluation period from
tym = 45 s to g, = 755 visualized in Fig. 10b . Outside of
this period the rope forces were to large to keep the ACD in
front of the nose-tip. This is either because the rope length
is too short or due to the TA not keeping the formation well

similar. A closer look reveals that the controllers using INDI
are driving the actuators faster and more often into their
limits than their NDI counterpart. This is mainly because
the simplified input model used in INDI is not containing
an accurate model for CS stall to limit chattering. The incre-
mental control law then leads to a quick accumulation of
the actuator increments equally to a time-discrete integrator
in PID controllers. SMC STDO has the smallest maximum
actuator deflections overall, while PID INDI features sig-
nificantly lower control input variation. This is also shown
in Table 8.

The roll angle of the ACD during the active control
period of the simulation is shown in Fig. 10c . In the evalu-
ation time interval all controllers perform exceptionally
well in keeping the roll angle close to zero. This can also
be observed in Fig. 10d . However, outside of that period
there exist some outliers mainly throughout short intervals
when at least one of the CS is stalling. In INDI variants this
effect is less prevalent and could be further reduced by limit-
ing the maximum CS deflections to non-stalling conditions
and tuning the control allocation weights accordingly. This,
however, comes at the price of degrading performance of
the position controller.

It can be observed that in SMC STDO the steady-state
error of the roll angle is not vanishing. This happens because
of model simplifications and missing integrating behavior
in the rotational open-loop dynamics. Although small in
magnitude, the torque induced by the rope is not accounted
for by the STDO, thus leading to a constant offset. If prob-
lematic, this can be fixed by either implementing a torque

Table 7 Adapted SMC & STC
parameters

SMC 5 20

0.75 STC 5 10.6 55
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PID
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-0.2
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0.2
B
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-0.2 0 0.2
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0.2
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R
-0.2
-0.2 0 0.2
py (m)
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(a) Relative position of the ACD in relation to the
nose-tip of the CA. Points are marked orange, when
the control surfaces are stalling. Docking is possible
if points are inside of the red circle, which represents

the cone outline
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(b) Actuator deflections for each presented controller. Con-
trol surfaces passing the black lines are stalling. Controller
outputs are limited to 35° (~0.6rad) because of mechanical
obstructions. Red dotted lines mark control performance
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(d) Box plot of the relative position and roll angle errors of the ACD for each control architecture

Fig. 10 Comparison of the controller performance of the previously presented methods

disturbance observer or by using terminal SMC, an adaption

of conventional SMC.

IIEII IR I

[——Jother

PID

SMC STC

In Table 8, a comprehensive list of controller metrics
is presented. The first section (I) is listing characteristics
of a I m step-response of all six controllers. The transient
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Table 8 Comparison of controller performance: the first section (I)
shows the closed-loop transient response characteristics to a step
input (cf. Fig. 11), the second and third sections display controller

metrics (II) and actuator properties (III) derived from a time fraction
of the simulation runs (45-75 s)

PID PID INDI SMC STDO SMC INDI STC STDO STC INDI
) Rise time (s) 0.48 0.37 0.42 0.52 0.35 0.45
Settling time (£5 %)) (s) 0.77 0.50 0.65 0.82 0.52 0.66
Overshoot (%) 0.0 0.0 0.3 0.0 1.4 0.6
an o (Std. dev.) y (m) 0.061 0.059 0.048 0.056 0.050 0.053
z (m) 0.038 0.041 0.036 0.040 0.038 0.043
¢ (rad) 0.009 0.008 0.003 0.005 0.002 0.005
IAE y (ms) 1.496 1.438 1.209 1.393 1.239 1.292
z(ms) 0.894 0.922 0.849 0.944 0.879 1.008
¢ (rad s) 0.196 0.156 0.162 0.056 0.037 0.056
Docking success (%) 97.97 98.83 99.70 98.70 99.63 98.37
(11D Variance (x10%) y (rad?) 15.67 16.49 14.76 16.20 15.88 18.68
z (rad?) 3.26 2.13 2.83 3.71 3.02 3.25
Total variation y (rad) 21.84 11.27 20.52 21.46 32.27 24.11
z (rad) 59.60 11.41 49.27 46.48 45.25 31.39
Max. deflection y (rad) 0.45 0.34 0.31 0.47 0.36 0.60
z (rad) 0.20 0.14 0.17 0.19 0.18 0.17

response of the closed-loop is shown in Fig. 11 below. Simi-
lar step-response metrics for all controllers can be observed
(critical damping). PID INDI shows improved transient
behavior in comparison to the conventional PID controller
as expected. For both SMC STDO and STC STDO, INDI
is not improving the transient response but instead reduces
high-frequent steady-state oscillations considerably. With
the additional gain k, in the control law of STC, the posi-
tion feedback can be weighted independently of the velocity,
which allows for more precise tuning in comparison to SMC.
As aresult, the target value of STC STDO is reached slightly
faster when compared to SMC STDO.

In the second section (II), controller metrics for the evalu-
ation period of the simulation presented above are displayed.
The standard deviation of the control deviation highlights
the dispersion of the control error. SMC STDO and STC
STDO have a considerably lower standard deviation than the
other controllers. PID and PID INDI perform comparably

worse in this metric. Additionally, the integral absolute error
(IAE) of the PID controller describing the accumulated off-
set from the setpoint in the observed time period is worse
in comparison to the other controllers. In this metric, SMC
STDO performs best, with the exception of the roll angle,
which has already been addressed above. The INDI versions
of SMC and STC are performing slightly worse than the
NDI counterpart. The difference between standard deviation
and IAE metrics is that standard deviation only monitors
dispersion, while TAE also accounts for stationary control
deviation. The overall rate of docking success is very high
(> 97.9 %). This metric describes the time ratio in which
the probe of the CA fully lies inside of the cone outline of
the ACD.

The last section (III) shows actuator performance
throughout simulation. The variances of the control inputs
are quite similar, as the ACD is exposed to the same dis-
turbances in all simulation runs, resulting in comparable

1r - 1r -— 1 =
g = =
= 0.5t | > 0.5¢ | > 0.5 |
& [ PID S I SMC STDO S I STC STDO
| PID INDI | SMC INDI | STC INDI
0 1 I I 0 1 T T 0 1 T T
10 12 14 10 12 14 10 12 14

t(s)

t(s) t(s)

Fig. 11 Closed-loop step responses to a position jump of 1 m with a constant tow rope length of 20 m
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CS deflections to keep the cone centered on the nose-tip.
Total variation describes the total accumulated travel of the
actuator. Despite reducing the controller gains of the INDI
versions, the total variation of SMC INDI is not reduced as
expected. This is most likely caused by the boundary layer of
SMC being narrowed too much. Otherwise, the INDI modi-
fication has met its objective. This is especially the case for
the PID controller, where the total variation is reduced by
up to 80%.

To summarize, all controllers perform similarly well
under changing external conditions and in the presence of
disturbances. The remaining discrepancies can most likely
be further reduced with additional controller tuning. During
the evaluation period, SMC STDO demonstrates the best
overall performance in this specific setup, while PID INDI
stands out for its good control efficiency.

4 Discussion

As the simulations have shown, the derived simplified sys-
tem model of the ACD is suited for model-based control
design. Model errors can be accounted for by using robust
control methods like SMC, INDI or disturbance observa-
tion. Combining these methods can lead to improved con-
trol performance while decreasing the necessary actuator
deflections. Correctly tuned, PID controllers can result in
almost equally good performance with only limited system
knowledge. Nonetheless, performance can still be improved
by combining PID with INDI.

It should be noted that the focus of the here presented
work does not lie on generalized comparison of controller
performance, but rather on the implementation details and
their applicability to this control problem. However, in this
setup, all controllers perform similarly well. INDI offers
some advantages over traditional NDI, such as the reduc-
tion of controller gains without overly affecting performance
and the inherent integrating behavior, which eliminates the
need for a disturbance observer. All presented controllers
are easy to implement and easy to tune. The total number
of parameters necessary to adjust is limited to a handful,
but increases slightly with the INDI and STDO extensions.

We have shown the applicability of the proposed control-
lers to actively reposition the drogue relative to the nose-tip
of the CA in a scaled-down TAC mission under unknown
disturbances, model uncertainties, and system delays. The
results and control parameters determined in this study serve
as a basis for future flight tests.

Fig. 12 Flight test of the ACD at the National Experimental Test
Center for Unmanned Aircraft Systems in Cochstedt (Germany)

5 Conclusion

The presented work has demonstrated the feasibility of
robust model-based controller design for the probe-and-
drogue method with an actively controlled drogue by using
a simplified system model derived from wind tunnel tests.
The robust control methods implemented have shown to
be effective in accounting for model errors and external
disturbances, while achieving good control performance.
Furthermore, the straightforward implementation and tun-
ing of all controllers presented makes them suitable for
practical applications. This research contributes to the
development of advanced control strategies for the probe-
and-drogue method, which is essential for achieving auton-
omous docking maneuvers in future aerial refueling and
in-air capturing missions.

5.1 Outlook

At the time of writing, the results of flight tests as shown
in Fig. 12 are not yet available. It is planned to perform
those tests in the future on a selection of the here presented
controllers to supplement the results of this work with
real-life flight test data.

Additionally, further investigations are required to
analyze the closed-loop flight behavior of the ACD close
to the nose-tip of the CA, where the so-called bow-wave
effect causes the ACD to be pushed away from the probe
shortly before docking. Finally, future work needs to
address control performance in presence of actuator faults,
since the drogue can quickly be damaged by unsuccessful
docking attempts.
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