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Abstract

Traditional stereo cameras used in terrestrial exploration, particularly on rovers, typi-
cally rely on binocular optical designs that are large, bulky, and often include moving
parts. This thesis presents a design concept for a breadboard prototype which is de-
veloped and built using commercial off-the-shelf (COTS) components. This allows
for rapid prototyping, cost-effective testing, and performance evaluation under simu-
lated mission conditions. By utilizing a single-detector stereo vision, the system can
effectively create 3D reconstructions of observed object with a spatial resolution of
54 pm/px,and depth resolution of <1mm/px, enabling precise depth mapping. The
optical performance and its scientific applications were validated with experiments
such as the resolution test, shape measurement, static angle of repose and relative
albedo measurements. The stereo camera developed in this project demonstrates
capabilities for high-resolution, in-situ lunar surface analysis based on regolith char-
acterization. Overall, the camera’s design balances compactness with performance,
overcoming challenges related to baseline constraints, environmental exposure, and
computational efficiency faced by conventional stereo cameras. This imaging system
offers a valuable tool for future lunar lander and rover missions, supporting in-depth
scientific investigations.

Keywords: lunar exploration, rover instrumentation, stereo vision, 3D reconstruction,
monocular stereo camera, photogrammetry, regolith characterisation
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Chapter 1

Introduction

1.1 Background

Lunar exploration has been crucial to better understand the formation of Earth and
our Solar System. The lunar surface and its composition provides evidence of historical
geological events since its formation. Hence, investigating it has been a target of
space exploration. Humanities first step towards space exploration started with lunar
missions like NASA’s Apollo program, allowing the development of state-of-the-art
technologies for in-situ resource utilization. These legacies are continued with future
missions such as NASA’s Artemis program. Interacting and navigating with the lunar
surface and acquiring scientific data were some of the challenges highlighted during
these missions. The lunar lander plays a critical role in enabling in-situ exploration
of the Moon. One significant challenge it must address is the presence of fine dust
particles in the top layer of the lunar surface, known as regolith. These particles pose
serious risks to mission safety, rover mobility, and the optimal functioning of scientific
instruments |2, 3].

1.2 Existing Camera Systems on Lunar Missions

Stereo imaging systems designed to support autonomous navigation, terrain analy-
sis, and scientific application, have been successfully utilised in various space mis-
sions, involving lander and robotic rovers operation [4|. The general principle of such
an imaging system is on the basis of binocular stereo vision, acquiring images with
slightly different viewpoints. The system can then reconstruct a three dimensional
representation of the terrain, allowing accurate depth estimation and spatial context
of the surrounding.

For example, the Chinese Chang’e-3 and Chang’e-4 lunar rovers are equipped with
stereo cameras for terrain mapping and obstacle detection [5,6]. These systems have
enabled the rovers to navigate the lunar surface with a high degree of autonomy, even
in low-visibility conditions [7,8].

Across these missions, the common theme is the use of binocular stereo vision as a
core technique for 3D perception. The two-camera configuration allows for the trian-
gulation of depth information, which is critical for safe and efficient rover operation.
In particular, stereo vision is extensively used for:

e Navigation and path planning: By generating 3D terrain models, stereo cameras
enable rovers to identify safe and feasible paths.

e Hazard detection: Stereo imaging helps in identifying obstacles such as rocks,
slopes, and craters that could impede the rover’s movement.
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e Context imaging: Stereo cameras provide a broader, more immersive view of
the planetary surface, supporting scientific analysis and mission planning.

e Detection of in-situ science target: Stereo imaging assists in identifying and
selecting geological features for closer examination.

In addition to lunar missions, stereo vision have also been employed in Mars ex-
ploration. One of the most notable examples is the Mars Exploration Rovers (MER),
Spirit and Opportunity, which were launched in 2003 and operated on the Martian
surface for several years. Each rover was equipped with a pair of navigation cameras
(Navcams) mounted on a mast, providing stereo imagery for terrain mapping and haz-
ard detection. These cameras were essential for path planning and obstacle avoidance,
allowing the rovers to traverse complex and uneven terrain autonomously [3,9].

The Mars Science Laboratory (MSL) rover Curiosity, launched in 2011, further
advanced the use of stereo vision in planetary exploration. Curiosity features a stereo
pair of Navigation Cameras (Navcams) and a stereo pair of Mast Cameras (Mast-
cam), which provide high-resolution stereo imagery for both navigation and scientific
analysis. The Mastcam is capable of capturing colour stereo images, enabling the
creation of detailed 3D models of the Martian surface and supporting geological in-
vestigations [3,10].

More recently, the Perseverance rover, part of the Mars 2020 mission, includes an
enhanced stereo imaging system with multiple camera pairs, including the Navigation
Cameras (Navcams), the Mastcam-Z system, and the SuperCam remote imaging sys-
tem [3,11]. The Mastcam-Z, in particular, is a zoom-able stereo camera system that
allows for high-resolution, colour, and 3D imaging over a wide range of distances. This
system not only supports navigation and hazard detection, but also provides valuable
context for scientific investigations, such as the study of rock formations and potential
signs of past life in the Jezero crater [12].

While binocular cameras remains the dominant approach, recent advancements
in computational imaging and sensor technology are opening the door to alternative
methods for stereo vision, such as monocular depth estimation and multi-camera sys-
tems. However, the reliability, simplicity, and well-established performance of binoc-
ular stereo vision continue to make it the preferred choice for planetary rovers.

Parameter | Mars 2020 | Mars 2020 | ExoMars ExoMars Chang’e-4 Chang’e-3
MastCam- Navcam [11] | PanCam PanCam Pancam [14] | Navcam [8]
Z [12] WAC [13] HRC [13]

FOV 25.5° x 96° x 73° 38.3° x 4.88° x 46° x 46° -
19.1° 38.3° 4.88°

iFOV 280 330 653 85 300-500 920

(nrad/px)

Baseline 24.08 ~ 42.5 - - ~ 27 ~ 27

(cm)

Focal 26 ~ 10 14.67 38 100 50

Length

(mm)

Magnifica N/A N/A ~ 0.5x ~ 0.3x ~ 1x ~ 0.4x

tion

Detector CCD CMOS CMOS CMOS CCD CCD

Type

TABLE 1.1: Key specifications summary of stereo cameras on Mars
and lunar lander missions for planetary exploration
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1.2.1 Limitations of Current Stereo Imaging Solutions

Upon reviewing existing stereo cameras used for lander application, several limita-
tions were evident. These limitations points towards further advanced stereo imaging
systems, designed for task-specific applications. Key challenges and trade-off to be
taken into consideration for such designs are:

1. Resolution vs. power: The limiting factor of using a high resolution sensor
lies in its power consumption. Even though a larger sensor format produces
higher spatial resolution, they demand a significant amount of power and com-
putational resources. This can be particularly challenging in power-constrained
environments.

2. Baseline length vs. size: A key design element of a stereo camera is the distance
between the two cameras, also known as baseline length. The distance is directly
proportional to the working distance and space needed by the overall system.
While improved accuracy for close range observation can be achieved by shorter
baselines, a degradation of performance is observed with imaging objects in long
range distances. A careful trade-off must be balanced depending the operational
requirements for imaging tasks with near-range precision and far-range imaging
capabilities.

3. Environmental Challenges: Imaging system performance is heavily affected by
operational conditions, especially due to environmental factors. Variations in
operating temperatures, lower illumination conditions, dust accumulation, etc.
can all impact the resulting image quality of the camera and decrease its relia-
bility. This particularly makes it difficult to operate remotely in harsh working
scenarios.

4. Mechanical and computational constraints: Computational intensive real-time
stereo matching poses another challenge in employing a high-precision imag-
ing system. Such processing demands resource intensive on-board hardware to
actively produces imaging products or transfer data to remote location. This
introduces further constraints corresponding to size, power and thermal man-
agement in compact and resource limited platforms [3].

Following a trade-off study based on required performance and available resources,
the proposal of a new stereo imaging system design aims to address these limitations
while optimizing performance.

1.3 Problem Statement

The purpose of this project is to develop a prototype design of a stereo camera that
addresses the limitations discussed above by introducing novel design elements. A
practical and cost-effective approach is necessary which involves commercially avail-
able off-the-shelf (COTS) components, for easy and rapid prototyping of the camera
system, while still ensuring the system compactness, and consistent quality of the
stereo images captured. Table 1.2 outlines a set of predefined design requirements
based on a potential rover mission scenario. In this scenario, the camera is mounted
on top of the rover at a height of 250 mm above the ground and tilted at a 20° angle
relative to the surface. The table outlines target spatial and depth resolution values,
with a particular emphasis on achieving high resolution in the near range to inform
the expected performance of the camera system.
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Characteristics Description
Depth of Field 200 mm
Spatial Resolution 150 pm /px
iFOV 500 prad /px
Depth Resolution 1 mm/px
Cant Angle 20° (orthogonal)
Height above Surface 250 mm
Size 1U (10x10cm)
Mass 400¢g
Power 2W

TABLE 1.2: Design requirements for the proposed camera

1.4 Objectives

The main objective of this project is to demonstrate the capability of a compact stereo
camera to perform in-situ surface observations, allowing in-depth analysis without
the need for sample return, thereby supporting real-time scientific investigations and
operational decision-making during a mission. To achieve this, the design focuses
on addressing the limitations of existing stereo imaging systems by introducing a
novel monocular stereo approach. The system is built using a single detector and
COTS components, ensuring compactness, reliability, and cost efficiency. The design
is tailored to meet the specific operational requirements of a lunar rover, including a
mounting height of 250 mm above ground and a 20° tilt angle relative to the surface,
as outlined in the table 1.2.

The term "Lunar Lander" in the report title refers broadly to both stationary
lander and mobile rover systems. For this project, the focus is on the rover application.
The prototype design therefore addresses the specific challenges and operational needs
of a lunar rover, ensuring it is well suited for dynamic movement and exploration on
the Moon’s surface [3].

1.5 Significance

The primary scientific application of the camera is the in-situ characterization of lu-
nar regolith. Understanding the composition, texture, and physical properties of the
regolith is crucial for a wide range of scientific and operational purposes, including
resource utilization, mission planning, and geological studies. Traditional methods of-
ten rely on sample return missions, which are costly and time-consuming. By enabling
high-quality stereo imaging, this compact camera system allows for remote, real-time
analysis of surface features and material properties directly on the Moon. This ca-
pability supports more efficient scientific investigations and lays the groundwork for
future autonomous exploration and in-situ resource utilization (ISRU) activities [3].
Monocular stereo cameras have not yet been deployed in lunar lander missions, mak-
ing the development of such a system a significant step toward creating a versatile,
compact scientific instrument tailored for photogrammetric-based in-situ experiments.

Previously flown stereo cameras for terrestrial exploration, especially on rovers,
employed a binocular optic designs, having larger and bulkier sizes. With no moving
component in the prototype design, this camera is able to capture the scene closer to
the surface, and minimise power consumption, and is easier to operate. The scala-
bility of the prototype design is of greater significance for task specific applications.
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Adaptability of the size and viewing cone of the camera can be beneficial for lunar
explorers, and can follow mission specific design requirements. By swapping all the
components to state-of-the-art specifications, the camera can be utilised for various
applications, apart from the ones mentioned in this report.

1.6 High-Resolution Stereo Imaging

In the field of computer vision, stereo vision is one of the direct ways to simulate how
human eyes perceive real world objects in a 3D scene. It is achieved by imaging an
object from multiple point of view, by either rotating or moving two cameras to satisfy
the requirement. The reconstruction of a 3D object is carried out by extracting the
2D information from both images using the principle of triangulation. The disparity
in the position of two image points x; and z,., for a corresponding real object point
z in figure 1.1 is calculated from the stereo images as input. Resulting disparity can
be converted to depth information of the target object with respect to the position of
the camera [15].

1.6.1 Epipolar Geometry

The geometric relationship between the two cameras imaging the same object is de-
fined by epipolar geometry. A pinhole camera captures an object on a 2D projected
plane, hence the 3D positional information is not retained.

Scene point
x

scanline

0

OT

optical center (left) optical center (right)

baseline length

FIGURE 1.1: Schematic of epipolar geometry for stereo imaging

The epipolar geometry is defined by the epipolar plane, which passes through the
3D point being observed and the optical centres O, O, of both virtual cameras. The
intersection of this plane with the image planes of each camera forms the epipolar
lines, shown as scanline in figure 1.1. Additionally, the epipoles ey, eg in figure 1.1,
the points where the baseline (the line O;0, connecting the two camera centres) in-
tersects the image planes, serve as the convergence points for all epipolar lines in
their respective images. In certain configurations, the epipoles may lie outside the
boundaries of the images, depending on the relative positions and orientations of the
cameras. The epipolar constraint is advantageous as it ensures that the corresponding
image point in stereo pairs lie on the same epilines. To mathematically describe epipo-
lar geometry, two matrices are commonly employed: the Essential Matrix (E) and the
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Fundamental Matrix (F). The Essential Matrix encapsulates the relative rotation and
translation between the two cameras in a calibrated stereo system, relating the nor-
malized coordinates of corresponding points. On the other hand, the Fundamental
Matrix extends this relationship to pixel coordinates, incorporating the intrinsic pa-
rameters of both cameras [16].The Fundamental Matrix allows the mapping of a point
in one image to its corresponding epipolar line in the other image, facilitating accurate
feature matching and depth estimation [3].
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Methodology

2.1 State of the Art in Single-Detector Stereo Cameras

Photogrammetric imaging systems have mainly employed a set of cameras that image
a scene in two different point of views at the same time or a single camera displayed
by a small distance [17]. The main objective of using a single lens stereo imaging
system is to reduce the complexity of the camera, and making it more suitable for
deployment in dynamic surface environments, such as those encountered by rovers.
These cameras often create difference in geometric and pixel intensities between the
stereo images, making the process of stereo correspondence less accurate [17]. There
have been many optical designs proposed for a single lens stereo cameras. Nishimoto
and Shirai’s system [18] has a rotating glass plate in front of the camera. The rotation
of the plate simulates the parallel axes of two cameras by slightly shifting the optical
axis at two different rotational positions. The resulting stereo images have easier point
correspondence, although the depth map achieved is coarser. The camera structure
developed by Teoh and Zhang [19] has geometry of two fixed mirrors in front of the
camera at an angle of 45° with the optical axis of the camera. An additional rotating
mirror is placed in between the fixed mirrors, such that it can rotate to position
itself parallel with one of the fixed mirrors. Each position captures one of the stereo
images at a time. Both of the above mentioned camera design successfully reduce
the geometric and intensity difference in stereo images that are unwanted in a stereo
camera system. However, the rotating element of the design poses a challenge in
accurate movement of the parts. This creates a major design issue, especially when
the stereo camera needs to be deployed in a non-static application.

Eliminating the moving part in such camera systems is essential to improve the
opto-mechanical design of the stereo camera for rover application. Goshtasby and
Gruver’s study [17] solved this issue by proposing a design that obtains stereo images
using a set of mirrors at an angle to the optical axis of the camera. The images
are captured in a single shot by reflecting it along the axis of the mirror. Similar
efforts were made by Nene and Nayar [20], by replacing the planar mirrors with non-
planar reflecting surfaces such as ellipsoidal, hyperboloid and paraboloid mirrors. A
wider field of view was achieved with the camera design, although the complex mirror
mechanism made it difficult to replicate the design.

Another novel and practical stereo camera system was proposed by Lee and Kweon
[21], wherein a biprism is placed in front of the camera to obtain a stereo image on a
single detector. The biprism was designed in a way that the left and right stereo image
were projected on two halves of a single detector. Unlike prior mentioned designs, they
not only removed any moving element, but also made it easier to calibrate and cheaper
to build. Taking advantage of the geometric setup, the point correspondence between
the two stereo images was simplified, as they automatically lie on a single scan-line.
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»i ? I:l:
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Oscillating glass plate

Rotating mirror

= pmy
'\T\:\
N = \
Two mirrors in 3D arrangement Two mirrors in planar arrangement Two curved mirrors

FIGURE 2.1: Optical configuration of various stereo cameras using a
single detector [1]

Some limitations of this design include a smaller field of view and availability of the
desired biprism in the commercial market.

As described in Goshtasby and Gruver’s study [17], an ideal stereo camera system
employing a single detector, must possess certain properties to create reliable and
accurate stereo images for 3D reconstruction. These include:

1. The object must be imaged using only one lens in single shot and without any
time delay between two images’ acquisition.

2. The stereo camera must have the ability to adapt its field of view as needed for
different applications.

3. Stereo image pair must contain no geometric and intensity differences between
images, that could introduce discrepancies and errors during stereo processing.

4. Stereo images are produced in a way that the corresponding object point occurs
on the same scanline for effective stereo matching.

2.1.1 Proposed Design of Single-Detector Stereo Camera

To fulfil the design requirements of the stereo camera for a lunar lander, an adapted
optical design must be implemented. This design is best suited due to its cost-
effectiveness, system compactness and availability of components from the commer-
cially available off-the-shelf market. The most popular single-camera stereo systems,
amongst various other pseudo-stereo imaging systems, is the one using a four-mirror
adaptor [22]. Significant development have been made to design such stereo sys-
tems, as it offered diverse applicability, reduced image distortion and variable field
of view. The first attempt was made by Pankow and Besnard [23,24], to combine
a four-mirror assisted single-camera stereo system with the method of digital image
correlation (DIC) for application in experimental mechanics.
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Component Description Quantity
Detector 1.6 MP CMOS (monochrome) 1
Lens focal length: 16 mm, f/#: 1.8 - 22 1
Inner mirrors | right-angle reflective prism, 25 mm x 25 mm reflective legs 1
Outer mirrors 50.8 mm square protected silver mirror, 3.2 mm thick 2
Mirror Adaptor 3D printed 1

TABLE 2.1: List of commercially available components used for the
camera setup

In this study, a single detector, four-mirror assisted stereo camera is constructed
based on Luo’s study [22] for the optical design and comprehensive calculation of
geometric parameters are discussed in the next section.

2.2 Opto-mechanical Design and Development

A robust and efficient stereo camera system which meets the previously outlined re-
quirements is needed for the practical application. To achieve this, the methodology of
determining vital input parameters involves several key steps: analytically determin-
ing the appropriate camera specifications, geometrically designing the mirror adaptor,
selecting optimal components, and finally breadboarding and assembling the resulting
camera setup.

2.2.1 Input parameters

The design process is initiated with the identification of essential input parameters,
mainly derived from pre-defined design requirements and optical components based on
availability. These parameters includes sensor size (Hy), viewing angle of the camera
(0), required spatial resolution (&image), and depth resolution (d.), establishing the
precision needed for accurate depth measurement. Utilising a monochrome CMOS
detector from Thorlabs, a 1/2.9" format, 1440 x 1080 pixel (1.6 MP) sensor with
3.45 pm square pixels, defines the dimension of the imaging sensor. Additionally, the
height of the stereo camera (H;) above ground is predefined to be at 250 mm, as it
designed to be mounted on top of a lunar rover. The orthogonal viewing (cant) angle
(0) of the camera located in front of the rover is set to be 20°. These parameters will
highly influence the field of view (FOV') and working distance (W,) of the camera
setup.

The working distance (Wy) is the range of space in front of the camera, over which
the lens can focus and get sharp images. With the help of simple trigonometry, the
working distance for the nearest object in focus is given by:

H;

Wa= cos(0)

(2.1)

where 6 is the orthogonal viewing angle in degrees, and Hy is the height above ground
in cm.

The size of a camera sensor’s active area is referred to as sensor size. The sensor
size (Hs); horizontal or vertical, can be directly calculated from the pixel size (Ps)
and number of active pixels on the sensor (P.) as:

Hy=-% (2.2)
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The FOV is defined as the viewable area in the object space that can be imaged by
a camera system. Best described as horizontal or vertical FOV in mm, or an angular
field of view (AFOV) in degrees, the relationship 2.3 is calculated from the input
parameter already known:

FOV = €image * Pe (2.3)

2.2.2 Camera Parameters

With the help of input parameters, the critical camera specific parameters can be
derived. One of the key camera specifications is system magnification (m). To deter-
mine the absolute minimum resolvable spot viewable on the object, the ratio of the
field of view (F'OV') to the sensor size (Hs) can be calculated as:

— HS
"= Fov
System magnification scales the image space resolution up to the object space resolu-
tion ( gobject)'

(2.4)

gobject = fimage xXm (25)

Another fundamental camera parameter is focal length (f) of the system as it
describes how strongly it can diverge or focus light onto the imaging plane. The
objective of this camera system is to achieve high resolution images, hence a wider
FOV is compromised. To achieve the desired FOV, the focal length (f) is calculated
as:

f _ H. s X Wd1
Fov
For a fixed focal length lens, the angular field of view (AFOV') is also finite. The
camera can be focused on objects at different working distances, with varying FOV,
while maintaining a constant viewing angle. A typical full angle associated with the
width of sensor (Hj) used, is specified as AFOV. From this definition, (AFOV') can
be calculated as:

(2.6)

H
AFOV =2 x arctan <2fS> (2.7)
Similarly, the instantaneous field of view (i OV'), which is the field of view of a single
pixel can be calculated in prad as:

P x 1e6
f

The ability of a lens to maintain a desired image quality without refocusing is
known as depth of focus (DOFj) of the camera. It ultimately measures the tolerance
in positioning of the image plane in relation to the lens, and maintaining the acceptable
sharpness of the acquired images. To measure and capture objects with finer details,
a small depth of focus is required to obtain high image resolution, which can be
calculated as:

iFOV = (2.8)

DOF, =6, x m? (2.9)

The effective spatial resolution produced by the camera system is heavily influenced by
parameters like depth of field, f number (f#), and sensor size (Hg). When imaging a
point source object, the objective lens used in this camera setup does not focus all the
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light rays perfectly, as an ideal lens would. This creates a blurry spot instead of a point
on the image plane, and the diameter of this disk is included in the design process,
namely circle of confusion (CoC'). Here it is assumed to be equal to actual pixel size.
The required f number (f#) can be derived for selected depth of field. This parameter
determines how much light enters the lens and ends up on the imaging plane:

DOF,
= 2.1
=5 coC (2.10)
The aperture diameter (¢4) is given by:
ba = Fi (2.11)

To derive the effective depth of field of the camera system, the range of distance to
the object from the camera is to be determined where the image have an acceptable
sharpness. Hyperfocal distance, near distance of acceptable sharpness, and far dis-
tance of acceptable sharpness are calculated using the following equations [25]. The
hyper-focal distance (Hy) is calculated as:

f2

H=——"—
! anCoC+

f (2.12)

The nearest distance of acceptable sharpness (D,,) is given by:

1% Hy —
Wa+ Hy — 2f
The farthest distance of acceptable sharpness (Dy) is:
Wa x (Hy — f)
Df= ———-= 2.14
f Hy— Wy (2.14)
The obtained depth of field (DOF,) is:
DOF.= Dy - D, (2.15)
The stereo baseline length (B) for the farthest object in focus is:
PS z
B=7x Wa, (?fdQ +9:) (2.16)

where ¢, is the desired depth resolution.

Although the camera is initially designed based on the requirement for lunar rover
mounting, it is also adaptable for lander platforms, enabling high-resolution stereo
imaging for descent, hazard detection, observing lander-surface interaction. In this
report, the focus is placed on the rover application of the camera, as it presents
a broader range of operational scenarios and mobility-based imaging requirements.
However, it is important to note that the design remains flexible and can be tailored
to meet the specific needs of particular mission profiles, depending on the scientific
objectives and mission constraints [3].
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2.2.3 Stereo convergence

Conventional stereo cameras employing a binocular lens system typically feature op-
tical axes that are either parallel, converging, or diverging. The configuration of the
optical axes is determined based on the required FOV and depth of field that the sys-
tem must achieve, with the design carefully tailored to include the appropriate rotation
of the optical axes. In parallel-axis stereo cameras, corresponding object points in the
stereo images generally lie on the same scanline, which simplifies stereo processing.
However, in systems where the optical axes converge or diverge, the corresponding
object points do not naturally align along the same scanline. To address this issue,
mathematical relationships are formulated and applied to transform the stereo image
points, ensuring alignment along an identical scanline. This transformation mimics
the behaviour of parallel-axis configurations for efficient stereo processing [3,17].

To achieve the desired FOV with the calculated convergence of the optical axes, the
baseline length of the stereo camera system is determined. It is essential, however,
that the optical axes of both cameras are maintained within the same horizontal
plane. This helps in eliminating any misalignment, which would otherwise result in
discrepancies between the stereo images and complicate feature matching processes.
For single-detector stereo cameras, the optimal convergence of the optical axes is a
critical aspect of design and is carefully determined based on a trade-off between
depth of field and FOV requirements [3]. The design must account for how the optical
components are configured to replicate the convergence angle accurately as per the
calculated specifications in section 2.2.2.

Proper alignment depends significantly on the precise placement of the mirror pair
and the internal prism reflector. Any misalignment of these components can introduce
distortions in the stereo images, which negatively affect the quality and reliability of
stereo matching. Such distortions undermine the ability of the system to produce
accurate depth and spatial measurements, highlighting the importance of meticulous
optical alignment in the design and implementation of stereo camera systems [3|.

2.2.4 Optical Simulation

To simulate the optical system, optical simulation software Ansys®) Zemax Optic-
Studio was used to replicate the physical configuration and analyse the system’s per-
formance, as illustrated in figure 2.2 [26]. The object space, corresponding to the
calculated FOV, is positioned in front of the optical components at a distance that
approximates the estimated working distance of the system. The arrangement of mir-
rors and the reflective surfaces of the prism are modelled to closely match the geometry
of the actual camera setup, ensuring accurate representation of the optical path and
alignment.

The lens objective in the simulation is modelled as a paraxial lens, which assumes
ideal optical properties with no aberrations. This simplification allows for a clearer
analysis of the system’s fundamental performance by eliminating the complexities
introduced by real-world optical imperfections such as spherical aberration, chromatic
aberration, and diffraction effects [27]. The focal length and aperture of the paraxial
lens are chosen to match the specifications of the actual objective used in the physical
system, ensuring that the simulated results remain representative of the real-world
optical behaviour [3].

To keep the simulation clear and simple, the model includes only one of the two
symmetrical optical paths for the virtual cameras. This camera is configured to image
onto half the width of the detector, effectively representing one side of the full imaging
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system. This approach reduces complexity while still providing effective performance
of the optical system.

B gpject 5P°C°

1 100 mm

FIGURE 2.2: Optical path and components in a simulated camera
system

Figure 2.3 presents the diffraction-limited Modulation Transfer Function (MTF)
computed using the Fast Fourier Transform (FFT) method. The MTF is a critical
metric for evaluating the resolution and contrast performance of an optical system,
representing the system’s ability to transfer spatial frequency information from the
object to the image plane [28].

In this simulation, the optical setup is configured to model a square wave ob-
ject with a specified spatial frequency. The FFT-based MTF calculation involves
propagating the wavefront through the optical system and computing the intensity
distribution at the image plane using Fourier optics principles [28].

The MTF curves are generated for two key field points: the centre and the corner of
the image plane. This allows for an assessment of the system’s performance across the
FOV, which is particularly important for applications requiring uniform resolution.
The analysis is conducted over a wavelength range of 400nm to 700 nm, simulating
broadband visible light conditions. Additionally, effective aperture of the lens is con-
sidered to be F16.0 in the simulated setup for the purpose of ease. The resulting
MTF plots illustrate the modulation response as a function of spatial frequency in
image space, depicting the optical system’s imaging capabilities under different field
and spectral conditions [3]. The spatial frequency where MTF value is about 50% is
realised at 521p/mm at image corner and 561lp/mm at image centre. Such analysis
showcases the uniformity of the image space resolution throughout the imaging plane,
and helps evaluate the performance of the camera system in a simulated environ-
ment. Translating the spatial frequency in line pair per millimetre into object space
resolution results in a range of 142 ym to 153 um per pixel.

2.3 Measurement Principle and Procedure

After a successfully established optical design of the stereo camera, the next steps
involves the implementation of the stereo image processing pipeline to extract the
depth information from the acquired stereo images. This section outlines the measur-
ing principle and procedure used to accurately derive depth maps. A lunar regolith
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FIGURE 2.3: Polychromatic diffraction MTF curve for square wave
response from simulated optical system. The curve illustrates the sys-
tem’s contrast transfer performance across spatial frequencies.

simulant EAC-1A sample was selected as the target object image acquisition and sub-
sequent stereo processing [29]. The practical stereo vision system consists of mainly
six modules for successful extraction of depth information of the target object:

2.3.1 Image acquisition and Pre-processing

The first step of the image processing pipeline is capturing the target scene with the
stereo camera. An image acquisition application ThorCam™ Software for Scientific
and Compact USB Cameras is used [30]. Single images and image sequence can be
captured by communicating with the camera via the graphical user interface. The
application provides a direct control over the camera configuration, image acquisition
and reviewing. The object is placed in the field of view of the camera and resulting
stereo images are acquired.

The camera is designed in a way that images from the virtual camera are received
by a single detector. Hence the resulting images acquired need to be dissected into
two separate images in order to further process it as stereo image pair. An automated
pre-processing sequence was generated in Python, to load the raw images, and extract
the stereo image pair.

Additional steps were carried out to improve image quality and enhanced to effec-
tively highlight the features that might be easier for the algorithm to detect for stereo
matching. To enhance the contrast of the regions in image, with limited illumination
in shadowed objects, Contrast Limited Adaptive Histogram Equalization (CLAHE)
algorithm is implemented to make the feature extraction more accurate. This algo-
rithm can operate on a small dataset and works effectively on smaller regions, making
it a suitable choice for this application [31].

Figure 2.4a is the raw image with both left and right view as seen by the sensor.
After enhancement, the features are more prominent with increased contrast of the
object in the shadowed region of the lunar regolith simulant pile shown in figure 2.4b.
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(A) Unprocessed stereo image pair captured at (B) Stereo image pair after contrast enhancement

the detector, showing the original scene without using the CLAHE (contrast-limited adaptive his-

any image enhancement or preprocessing applied. togram equalization) algorithm for improved con-
trast.

FIGURE 2.4: Comparison between the original and contrast-enhanced
stereo image pairs.

2.3.2 Geometric Camera Calibration

To ensure precise measurements and reliable analysis of the 3D information of the
object, it is necessary to carry out an accurate calibration of the camera [15]. Every
stereo vision algorithm works on the principle of finding the depth of pixel from image
coordinates into 3D world coordinates. This process is known as backward projection
of a camera. The mathematical relationship between object point in three-dimensional
space and its corresponding image point, projected on the image plane is described
by Maamir and Haghi [32], also known as forward projection model. Following the
pinhole camera model, this model assumes that the camera aperture is point and light
is focused without any lens for simplification.

It also assists in obtaining intrinsic and extrinsic parameters of the camera in
the form of the camera matrix (P) [33]. The correspondence between the image and
object coordinates can be accurately established with these matrices:

P=K[R t]

1. Intrinsic matrix (K): It facilitates mapping between pixel coordinates and cam-
era coordinates in the image frame resulting in internal parameters such as
optical centre, focal length, and radial distortion of the lens indicated by the
matrix elements. The intrinsic matrix is defined as:

fz 5 ¢
K=10 f, ¢
0 0 1

where, [ Cr Cy ] are optical centre in pixels, (fz, fy) is the focal length in pixels,
and s is the skew coefficient constant, which accounts for non-perpendicular
image axes.

2. Extrinsic matrix [ R t ]: The extrinsic parameters describes the location and
orientation of the camera in a 3D world coordinates in the form of rotation (R),
and a translation (t).
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3. Distortion coefficients: As the camera configuration follows the pinhole camera
model, lens distortion does not play a significant role due to lack of the lens in
an ideal pinhole camera scenario.

Zhang [34] introduced a new calibration method in 2000, wherein a calibrated
pattern of a known geometric shape was used. Illustrated in figure 2.5, a chessboard
pattern with known dimensions is used to get multiple calibration images, with varying
distances and orientation with the imaging plane. These images acts as an input for
the camera calibration toolbox for MATLAB application [33].

Detected points
+ Reprojected points
Pattern origin

= 2 "\,‘

e [Camera 1] ' " Icamera 2

FIGURE 2.5: Detected chessboard pattern in calibration images using
MATLAB stereo calibrator toolbox. Camera 1 and Camera 2 relates
to left and right camera respectively

Parameters Left camera Right camera
Focal length (pixels) [4521, 4535] [4577,4538]
Principal point (pixels) (646, 348] (676, 535]
Skew [14] [—26]
Radial distortion [—0.26,—27,749] | [0.92,—131,363]
Tangential distortion [0.01,—-0.018] [0.003, —0.002]

TABLE 2.2: Intrinsic matrix calculated with camera calibration tool-

box
Parameters Left camera Right camera
Rotation vectors [0.01,—0.15,1.54] | [0.31,0.08,1.5]
Translation vectors (mm) | [—7.12,—6.83,295] | [—15, —18,304]

TABLE 2.3: Extrinsic matrix (position and orientation of right camera
relative to left camera)

The calibration parameters mentioned above were used to remove distortion from
the images and rectified images can be calculated. However, for the actual stereo
processing pipeline, an uncalibrated rectification approach is used. This eliminates
the need to perform the detailed geometric calibration steps discussed in this section.
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The geometric calibration process is carried out primarily as a validation step, to
compare the calculated camera parameters with the actual realised values.

2.3.3 Image rectification and feature extraction

The next step of the image processing is to detect feature points and obtain accurate
correspondence between the stereo images. When the extrinsic parameters like focal
length and baseline length are known, an uncalibrated 3D reconstruction can be per-
formed with the help of various feature matching algorithms. This method helps to
rectify the stereo images, without needing to perform calibration with a calibration
pattern of known dimensions. A stable and robust feature extraction algorithm is
used, which also performs well in the variable environment of the lunar surface. Sev-
eral feature extraction algorithms have been developed for computer vision systems
for tasks like object recognition, image matching, and scene understanding [35]. The
simplified inverse filter tracking (SIFT) algorithm has been identified as the most ef-
fective algorithm for feature point extraction [36]. It is well suited for the application
of a lunar rover, due its invariance to change in illumination, image noise, scaling, ro-
tation, and minor viewpoint differences [35]. The key steps of the algorithm in feature
extraction and stereo matching, as described by Lowe [37], are:

1. Keypoints are identified across stereo images by comparing each pixel with its
neighbouring pixels as shown in figure 2.7.

2. Then, it determines a precise location of the pixel point, refines keypoints by
fitting each keypoint to their model and rejects those with low contrast and
poorly localised feature edges.

3. To ensure its invariance to image rotation while detecting feature points, each
keypoint is assigned several orientations with reference to local image position.

4. Finally, a feature vector descriptor is defined for each refined keypoints, further
utilised for stereo matching between corresponding stereo images.

(A) Epipolar lines in the stereo image pair before (B) Epipolar lines after image rectification. The
rectification, with circular markers indicating fea- lines are approximately parallel, demonstrating
ture matches detected between the left and right successful alignment of the image planes for sim-
images. The non-parallel orientation of the lines plified stereo matching

reflects the un-rectified geometry.

FIGURE 2.6: Feature matching based image rectification results of
stereo images

Epipolar geometry represents a geometric relationship between observed images
with the 3D structure of the target. It combines the 3D points of the object and their
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image projections, enabling a 3D reconstruction of the target object observed from
a multiple viewpoints [38]. Epipolar geometry follows the principle of the pinhole
camera model, resulting in epipolar constraint commonly used in stereo matching
methods [35]. For each feature point, the best matching point candidate is located
in its corresponding epiline. By the means of image rectification, the complexity of
feature correspondence between the stereo images can be reduced, and limiting the
search space to one dimension. Image rectification essentially aligns the left and right
images in a way that the search window is in the same pixel line. This results in a
confined search space and improves the computational time and accuracy of feature
detection.

Figure 2.6 shows the original stereo image pair with epilines, before and after
rectification. The epilines for the rectified images indicate that the epipolar lines
corresponding to each feature are parallel, thus removing the vertical disparity between
the stereo pair.

F1GURE 2.7: Keypoints detected in the contrast-enhanced stereo

image pair using the SIFT (scale-invariant feature transform) algo-

rithm. The detected points represent similar features suitable for
stereo matching and 3D reconstruction.

2.3.4 Stereo matching

To create a dense 3D reconstruction of the target scene, the preferred method for
stereo matching is usually based on correlation between neighbouring pixels. The
SIFT features are used to perform stereo matching, by combining the pixel location
in an image space coordinates system. The OpenCV python package offers an effec-
tive and simple to use stereo matching function: the Semi-Global Block Matching
(SGBM) adapted from Hirschmuller’s [39] stereo processing algorithm [31]. A sliding
search window block computes the similarity between the pixels around the region of
interest. The pixel corresponding to an object point between the stereo image pair
with highest similarity is calculated by pixel-wise matching costs across the region.
This algorithm assumes that the intrinsic and extrinsic orientation of the camera is
known. This method performs effectively with textureless regions, geometric occulta-
tions and radiometric differences in stereo images. Instead of employing a 2D global
cost computation across the entire image, this approach computes it for a single row of



Chapter 2. Methodology 19

pixels, reducing it to a 1D search constraint. Aggregating multiple costs for each pixel
along all paths radiating from the pixel, ensures smoothness of the results along with
preserved local details. Additional smoothness constraints are employed by penalis-
ing the change in disparity between neighbouring pixels. This enforces smoothness by
applying a small penalty for slight disparity changes, and a larger penalty for drastic
disparity changes such as at the object boundaries [39].

2.3.5 3D information extraction

In order to obtain 3D information of the imaged scene, disparity (D) needs to be
calculated for each pixel of the image. The disparity with minimum aggregated cost
is selected to create a dense disparity map. Based on the epipolar geometry, disparity
corresponds to the horizontal shift between matching pixels between the stereo images.
With the help of triangulation, the distance of an object point from the camera is
inversely proportional to the disparity of the object point. This implies that the farther
the object is from the camera, the lower the value of disparity for the corresponding
pixel in stereo images.

Considering a camera with converging optical axis, the depth information of a point
in scene can be calculated with geometric calculation from Goshtasby and Gruver’s
study [17]. Assuming that the focal length (f), baseline length (B), tilt angle of
the left and right mirrors (o), and distance between the camera centre and mirror’s
common axis (d) is known, the depth of the object point (Z) is given as:

/B, B
D — (z;—x,) 2(sin2a4)(1 + cos2ay)

Z = (2.17)

where (27, x,) are coordinates of the point where the principal ray from the origin
of world coordinate system, intersects with the image plane.

This results in the map of depth values at each pixel with world coordinate system.
Equation 2.17 is based on the pin-hole camera model, and computes the geometric
relationship between the stereo camera and the 3D information of the scene observed.

2.3.6 Image post-processing

Inconsistencies and noise in results are inevitable in vision based image processing.
However, the Semi-Global Block Matching (SGBM) algorithm is robust and computa-
tionally efficient in generating disparity maps [31]. Further refinement is necessary to
enhance the quality and reliability of the disparity maps. To achieve a more accurate
and visually coherent disparity map, the SGBM parameters are carefully fine-tuned,
namely:

1. Block Size: Determines the size of the matching window. A larger block size
improves robustness in low-texture regions but may reduce detail. A smaller
block size enhances fine detail but is more sensitive to noise. A block size of
5-11 is typically used for a balance between accuracy and performance.

2. NumDisparities: Defines the range of possible disparities to search. A higher
value increases accuracy but also computational load. It is usually set to a
multiple of 16 to align with hardware optimizations.

3. UniquenessRatio: Controls the uniqueness of the best match. A higher value
increases confidence in the match but may result in missing valid disparities in
inconsistent regions. A typical value is between 5 and 15.
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4. Speckle Filtering Parameters (Speckle WindowSize and SpeckleRange): These
parameters help remove small, noisy regions (speckles) in the disparity map.
A larger window size and range allow for more aggressive filtering, improving
smoothness at the cost of detail. Typical values are 100-200 for window size

and 1 to 4 for range.

By adjusting these parameters based on the specific characteristics such as texture,
lighting, and scene complexity of the stereo image pair, it is possible to significantly
enhance the quality of the disparity map [3].

‘ Input Image ’

‘ Split image into left and right ’

‘ Image pre-processing [CLAHE] ’

‘Keypoint detection [SIFT] and matching [SGBM] ’

‘ Stereo rectification [uncalibrated] ’

‘ Disparity map computation

‘ Refinement and Filtering [fine-tuning parameters|

‘ Depth map generation

[Filtered DEM output}

FiGURE 2.8: Flow diagram representing the stereo image processing
pipeline
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Chapter 3

Experimental Setup

3.1 Breadboarding and Initial Tests

The main design and performance objectives that are realized by the optical design
of the stereo camera are:

1. Achieving stereo imaging capabilities using a single detector, while adhering to
compact size constraints, specifically a 1U form factor with a mass less than
400 g and 1 W power consumption.

2. High-resolution photogrammetric analysis of the immediate lunar surface in
proximity to the lunar lander, achieving a spatial resolution of < 150 microme-
ters per pixel.

3. Obtaining precise depth resolution of up to 1 millimetre to support detailed
surface characterization.

To demonstrate the effectiveness of the designed stereo camera system in generat-
ing accurate stereo images, a stable breadboard plate on a optical bench was used to
construct an experimental camera setup is shown in figure 3.1. The breadboard plate
provide a rigid platform for mounting the optical components, ensuring an accurate
alignment and minimized external vibration of the setup. The imaging system com-
prises of a 3D-printed four-mirror adaptor as the core optical component, designed to
house and precisely align the optical mirrors for accurate redirection of the light path.
Constructed with durable material, the adaptor provides a compact and stable frame,
maintaining its structural integrity [3]. Custom designed to incorporate mount and
compartments, the adaptor securely holds the mirrors in orientation predefined by the
design, and accurately aligns the FOV of the camera. The adaptor integrates a right
angle mirrors prism, featuring reflective coating to both of the legs, redirecting the
incident light at a precise 90° angle. The reflective surfaces, with dimension of 25 mm
x 2bmm each, provides a clear aperture without introducing significant aberrations,
contributing to the high-resolution and compact design of the camera. As first sur-
faces of this optical system, a pair of aluminium coated, 508 mm wide square mirrors
are employed, placed in the corners of the adaptor. Each mirror acts as the first point
of light ray contact for both left and right camera views respectively. These mirrors
exhibit average reflectance in excess of 90% across the 450 nm to 2 pm wavelength
range.

A Cinegon 1.8/16 - ruggedized megapixel lens, with an adjustable aperture rang-
ing from 1.8 - 16), and a focal length of 16 mm is used. The lens is corrected and
broadband-coated for the spectral range of 400nm — 1000 nm (VIS + NIR), making
it suitable for a wide variety of lighting conditions. These components were mounted
securely in front of the entrance pupil of the four-mirror adaptor, allowing for opti-
mal control to adapt the depth of field and light gathering ability in various imaging
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F1GURE 3.1: Image of the experimental setup, illustrating the bread-
boarded optical including the detector, objective lens and four-mirror
adaptor, used for testing the stereo imaging.

conditions. As the imaging sensor, Thorlabs Zelux®) 1.6 MP monochrome CMOS sci-
entific digital camera was employed. Delivering high resolution data capture with its
3.45 pm x 3.45 pm square pixels, this sensor provides a total imaging area of 4.968 mm
x 3.726 mm, ensuring fine detail preservation. With adjustable exposure time in fine
increments of 0.025ms, and a global shutter mechanism, it provides a distortion free
image of fast moving scenes. The sensor is powered via USB, consuming only 1.17 W
under operation, and is designed to function optimally within an ambient temperature
range of 10°C to 40°C. The mirror adaptor is clamped with the help of screws and
the mirror pairs are placed as shown in the figure 3.3. The mounting of the proposed
camera system on top of the rover assumes a canting angle (6) of 20° from the orthog-
onal axis. The camera positioned at a height (H;) of 250 mm above the lunar surface.
This predefined configuration has been replicated in a laboratory setting to simulate
field conditions, as illustrated in figure 3.2.

FIGURE 3.2: Image showing the camera mounted on a simulated rover
setup at a height of 25cm above the surface with a 20° cant angle,
directed toward a basaltic rock sample for stereo imaging.
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Camera parameter Description
Detector Monochrome CMOS
Active Imaging Area 4.968 mm X 3.726 mm
Pixel Size 3.45 pum (square pixel)
Effective Working Distance 260 mm - 310 mm
Effective Focal Length 16 mm
Aperture (f/#) 16
FOV 52mm x 80 mm
Effective Stereo Baseline 116 mm
iFOV 601 urad /px
Magnification 0.063
MTF > 0.45 at Nyquist
Size 120mm x 150 mm
Weight 460 g
Power 1.17TW

TABLE 3.1: Derived camera specifications after the design phase

The controlled laboratory setup ensures an optimal alignment of the components
for the intended FOV calculated with equation 2.3. The cant angle of 20° is consid-
ered an integral parameter to the system’s design. Applying this configuration, the
topmost pixel rows of the detector can image objects up to 266 mm with acceptable
sharpness in front of the rover, as defined in equation 2.13, while the bottommost
pixel rows can image distance up to 311 mm, as defined in equation 2.14. The perfor-
mance requirements necessary for both experimental validation and field application
are realised with this setup.

Prism Mirror

Detector

- B Sliding Mirror Holder

F1GURE 3.3: 3D CAD model depicting the spatial layout of the stereo
camera.
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FI1GURE 3.4: Illustration depicting orientation and coverage of viewing
cone of the stereo camera, when mounted on top of a rover

3.2 Stereo Imaging Results

The stereo imaging process is initialised by capturing a scene, with two separate per-
spectives, simultaneously at different viewing angles. This introduces disparities in
position of the corresponding pixel on an object point, in the left and right images.
This disparity detection is essential in accurate 3D reconstruction and depth estima-
tion of the scene. The disparity map is a greyscale image, where the intensity of
each pixel represents the disparity value between the stereo image pair. Brighter pixel
values corresponds to higher disparity values and vice versa. This indicates that the
object closer to the camera will have brighter pixel values or higher disparity values,
following the triangulation principle mentioned in section 1.6.1.

CMOS Detector [Left
\ Image | | Image

Fi\?ilg V:)f } : [[:H: ‘

Lens

' Four - Mirror
— Object Adapter

FIGURE 3.5: Schematic layout of the camera system, showing the
optical path from the object plane through the lens system to the final
image formation on the detector.
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FIGURE 3.6: Measured field of view for the left and right camera
views, illustrating the horizontal and vertical spatial extent in object
space.

3.3 Disparity Map

Following the implementation of the experimental setup and the feature extraction
procedure described in section 2.3, the resulting depth map is computed to visualize
the spatial relationships of objects in the observed scene, as shown in figure 3.7. Each

pixel in the depth map represents the precise distance of the corresponding object
point from the stereo camera system.
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FIGURE 3.7: Disparity map (left) and corresponding depth map
(right) for 3D reconstruction of the observed lunar regolith simulant
pile shown in figure 2.4.

The construction of the depth map relies on the conversion of disparity values for
each image point into depth measurements. This conversion is achieved through the
utilization of calibrated camera parameters, as determined in section 2.2.2. These
parameters include the tilt angle of the outer mirrors with the optical centre, baseline
distance between the stereo camera pair, and focal length. The mathematical rela-
tionship between disparity and depth is articulated in equation 2.17, which governs
the transformation process. The accuracy of the depth map is heavily dependent on
the precision of the disparity map and the stereo camera’s calibration.
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FIGURE 3.8: 3D surface reconstruction

Areas of low texture or featureless regions within the scene may yield less reliable
disparity values, resulting in artifacts or discontinuities in the depth map. These
limitations are addressed through interpolation techniques and smoothing algorithms,
enhancing the overall coherence of the depth representation.

Leveraging the depth information, a 3D surface elevation model can be con-
structed, which interprets each depth value as an elevation point, effectively creating
a detailed 3D surface as represented in figure 3.8. A clear visualisation of structural
and spatial relationships can be rendered with the help of a smooth connected surface
from the depth information of the object. Alternatively, the data can also be repre-
sented as 3D point cloud, depicting the specific location of each point in the world
coordinate system. The point cloud distribution provides a detailed understanding of
the relationship between the spatial positioning and depth of the object, with respect
to its surroundings [3].

3.4 Experiments and Interpretation

3.4.1 Stereo Anaglyph Visualization

A stereo anaglyph offers another effective approach to stereoscopic visualization by
combining stereo image pairs into a single, cohesive representation, specifically using
red and blue colour channels. The input images undergo rectification to align them
geometrically, ensuring accurate depth encoding. This technique involves superimpos-
ing the red and blue channels from the left and right rectified images, respectively, to
encode depth information based on parallax between the two views [40]. When viewed
through appropriately coloured glasses, this superimposition enables the viewer to per-
ceive depth in the scene. The visual cortex of our brain processes the distinct colour
inputs from both channels, resulting in a three-dimensional impression of the encoded
scene [41].

Anaglyph techniques have been extensively applied in scientific contexts to en-
hance visualization of geological features and texture differences on planetary sur-
faces. For example, during NASA’s Mars Exploration Rover Mission in 2003, such
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methods were utilized to analyse terrain morphology and topographic variations [42].
Furthermore, the Perseverance and Curiosity rovers leverage advanced stereo camera
systems to generate 3D visualizations, including anaglyphs, for examining rock tex-
tures, surface features, and overall environmental assessment. These visualizations not
only aid scientific investigations but also support autonomous navigation on Martian
terrain [3,12].

FIGURE 3.9: Stereo anaglyphs generated using calibrated stereo cam-
era parameters and MATLAB stereo processing toolbox. Red and blue
channels represents left and right camera views.

3D anaglyphs in figure 3.9 were created using the calibration parameters of the
stereo camera. This process involved rectifying the images to align them properly and
then superimposing them through MATLAB-based stereo processing toolbox [43].
The calibration parameters provided key information about the relative positions and
orientations of the left and right cameras, as well as metrics to correct image distortion
caused by the optics. Rectifying the images ensured they were aligned in the same
coordinate system, which made it possible to generate accurate anaglyph images that
maintain depth perception and spatial accuracy |[3].

3.4.2 Angle of repose

Knowledge of the regolith properties is useful for design and planning of in situ re-
source utilization equipments, assistance in sample collection and storage as well as
in preparation of the sampling site [44]. Geotechnical parameters of regolith such as
shear strength, cohesion, bearing capacity, and angle of repose is considered vital for
the development of lunar infrastructure. The stability of features like craters and hills
on the lunar surface can be inferred with an important characteristic called angle of
repose of the surface material. The steepest angle formed by a pile of aggregate before
experiencing failure is defined as an angle of repose [45]. In planetary science, it is
an excellent proxy for particle size, regolith flowability and cohesion of regolith [46].
These properties of the lunar regolith is highly affected by particle size, as the attrac-
tive forces from intermolecular and interatomic surface interaction of particles become
a dominant factor [47].
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To better understand how the angle of repose of lunar regolith is influenced by
these factors, the stereo camera will help to study it with higher accuracy. Combining
it with other geophysical properties, a better understanding of the close range study
site can be obtained. The European Astronaut Centre lunar regolith simulant 1 (EAC-
1A) is utilised for this experiment. With a comparable chemical composition with the
Apollo 17 samples, the EAC-1A samples contains 43.7% of SiOs, 11.9% M gO, 4.2%
(NLLQO + KQO) and 2.4% TiOq [29,48].

The fixed funnel method of measuring static angle of repose was employed, where
a base plate diameter of 37 mm, and a fixed funnel at the height of 50 mm from the
plate is used to gradually pile up the simulant onto the plate. Acquiring a stereo image
pair of the regolith simulant pile in two different perspectives, helps us to validate the
accuracy of the calculated angle of repose geometrically 3.10a, with the one obtained
from the cross-section of the 3D reconstructed image of the target as shown in figure
3.10b. This also helps us to evaluate the measurement accuracy of the stereo image
processing.

angle of repose (0—1): 33.85 degrees
angle of repose (1—-2): 51.72 degrees 0.20
angle of repose (0—3): 50.25 degrees ’

* DEM profile

0.5 1.0 1.5 2.0 2.5 3.0 3.5
Width (cm)

(A) Geometrically calculated angle of repose (B) Angle of repose with respect to base plate, ex-
with respect to base plate using front view tracted from profile of the 3D image
images of the dust pile

FIGURE 3.10: Static angle of repose of for regolith simulant EAC-1A,
extracted via stereo camera

Upon comparing the two resulting angle of repose values, as shown in figure 3.10,
the value extracted from the 3D image profile of about 50.11° with respect to the base
plate, agrees well with the geometric calculated value of angle of repose of 50.25° for
the regolith simulant. Additional information is also obtained from top of the dust
pile, where a secondary angle of repose (denoted by angle between the points 0 and 1
in figure 3.10a) of about 33.85° is observed, pointing towards the cohesive properties
of the material used.

The range of particle size in EAC-1A is 0.02pm - 2000 pm, with lower weight
percentage of the finer particles (1 pm - 0.02 pm) without any significant sphericity [29].
Due to its irregular particle shape, EAC-1A showcase a higher cohesive behaviour,
resulting in increased slope stability with little compaction. As pointed out by Easter
[46] in their study regarding the relation of particle size distribution and the angle
of repose of the lunar regolith simulant, finer particles have a significant effect on
the angle of repose of the sample. This is clearly observed in the experiment results
discussed in this section.
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To further analyse and perform a comparative study on the effects of particle size
distribution on the angle of repose of regolith simulant, NU-LHT-2M lunar highlands
regolith simulant was used for testing [49]. This simulant sample is based on the
chemical composition of samples from Apollo 16’s landing site, containing 46.3% of
Si0sq, 24.7% Al2Os, 5% FeO, 6.8% MgO and 0.10% TiO2 [50]. A similar procedure
was used to measure the angle of repose of the simulant pile. However, due to the
presence of much finer particles, the stereo processing algorithm was not able to
successfully reconstruct a 3D image of the sample. Such result is expected as the
NU-LHT-2M simulant contains particles not greater than 1 mm in size, which is out
of the range of depth resolution of the camera.

3.4.3 Albedo Measurement

A photoclinometric approach is usually employed for surface reconstruction of plane-
tary bodies. Techniques such as SfS (Shape from Shading) or SAfS (Shape and Albedo
from Shading) can generate pixel-level digital elevation models (DEMs) of the plane-
tary surface with high spatial resolution [51]. The quantized measurement registered
at an imaging device is the irradiance values corresponding to the object radiance for
a specific surface orientation and surface material property. Often depicted as gray
levels in an image, the surface properties can be inferred by detail analysis of this in-
formation. With more than one view of the scene and varying illumination conditions,
surface shape and albedo can be computed, with surface photometry, along with the
orientation of the light source and viewing angle of the camera [52]. Such a photo-
metric stereo method generates high quality pixel-level surface elevation products for
planetary surface reconstruction applications [53]. Unlike the traditional photometric
stereo method as introduced by Woodham [54] in 1980, more advanced methods have
been introduced in Yutu-2 rover stereo imaging, for lunar topographic mapping appli-
cations, which involves an integrated lunar reflectance models and a physical sensor
models [53]. This method can generate high-resolution topographic reconstruction
with the help of ground-based images, acquired with a varying illumination environ-
ments. The advantage of using a monocular stereo camera for such application is the
ability to capture the scene with the same viewing condition, but with two different
perspectives. This further helps in extracting the photometric differences between the
stereo pair, simplifying the image processing algorithm. The narrow FOV, and higher
spatial resolution of the proposed camera, will effectively create a stereo image pair
as an input for such techniques.

Photometric stereo processing relies on several critical assumptions to simplify
the computation and make the method more manageable. First, it assumes that the
imaged surface exhibits Lambertian reflectance. This means that the intensity of the
reflected light depends solely on the incident light’s angle and the surface normal,
disregarding any specular reflections [3|. Additionally, the light source is considered
to be a point source located at an infinite distance, which implies that the rays striking
the surface are parallel. Atmospheric scattering is also ignored, and because the images
are captured within a short time span (approximately within ten minutes), the sun’s
altitude angle is assumed to be constant.

Although a minimum of three images is sufficient for computing the surface proper-
ties using this method, at least six images are typically captured to ensure redundancy
and guarantee that nearly every region of the scene is illuminated at least once. The
experimental process is executed in several steps:
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1. Image Acquisition: Multiple images are taken from a fixed camera position while
varying the illumination direction. This multi-view setup is crucial for capturing
different lighting conditions across the surface.

2. Light Source Position Calculation: The direction of the light source is deter-
mined by calculating its position in a Cartesian reference frame. This compu-
tation is based on the time of the image acquisition and the known location of
the camera relative to the sun’s azimuth and altitude angles.

3. Processing Pipeline: The computed light direction information, along with the
multi-illuminated images, is fed into the photometric stereo processing pipeline.
Using the relationship in equation 3.1

I(z,y) = px,y)(L.Nz,y)) (3.1)

where I(x,y) is the intensity at each pixel, p(x,y) is the surface albedo, L =
(Lg, Ly, L) is the light direction vector relative to the camera, and N,y) is
the surface normal at that point, the system extracts both the surface normal
and the reflectance albedo.

To evaluate how illumination source geometry and the effects of shadowed regions
to the results, experiments were conducted on three different types of regolith analogue
surface features: a relatively flat surface with little to no shadowing (3.11a), a piled
material surface with uplifted features that create shadows (3.11b), and a surface with
depressions that cast shadows on the crests (3.11c).

The resulting relative albedo maps shown in figure 3.11, indicate that well-lit
regions tend to have uniform albedo values, as expected for a test surface made of the
same regolith analogue material. However, the resulting maps also reveal inconsistent
results in heavily shadowed areas and for pixels with specular reflections. These
issues suggest that incorporating additional images with varying lighting geometries
and obtaining precise light source data could yield more robust and accurate surface
reconstructions [3].
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F1GURE 3.11: Relative albedo extracted with varying illumination
based photometric stereo method
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3.5 Performance Quantification

3.5.1 Shape Measurement

The accuracy of the 3D reconstructed profile of an object necessitates rigorous veri-
fication. For this purpose, a cylindrical rod with a diameter of 37 mm, covered with
a random speckle pattern, was utilised as a target object shown in figure 3.12. The
speckle pattern comprised dots with sizes ranging from 1 to 2mm. A well-illuminated
image of the decorated rod was captured and subsequently processed using the stereo
reconstruction pipeline. This facilitated the morphological analysis of the curved sur-
face with predefined dimensions and enabled the reconstruction of the profile to assess
measurement accuracy. By geometrically fitting the extracted profile obtained from
the depth map, the diameter of the cylindrical rod was estimated. A comparison
between the reference dimensions and the calculated values provided an estimation of
the relative error in the measurement results.

As illustrated in figure 3.13, a 3D surface representation of the cylindrical rod was
successfully reconstructed, demonstrating a height variation of approximately 1.54 mm
per millimetre of horizontal displacement. These findings validate the efficacy of the
employed 3D shape reconstruction methodology utilizing a stereo camera system.

FiGURE 3.12: Cylindrical rod with speckle pattern used as a target
to extract 3D reconstruction accuracy

For shape measurement context, a quadratic curve fitting method was imple-
mented to retrieve a 2D profile of the object. The shape profile along the line OP
extracted from the depth map, along with the fitted profile is presented in figure 3.13b.
The measurement results are in good agreement to the actual dimensions of the rod,
depicting an accuracy better than the required 1 mm depth resolution, with a mean
error of 423.2 pm relative to the reference values. The radius of the cylinder can be
computed quantitively with the approach mentioned in Luo and Chen’s study [55] of
measuring deformation of curved surface using a stereo vision system, where the equa-
tion of the cylindrical surface is solved, determining both the position of cylinder’s
centreline and the radius of the test object with the help of the camera’s intrinsic and
extrinsic parameters.
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(B) Cross-section profile of the cylindrical sur-
face reconstruction, illustrating the height vari-
(A) Reconstructed profile of the cylinder surface ation across the surface.

FiGUurE 3.13: Reconstructed 3D profile of the cylindrical surface,
showing the spatial distribution of height measurements.

3.5.2 Resolution Test

The resolution of an optical system quantifies its ability to resolve the finest details
in an image and faithfully reproduce them. Several factors, including sensor pixel
size, illumination conditions, and the optical configuration, play critical roles in de-
termining the resolution of an imaging system [3|. Resolution is commonly expressed
in terms of line pairs per millimetre (Ip/mm) combined with the contrast reproducing
capability of the lens system. It can be defined as the ability of the system to resolve
an image of a line pair consisting of alternating black and white squares at a specific
contrast reproduction capability.

The limiting resolution of a camera is governed by the Nyquist criterion and can
be calculated as [56]:

Nyquist Limit[l—p} = (2.P,.1000)~*
mm

where P, represents the pixel size of the sensor in millimetres. This limiting
resolution corresponds to the resolution in the image space (&image). By scaling the
limiting resolution with the system magnification factor (m) as described in equation
2.5, the resolution in the object space ({pject) can be determined. The Nyquist
limit for the camera was determined as 144.9 lp/mm, and the object space resolution
is 9.1351p/mm, translating to a spatial resolution of 54 pm per pixel. The results
effectively exceeds the minimum requirement of 150 pm per pixel spatial resolution.

The contrast limitation of a lens system is a critical factor in determining its
resolution. It is essential to recognize that resolution cannot be meaningfully defined
without reference to a specific contrast level, as the perceived sharpness and clarity
of an image depends on the system’s capacity to distinguish fine details against their
background. The actual resolving power of the imaging system is governed by its
ability to dissolve the space between adjacent details and preserve sufficient contrast
between closely spaced structures. In practice, even when the sensor or imaging
medium possesses a high pixel density, the system may still fail to resolve individual
features if the contrast between them is too low. In such cases, adjacent details may
appear visually merged or indistinct, thereby limiting the effective resolution of the
system [3].
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FI1GURE 3.14: Resolving power of the camera system determined using

a 0.14mm line-pair resolution target (left). The pixel intensity plot

(right) is derived from the cross-section (red line) of enlarged target
image (middle).

To visually assess the image resolution achieved by the proposed camera system,
a straightforward resolution test was conducted using Ronchi ruling targets as shown
in figure 3.14. These targets feature periodic square wave patterns consisting of alter-
nating dark and light lines, with spatial frequencies ranging from 1.5 to 3.57 line pairs
per millimetre (Ip/mm), where one line pair is defined as a single dark and light line.
Such targets are particularly well-suited for evaluating the object space resolution of
optical systems due to their uniform and high-contrast structure, which allows for a
clear determination of the system’s ability to resolve fine spatial details. In this test,
the finest pattern, characterized by a bar interval of 0.14 mm, was selected for detailed
analysis. The contrast of the resulting image was quantitatively evaluated by mea-
suring the pixel intensity values across the pattern, providing a direct assessment of
the system’s contrast transfer capabilities at the highest tested spatial frequency. The
analysis revealed that the system is capable of resolving up to 3.571p/mm in image
space. When converted to spatial resolution in object space, this corresponds to an
effective pixel pitch of 56.69 um per pixel, assuming a known magnification factor of
0.063. This resolution was achieved at a contrast level of 12.8%, which is a meaning-
ful indicator of the system’s performance under real-world imaging conditions. The
results demonstrate that the camera system is capable of resolving fine spatial details
with acceptable contrast, thereby validating its suitability for applications requiring
moderate to high-resolution imaging [3|.

The resolution of an optical system is determined by multiple factors, which in-
clude blur caused by diffraction, optical aberrations, the spatial distribution of object
details, and the sensor’s ability to detect contrast at various levels of detail. Among
these, diffraction-induced blur and aberrations induced from imperfections in the lens
design significantly impact the final image quality. Equally important is the sensor’s
contrast detection capability, which governs how well details of a specific size can be
captured. Modulation Transfer Function (MTF) testing is widely regarded as the
most reliable method for evaluating the resolution of an optical system. Specifically,
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MTF50 testing, often referred to as Spatial Frequency Response (SFR), plays a critical
role in this process. It not only quantifies resolution across varying levels of contrast
but also provides valuable insights into system misalignments, enabling comprehensive
analysis of the system’s performance [57].
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FIGURE 3.15: Test grid used for the slanted edge method to compute
MTF frequencies, with annotated values on the corresponding rectan-
gle edges.

To accurately evaluate the acuity of the camera system, the MTF50 values are com-
puted at the edges of geometrical shapes, particularly rectangles, using the slanted-
edge method. This method is specifically developed to handle images that exhibit
considerable lens distortion [58]. For testing purposes, a grid of rectangles is utilized
as the test chart as shown in figure 3.15. These rectangles are arranged in a regular
pattern at fixed intervals. The test chart is imaged at varying distances ranging from
150 mm to 400 mm from the camera. The open-source tool MTF Mapper is employed
to record spatial frequency data, specifically MTF50 values, at both the centre and
corners of the image plane for each camera view [59|. By implementing performance
measurements using a translating target relative to the camera, this method allows for
determining the most effective position of an object to achieve maximum sharpness
in captured images.

The results, as presented in figure 3.16, indicate that the resolution requirements
of the camera aligns well with the derived working distance. Each rectangle within the
test chart is annotated with specific values that facilitate the assessment of sharpness
across different regions of the image plane.

Spatial Frequency | Simulated Setup | Actual Setup
MTF50 (1p/mm) 56 45.5

TABLE 3.2: Performance comparison between simulated and experi-
mental camera setup
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FI1GURE 3.16: The MTF-50 curve, expressed in object space resolution

as a function of increasing distance from the camera, is shown for both

the centre and the corner of the image. The test chart displayed in
figure 3.15 was used for the MTF50 computation.

Figure 3.16 shows the MTF50 curve with varying working distance. The peak
values of the curve corresponds to the range of position of object with best focus
position and sharpness in the captured images. The red overlay region indicates
the working distance of the camera calculated in equations 2.13, 2.14. This shows
that the camera is able to image objects within the viewing range of the camera, with
acceptable resolution of MTF >0.5 at Nyquist frequency of 144.9 1p/mm. The optimal
object space resolution observed with this resolution test setup lies in the range of
70 pm to 72 pm per pixel within the region of effective working distance, successfully
exceeding the desired spatial resolution requirement for the camera.

Additionally, figure 3.17 delves deeper into the analysis by depicting the MTF50
values across the image plane, divided into meridional and sagittal plots. These vi-
sualizations effectively reveal distinct performance characteristics in each direction.
The sharpness values extracted from edges oriented along radial lines and tangen-
tial edges relative to the centre circle of the image are computed as sagittal MTF50
and meridional MTF50, respectively. This analysis is particularly significant for the
overlapping region of the FOV between the left and right cameras, as highlighted by
the prominent edge visible at the centre of the image. In contrast to conventional
cameras, which rely solely on lens curvature to direct light onto the imaging plane
and often exhibit sharpness values concentrated at the image centre with a gradual
decrease radially outward, this system demonstrates more consistent sharpness across
the entire imaging plane.
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F1GURE 3.17: Plots of MTF50 values across imaging plane, as a func-

tion of distance from the centre of the lens, for both the meridional
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values, while plot rows and columns correspond to actual detector di-
mensions.
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Chapter 4

Discussion

Like any engineering and scientific system, prototype design can not be developed
without any limitations. Several factors affecting the accuracy and reliability of stereo
imaging results must undergo critical evaluation to reveal its effective performance.
This chapter elaborates on a comprehensive discussion on the limitations of the cam-
era, and identifies these factors in order to propose further analysis and refinement
required post prototyping phase. Understanding the limiting constraints of the system
becomes essential to assess its readiness for real mission scenarios, and provide insights
into current performance boundaries. In addition, an outline of future work in terms
of potential design enhancements and extended experimental proposal is presented to
expand the scientific and operational capabilities of the stereo imaging system.

4.1 Limitations

Designing the stereo camera involved balancing several competing factors. To capture
a scene in high resolution, the camera system needs the optical axes of the two cameras
to converge sufficiently so that both cameras overlap on the object of interest, which
is crucial for accurate stereo matching. However, this increased convergence can limit
the wide field of view needed for navigation, especially on landers where a broader
view of the environment is important. Additionally, the camera’s fixed focal length and
aperture restrict its depth of field. This limitation makes it difficult to capture distant
objects with acceptable sharpness or to focus precisely on targets at varying distances.
The initial setup, specifically, the positioning and cant angle of the cameras relative
to the lander, plays a critical role in determining key parameters such as working
distance, FOV, focal length, and baseline length. These specifications are essential
for producing high-quality images and for effective stereo image processing. Further,
the design was constrained by the available optical components. The limitations in
off-the-shelf products, market costs, and the inability to customize components meant
that our choices were limited. This, in turn, affected the achievable spatial resolution
and the overall accuracy of the stereo imaging process [3].

The dimensions of the mirrors and the reflective prism, serving as the inner and
outer mirrors respectively, were computed using a comprehensive geometrical ap-
proach. The height and width of the outer mirrors must precisely align with the
prism’s dimensions so that, when assembled, the path of the light rays is obstructed
by any component. This ensures that the entire set of light rays reflected from the
outer mirrors is efficiently directed onto the inner mirrors, thereby maximizing the
FOV captured at the detector [22]|. In addition, the material properties of the mirror
surfaces play a crucial role in effectively reflecting and directing the light for optimal
imaging performance.

The placement of these reflective components, which is partly determined through
analytical calculations and further refined via geometric optimization, poses significant
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challenges in maintaining the camera system within the prescribed size and weight
requirements. These factors underscore the complex trade-off inherent in designing a
stereo camera system. Balancing image quality, FOV, and practical design constraints
ultimately shapes the final performance and functionality of the stereo imaging system
[3].

The spatial distribution of the Modulation Transfer Function (MTF) across the
image plane as illustrated in figure 3.17, the MTF50 values exhibit a noticeable con-
centration in the lower region of the imaging plane, particularly towards the central
area of the detector. This non-uniform distribution suggests a deviation from ideal
optical performance and highlights a potential misalignment between the reflective
prism and the detector plane. The observed MTF50 contours indicate that the image
formation is not occurring precisely at the intended image plane along the optical
axis. Instead, the image may be forming either in front of or behind the detector,
which results in a degradation of image sharpness and resolution in certain regions
of the FOV. This misalignment may arise from a combination of factors, including
manufacturing tolerances in the prism assembly, mechanical inaccuracies in the de-
tector mounting, or limitations in the optical design that do not fully account for the
angular deviations inherent in stereo imaging configurations. As a result, the system
may struggle to maintain consistent feature matching and depth accuracy across the
entire image, especially in areas where the MTF is lowest. Experimental validation
through iterative alignment and MTF measurement will be essential in achieving a
more uniform and optimal image quality across the entire field of view [3].

Currently, the system employs a monochrome CMOS sensor, which is limited
in its ability to capture a broad range of the light spectrum, as it is not sensitive
to wavelengths outside of the visible range (400 nm—700nm). This constraint means
that imaging in only greyscale results in the loss of chromatic variations and additional
spectral information, which could be critical for surface analysis. Replacing the current
detector with a colour sensor that supports three or more channels would enhance
the information gathered from the scene and provide further insights into surface
properties [60]. Additionally, because the optical design incorporates a coupled set
of square mirrors as the first surface of the lens system, only cropping is observed as
a geometric aberration rather than vignetting. Vignetting typically occurs when the
lens format is smaller than the detector format, whereas cropping happens when the
lens format is larger than the detector format [61]. Nevertheless, since only half of the
detector receives the image of the virtual camera, a subtle interference line appears at
the centre of the detector, where there is an overlap between the left and right images,
resulting in a blurry region. This overlapped region consists of detector pixels that do
not contribute meaningful information to the final image.

Beyond the limitations imposed by the optical design and camera configuration,
the stereo image processing also encounters several bottlenecks, particularly when ap-
plied to single-detector stereo imaging. The initial step in the processing pipeline
is the rectification of the stereo pair [3|. Unlike conventional stereo imaging sys-
tems, which rely on pre-calculated camera intrinsic and extrinsic parameters obtained
through calibration, the proposed stereo system utilizes an uncalibrated stereo recti-
fication method. This feature-based algorithm is generally employed for systems with
non-parallel optical axes, making it heavily dependent on epipolar geometry and the
availability of distinct features within the scene. Although the optical setup in this
system exhibits minimal distortion, enabling effective computation of the fundamen-
tal matrix for image rectification, a more robust approach would involve estimating
the distortion coefficients for each camera separately. Subsequently, the images could
be corrected using the resulting calibration camera matrices to further enhance the
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stereo matching process.

4.1.1 Factors Contributing to Stereo Matching Inaccuracies

Further inaccuracies in depth estimation and 3D reconstruction is provided by follow-
ing source of errors during stereo matching process:

1.

Camera calibration errors: Discrepancies introduced in geometric transforma-
tion due to calibration errors, arising from imprecise measurements. These in-
accuracies ultimately lead to errors in the computed epipolar lines and, conse-
quently, in the matching of corresponding points [3].

. Poor tmage resolution: The spatial resolution of the captured images directly

impacts the stereo matching process. Low-resolution images reduce the amount
of detail available for feature detection, thereby complicating the accurate iden-
tification of corresponding points between the stereo pair. This degradation in
feature quality results in coarser depth estimation results, particularly for scenes
with fine structural details.

. Low-contrast images: Contrast is a critical factor for distinguishing features

within an image. Low-contrast conditions, which may result from improper
illumination, overexposure, or surface properties of the object, compromise the
ability of matching algorithms to detect reliable features. Consequently, low-
contrast images can lead to ambiguous or incorrect feature correspondences,
and ultimately, to inaccurate stereo matching. Additional contrast enhancement
method can help remove such errors [3].

. Limited view overlap: For successful stereo matching, there must be a signif-

icant overlap between the FOV of the two virtual cameras. Insufficient view
overlap restricts the common region, visible in stereo pairs, available for feature
matching, reducing the number of corresponding points and increasing the like-
lihood of feature mismatching. This limitation further add to the challenges of
generating accurate disparity maps.

. Lighting conditions: Variations in lighting conditions such as shadows, glare,

or uneven illumination, can alter the appearance of objects between the two
images. These variations can hinder the consistency of detected features and
distort the appearance of texture, making it difficult for matching algorithms to
correctly identify corresponding points [3].

. Low textured object: Objects with low texture or minimal variation in surface

patterns present a notable challenge during stereo matching. Without sufficient
textural information, traditional matching algorithms struggle to confidently
identify and align features between the stereo images. This lack of distinguish-
able features often results in incorrect or sparse correspondences, thereby affect-
ing the robustness and accuracy of the depth estimation process [3].

Position of mirrors (rotation or misalignment): In optical systems that incor-
porate mirrors, even minor inaccuracies in the placement or orientation of these
mirrors can lead to rotational errors or misalignment in the captured images.
Even slight deviations from the optimal configuration may result in significant
projection distortions, thereby generating false correspondences of epipolar lines
and causing errors when determining corresponding points in the stereo im-
age pair. Since epipolar geometry requires that corresponding object points be
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aligned along the same scanline, any misalignment of the mirrors produces verti-
cal parallax if the mirrors are not maintained parallel to the planes perpendicular
to the respective camera’s optical axis.

Addressing such misalignments is particularly challenging, as the successful op-
eration of the stereo processing pipeline depends on aligning the mirrors with a
minimal toe-in angle to reduce vertical disparity between the stereo pairs. Stereo
matching algorithms are generally designed with the assumption that the ver-
tical disparity is no larger than one pixel; exceeding this threshold introduces
additional complexity in reliably identifying corresponding features between im-
ages.

Designing a camera system, particularly for lunar lander application, dust miti-
gation becomes significant, especially when operating in close range from the lunar
surface. The lunar regolith with fine dust particles are known to interrupt the imaging
capabilities of cameras, while posing serious challenges on its ability to view scenes
clearly. Known for their electrostatic properties and abrasive nature, these particles
can accumulate on optical components, leading to a gradual decline in imaging per-
formance [62,63|. No protective component is taken into consideration at this initial
stage of development of the proposed camera design. The first optical surface are
fully exposed to surrounding dusty environment, allowing contact between dust par-
ticle with the optical components. Accumulation dust particles on camera, especially
over mirrors can heavily introduce stray light interference with the light entering into
the system, degrading the image contrast. With increasing dust build-up, the camera
performance keeps deteriorating. A simple solution would be to use a removable pro-
tective cover for the camera and use it as a shield for dust exposure when the camera
is not operational, slowing down the performance degradation process, ensuring image
quality is maintained for extended durations. Additional mitigation techniques could
be integrated in the design, such as mechanical shutters, self-cleaning coatings, to
provide further protection and reliability of observations.

Achieving microscopic resolution in stereo imaging necessitated a design trade-off,
leading to the selection of a fixed-focus lens. This approach eliminates the need for a
refocusing mechanism, reducing mechanical complexity and ensured a high resolution
imaging results without requiring manual adjustments. This decision ensured con-
sistent imaging quality, especially operating in close-range imaging tasks. Additional
moving components introduce alignment errors, increased calibration needs, and in-
creases bulkiness of the system. For future implementation, this characteristic can
be traded off based on the mission objectives and operational constraints of the cam-
era. The ability to adjust focus could provide a greater flexibility of imaging close
and far range target objects, and also be beneficial for multi purpose operations like
surface mapping and surface characterisation tasks allowing the camera to perform
both microscopic and wide-field imaging without sacrificing resolution, making it more
versatile.

4.2 Extended Analysis and Experimental Proposals

The exploration of lunar regolith through advanced imaging and analysis techniques
offers profound insights into its physical and compositional characteristics. High-
resolution depth information, when effectively integrated into scientific studies, has
the potential to reveal intricate details about the lunar surface, furthering our under-
standing of its evolution and behaviour. This section discusses the properties that
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could be inferred from such data, as well as the broader applications of advanced
imaging technologies in the study of the lunar regolith.

High resolution lander imaging systems can also serve as a surveyor or auditor
for sample collection activities. By combining depth information with high-resolution
imaging, precise location of regions of interest can be assessed, improving the efficiency
and scientific value of sample-return missions. Moreover, the use of a monochrome
detector with colour imaging capabilities adds versatility to the approach. By em-
ploying band-pass filters or post-processing techniques, it becomes possible to extract
spectral information that reveals compositional diversity [60|, further enhancing the
scientific utility of such imaging system [3].

The photometric parameters of the lunar surface derived from a high-resolution
stereo camera, such as albedo, bidirectional reflectance distribution functions (BRDF),
and topographical features, provide essential ground truth data for radiative transfer
modelling of lunar remote-sensing data [64]. These parameters quantitatively describe
how the lunar surface reflects, absorbs, and scatters incident sunlight. By accurately
measuring these properties in situ using stereo imaging, reliable baseline values can
be established against which the radiative transfer models used to interpret orbital
observations are calibrated [7].

Radiative transfer models simulate the complex interaction between solar radiation
and the regolith, including effects such as multiple scattering, absorption by surface
materials, and thermal emission. When these models are constrained with ground
truth photometric data, the resulting simulations more accurately represent the lunar
surface’s physical and compositional characteristics [64,65]. This improved accuracy is
critical because it enhances the interpretation of remote-sensing images, such as those
provided by instruments aboard lunar orbiters, and leads to a better understanding
of key parameters like surface composition, roughness, and thermal inertia |3,66].

An interesting extension of the current imaging capabilities would be to acquire
panchromatic imaging at night. By integrating an LED illumination setup similar to
the setup of MasCam camera on board the MASCOT mission, the system can actively
illuminate the lunar surface, especially when ambient light is unavailable [67]. In this
approach, LED arrays emitting at specific wavelengths, 470 nm (blue), 530 nm (green),
640 nm (red), and 805nm (NIR), cab be employed to sequentially light up the target
area with monochromatic light. Individual images captured under each wavelength
are then digitally merged to form a comprehensive panchromatic image.

This methods poses several advantages over conventional imaging conditions. First,
active illumination ensures that high-resolution images can be obtained regardless of
the solar cycle or natural light conditions, which is particularly important for night-
time imaging. Second, by using different spectral bands, the process enhances the
detection of subtle surface features and material variations that might be invisible
under broad-spectrum or low-light conditions. This multispectral illumination also
improves image contrast and resolution, allowing for more accurate assessments of
the lunar surface properties. Such detailed imagery can be critical for refining pho-
tometric models, supporting the radiative transfer analysis of orbital remote-sensing
data, and ultimately providing ground truth for calibrating these models [3].

4.2.1 Soil Mechanics Experiment

Soil mechanics experiments aimed at understanding wheel-soil interaction are essen-
tial for ensuring the efficiency and reliability of robotic exploration on lunar terrain.
Lunar regolith, with its unique geo-mechanical properties, poses specific challenges
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for mobility systems, making it vital to analyse parameters such as particle size dis-
tribution, density, porosity, cohesion, adhesion, and the angle of internal friction [68|.
These properties have been extensively studied through manned lunar missions, au-
tonomous expeditions, and laboratory experiments using lunar soil samples returned
to Earth [3,69].

High resolution 3D reconstruction employs detailed visualisation of these inter-
actions. By simulating these interaction, detailed insights can be extracted about
surrounding soil deformation, and help investigate the sinkage, load-bearing capacity
and traction performance of the regolith under the wheels. Previously performed ex-
periments by Viking Lander’s trench-digging, and the Sojourner rover’s wheel dynam-
ics observations, established relationship between soil parameters like soil cohesion,
friction angles from captured the behaviour of soil-wheel interaction. The patterns of
soil compaction, particle displacement, sinkage depth and steepness of imprint wall,
can be visualised to enable estimation of critical parameters of lunar regolith [68].
Such experiments are performed based on terramechanics theory, improving the pre-
diction of wheel slippage, energy consumption, and terrain traversability, ultimately
enhancing robotic exploration capabilities. By observing soil imprints created during
experiments, researchers can assess porosity, density variations, and shear behaviour.
This non-invasive technique eliminates the need for physical soil sampling, making it
invaluable for extraterrestrial missions where resources and mobility are limited [3,70].

4.2.2 Regolith Characterisation

A comprehensive lunar regolith characterisation can be exploited with a high-resolution
stereo imaging system. This could be of particular interest for geological investiga-
tion and mission planning, to extract detailed depth information obtained by such
stereo systems, and carry out qualitative assessment of various properties of the lunar
regolith such as:

1. Micro-roughness: One of the key properties that can be derived from high-
resolution depth data is micro-roughness, which reveals the fine-scale texture
of the regolith surface. In essence, surface roughness captures the variations in
topography over a given horizontal distance, or baseline, and is closely tied to
geomorphological processes [3]. Previous studies have measured lunar surface
roughness at scales ranging from kilometres down to meters, and these inves-
tigations have shown that roughness characteristics are highly scale-dependent,
with different behaviours and distributions appearing at different scales. Accu-
rately measuring surface roughness at the millimetre level could provide valu-
able insights into how the lunar surface interacts with environmental factors
such as micrometeorite impacts, solar wind exposure, and variations in grain
size and cohesive strength [71|. For example, detailed measurements at this
scale could improve our understanding of how the regolith responds to impact
events and weathering processes, which is critical for both scientific research and
practical applications like lander design and in-situ resource utilization. Recent
work at the Chang’e-4 landing site, where stereo images were processed using
photogrammetric and photoclinometric methods, has successfully produced dig-
ital elevation models with centimetre-scale resolution [14|. Similar analytical
approaches could be extended to the high-resolution stereo images produced
by the proposed imaging system, enabling even finer-scale mapping of micro-
roughness. This, in turn, would enhance our ability to characterize the lunar
surface in detail, supporting more informed geological investigations and mission
planning.
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2. Grain angularity: Another significant aspect is grain angularity, a parameter
that describes the sharpness or roundness of regolith particles. Reconstructing
3D shapes of these particles is an effective way to assess their mechanical prop-
erties [72]. Evaluating grain angularity reveals critical information about the
history of surface processes, including mechanical abrasion, impact fragmenta-
tion, and erosional dynamics |73]. Moreover, the 3D shape of a particle provides
important insights into the overall mechanical behaviour of the regolith. Par-
ticle shapes significantly influence the regolith’s mechanical strength, the angle
of repose, and the compacting density, as well as its adherence tendency. In
this context, the detailed study of the 3D shapes of lunar regolith particles,
conducted using samples from the Apollo missions, has proven essential for un-
derstanding these properties [72|. Accurate characterization of grain angularity
and particle shape is therefore vital for understanding regolith transport mech-
anisms and for evaluating the mechanical properties of lunar soil, particularly
in applications related to in-situ resource utilization (ISRU) and the design of
surface mobility systems.

3. Grain size distribution: The grain size distribution of the regolith is a property
that can be derived from depth-resolved imaging. This distribution is essen-
tial for interpreting the regolith’s porosity, compaction, and bulk behaviour.
Moreover, grain size plays a pivotal role in thermal and electrical conductiv-
ity, influencing the regolith’s suitability for scientific instruments or engineering
applications. Two-dimensional texture and three-dimensional structure of the
regolith particles captured with the high spatial resolution stereo imager, can
reveal granular features and size distribution across region of interest. Com-
puting detailed characterisation of fine-scale surface roughness and particle size
distribution is demonstrated, at the Chang’e-4 landing site using Digital Terrain
Model from rover collected stereo images [71]|. Furthermore, when the grain size
data obtained from stereo imaging is combined with heat conductivity models
and thermal inertia measurements, it becomes possible to derive precise esti-
mates of the regolith’s grain size. This approach is supported by the study of
Gundlach and Blum [74] in 2013, which showed how thermal inertia measure-
ments can be effectively used to infer grain size characteristics.

4. Surface albedo: Topographic information can be retrieved using reflectance mod-
els through the technique of photometric stereo, a method first introduced by
Heipke [75] in 1993. This approach not only allows for detailed mapping of
surface geometries but also aids in the assessment of surface albedo. Surface
albedo, defined as the regolith’s reflectivity, is closely linked to the mineral
composition and grain properties of the lunar surface. Variations in albedo of-
ten signal changes in regolith maturity and may reveal unique surface features,
such as impact melts, which are critical for understanding the Moon’s geological
history and current state. For instance, in the context of albedo mapping, pho-
tometric parameters derived from stereo imaging can help evaluate the intrinsic
reflectance properties of the surface from additional factors like topographic
shading and viewing geometry. This approach has been demonstrated in Ne-
fian’s [76] work on photometric lunar surface reconstruction, where ground truth
measurements facilitated the creation of large-scale albedo maps at resolutions
as fine as 10 meters per pixel [3].

Recent advancements in photoclinometric surface reconstruction techniques for
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lunar applications have introduced methods such as Shape-and-Albedo-from-
Shading (SAfS) to retrieve topographic information, as demonstrated in Chung
Liu’s study [51]. While SAfS is highly efficient for reconstructing small-scale
surface features even in low textured regions, its accuracy tends to diminish when
applied to larger scales. To overcome this limitation, a combined approach that
integrates stereo photogrammetry with SAfS processing could be implemented.

This hybrid technique leverages the strengths of both methods, using stereo
photogrammetry to capture larger-scale topographic variations and SAfS to re-
fine small-scale details, resulting in robust surface reconstruction even in condi-
tions of low illumination and where surface texture is limited as demonstrated
by photogrammetric and photometric method of stereo image processing with
Yutu-2 rover images [53|. Additional benefits arise from utilizing multiple im-
ages captured from different viewing geometries and under varying directional
illuminations. This extra information further enhances and achieve more reli-
able reconstruction by helping to resolve ambiguities in shading and improving
the overall photometric correction [3].

5. Maturity: Regolith maturation refers to the process by which freshly formed lu-
nar soil is progressively modified through the combined effects of micrometeoroid
impacts and continuous exposure to solar and cosmic charged particles [77]. This
process leads to several notable changes in both the physical and chemical prop-
erties of the regolith. For instance, the mean particle size tends to decrease as
continual impacts break down the grains, creating finer fragments. At the same
time, the regolith becomes enriched with elements originating from the solar
wind, such as hydrogen, helium, carbon, and nitrogen [78|. Additional aspect of
regolith maturation is the frequent bombardment by micrometeoroids increases
the concentration of specific elements associated with these impacts [79]. An-
other important change during maturation is the enhanced formation of a nano
phase iron (np-Fe) metal layer on the surface of regolith particles, significantly
altering its optical properties [80]. This feature, along with the development of
agglutinate particles, small fragments that have fused together during impact
events, plays a critical role in altering the mechanical and chemical behaviour of
the lunar soil. As these processes progress, the overall reflectivity of the regolith
decreases, leading to a lower surface albedo [81]. Concurrent with the darkening
of the surface, the spectral properties of the regolith change, typically exhibiting
a reddening effect that serves as an indicator of the extent of space weathering
and regolith maturity.

Together, these modifications detected with high resolution depth information,
could not only provide valuable insights into the space weathering process but
also enhance our understanding of lunar regolith’s evolving physical and optical
properties [3].

In summary, high-resolution depth information and advanced imaging techniques,
such as monochromatic stereo imaging, open new avenues for characterizing lunar
regolith properties. These capabilities provide deeper insights into micro-roughness,
grain angularity, grain size distribution, surface albedo, and maturity, while also sup-
porting practical applications in exploration and resource assessment. As lunar mis-
sions advance, these approaches will undoubtedly play an integral role in enhancing
our understanding of the Moon’s surface and enabling future scientific and engineering
endeavours [3].
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Chapter 5

Conclusion

5.1 Summary of Findings

This stereo camera design for prototyping in a experimental lab setup demon-
strate high-resolution stereo imaging capabilities, and accurately generates depth
data. Through a careful selection process and trade-off analysis between cost-
effectiveness, compactness and imaging performance, the camera system employs a
single monochrome CMOS detector along with a four-mirror adaptor optical configu-
ration. This configuration was specifically designed to meet the predefined engineering
requirements for future integration on a lunar rover mission. Tested under a simulated
rover mounting breadboard setup, the stereo camera successfully acquires a stereo im-
age pair and performs stereo matching processes based on effective computer vision
algorithms. The camera was able to extract 3D information of the close range objects,
where its capabilities of high resolution imaging and object recognition in a controlled
environment is validated. The imaging performance and accuracy of the resulting
stereo images were cross-validated through resolution tests, optical simulations and
shape measurement experiments using a reference object with know dimensions.

The resulting spatial resolution of the camera was measured at 54 pm per pixel,
with the stereo baseline length of 116 mm, an instantaneous field of view of 601 prad
per pixel and MTF > 0.45 at Nyquist frequency, exceeding the desired spatial resolu-
tion for the intended application. Additionally, the size, weight and power requirement
for the system were well within the acceptable range, making it a viable candidate for
integration into a lunar rover platform.

To further demonstrate the scientific applicability of the stereo imaging system,
experiments were conducted to extract the static angle of repose of regolith simulant
EAC-1A and NU-LHT-2M, as well as the relative surface albedo through a photomet-
ric stereo method. These experiments provided valuable insights into the physical and
optical properties of lunar regolith analogues. Additionally, the 3D information was
visualized using an anaglyph technique, offering an intuitive and effective method for
depth perception and terrain interpretation [3].

5.2 Contributions to the Field

This project contributes to the planetary exploration missions and its advanced imag-
ing system design proposal, by introducing a compact, cost-effective, and high perfor-
mance stereo imager suitable for close range lunar surface analysis. The innovative
use of four-mirror optical configuration and a monochrome CMOS sensor represents
a novel approach to achieve high spatial resolution while maintaining low power con-
sumption and space requirements, making it a suitable choice for smaller size lander
missions applications. It contributes to an in depth understanding of lunar regolith
properties and enhances the scientific analysis of its geo-mechanical behaviour. With
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its versatile visualization techniques, such as the use of 3D anaglyphs, it provides a
practical and user-friendly way to interpret depth data, which can be particularly
useful for mission operators and scientists analysing terrain data in real time. The
effective use of COTS components used for this project, demonstrates a fast, and prac-
tical prototyping approach which is essential for iterative optimisation of an imaging
system design.

5.3 Future Directions

While a promising performance was demonstrated by the prototype stereo camera in
a laboratory and simulated environment, further developments and refinement in sev-
eral design areas remain unexplored. Additional experiments and evaluation needed
towards the operational readiness of the prototype design includes:

1. Integration with Machine Learning: Future work focusing on developing and
optimisation of the stereo processing pipeline by means of an advanced ma-
chine learning algorithms trained on existing stereo images dataset such as the
Polar Optical Lunar Analogue Reconstruction (POLAR) dataset, or the PO-
LAR Traverse Dataset provided by NASA Ames Research Center can be carried
out [82,83].

2. Dust Mitigation Strategies: Dust accumulation on the camera’s optical compo-
nents poses a key challenge for the imaging system in dusty lunar environment.
Protective and self cleaning mechanisms, or active dust removal techniques must
be further explored for long-term operational performance in harsh lunar envi-
ronments.

3. Environmental Robustness: Further experiments considering a realistic opera-
tional conditions, the camera systems must be tested for extreme temperature
variations, vibrational effects from a mobile rover and radiation exposure.

4. Scalability and Adaptability: Evaluation related to scalability of the system de-
sign to other terrestrial missions, such as for Mars or asteroids, with similar
imaging and terrain analysis capabilities may be required.

5.4 Closing Remarks

In conclusion, the stereo camera prototype developed in this project represents a sig-
nificant advancement in the field of planetary imaging and scientific data collection.
By combining high-resolution imaging, compact design, and robust performance, the
system supports both operational and scientific objectives in lunar surface exploration.
The successful extraction of 3D terrain data and regolith properties demonstrates the
system’s potential for real-world applications in future lunar missions. As planetary
exploration continues to evolve, the integration of advanced imaging technologies such
as the one presented here will play a crucial role in enabling in-situ resource utilisa-
tion, scientific observations, as well as analysis and interaction with terrestrial envi-
ronments. This work lays a solid foundation for further development and application
of stereo imaging systems in the context of space exploration [3].
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