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optimale Strukturdimensionierung. In der vorliegenden Arbeit wird der Einfluss einer instationär 
nichtlinearen aerodynamischen Modellierung im Vergleich zu einer zeitlinearisierten 
aerodynamischen Modellierung auf die Berechnung von Böenantworten in verschiedenen 
transsonischen Strömungen untersucht. Die Antworten werden dabei auf Basis der instationären 
Reynolds-gemittelten Navier-Stokes Gleichungen (URANS) im Zeitbereich sowohl für eine 2D-
Profilkonfiguration, als auch für eine Transportflugzeugkonfiguration berechnet. 
Es zeigt sich, dass es drei grundlegend verschiedene nichtlineare Antworttypen gibt, die 
entweder einen geringeren, einen höheren oder einen gleichbleibenden  maximalen 
Auftriebsbeiwert im Vergleich zu den zeitlinearisierten Berechnungen ergeben. Diese 
nichtlinearen Antworttypen können jeweils auf spezifische Veränderungen im instationären 
Strömungsfeld zurückgeführt werden. Die Analysen lassen weiterhin vermuten, dass die 
stationäre Auftriebspolare, bzw. der konkrete Verlauf des stationären Auftriebsderivatives, als 
Indikator für das Auftreten des jeweiligen Antworttyps dienen könnte. 
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The design of a transport aircraft configuration requires, among others, gust load computations 
for optimal structural sizing. The present work analyzes the influence of an unsteady nonlinear 
aerodynamic modeling in comparison to a time-linearized aerodynamic modeling on the 
computation of transonic gust responses. The time-domain simulations are based on the 
unsteady Reynolds-averaged Navier-Stokes equations (URANS) and are carried out for an airfoil 
configuration as well as for a transport aircraft configuration.  
Based on the investigations, three types of nonlinear lift responses are identified, that lead to 
either a lower, higher or similar peak lift value compared to a time-linearized computation. Each 
of these types is caused by specific changes in the unsteady flow field. Moreover, the results 
indicate that the steady lift polar, or more specifically, the distinct trend of the lift curve slope, 
might serve as an indicator for the occurrence of the respective response type.  
The reported nonlinear effects from purely aerodynamic simulations can also be found for 
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Abstract
The design of a transport aircraft configuration requires a variety of load computations
for optimal structural sizing. Certification specifications demand, e.g., the computation
of gust encounters with different amplitudes at transonic cruise speeds. Due to the large
number of necessary computations, frequency-based methods are state-of-the-art in an
industrial context. However, these time-linearized methods are strictly valid only for
excitations with very small amplitudes. In order to enable an accurate load prediction
also for large-amplitude excitations, computed results are partially corrected, e.g., on the
basis of wind tunnel data. For optimizing an aircraft’s sizing even further and more
automated, a more accurate, i.e., unsteady nonlinear, load prediction for excitations with
large amplitudes is required.

The present work analyzes the influence of an unsteady nonlinear aerodynamic modeling
in comparison to a time-linearized aerodynamic modeling on the computation of tran-
sonic gust responses. The time-domain simulations are based on the unsteady Reynolds-
averaged Navier-Stokes equations (URANS) and are carried out for an airfoil configura-
tion as well as for a transport aircraft configuration. Sinusoidal, as well as ”1-cos” gusts,
are used for the excitation. Gust lengths and gust amplitudes are varied. Gust encounters
take place under different transonic steady conditions, in order to assess the influence of
the steady base flow field. Finally, the impact of the observed aerodynamic nonlinearities
is analyzed also for a flexible model of the transport aircraft configuration.

Based on these investigations, three types of nonlinear lift responses are identified:

− Nonlinear lift responses of type A lead to a lower peak lift coefficient prediction
than time-linearized computations. Shock-induced flow separation dominates the
unsteady flow here.

− Nonlinear lift responses of type B correspond to higher peak lift values than the
prediction by the time-linearized method. These responses involve a significant
topological change in the flow field without significant separation.

− Nonlinear lift responses of type C mark the transition between types A and B and
correspond to comparable peak lift values for time-linearized and nonlinear com-
putations, even though the underlying unsteady flows differ fundamentally.

The results indicate that the steady lift polar, or more specifically, the distinct trend of the
lift curve slope, might serve as an indicator for the occurrence of the respective response
type: If the steady angle of attack is lower than the angle of attack at which the maximum
of the lift curve slope is expected, the time-linearized method might underestimate or
overestimate the actually occurring, nonlinear maximum value. If the steady angle of at-
tack is larger, only conservative loads can be expected using the time-linearized method.
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Zusammenfassung
Die Auslegung einer Transportflugzeugkonfiguration bedarf einer Vielzahl an Lasten-
rechnungen für eine optimale Strukturdimensionierung. Die Zulassungsvorschriften ver-
langen dabei unter anderem die Berechnung von Böen mit verschiedenen Amplituden bei
transsonischen Reisefluggeschwindigkeiten. Um die Vielzahl an Böenlastberechnungen
durchführen zu können, werden im industriellen Kontext standardmäßig frequenzbasier-
te Verfahren eingesetzt. Diese zeitlinearisierten Methoden sind streng genommen jedoch
nur bei sehr kleinen instationären Störungen gültig. Für eine möglichst genaue Lastvor-
hersage auch bei großen Amplituden werden die berechneten Ergebnisse daher bspw. auf
der Basis von Messdaten aus Windkanalversuchen korrigiert. Um die Strukturdimensio-
nierung jedoch weitergehend und möglichst automatisiert zu optimieren, sind genauere,
d.h. instationär nichtlineare, Lastberechnungen bei Anregungen mit großen Amplituden
notwendig.

In der vorliegenden Arbeit wird deshalb der Einfluss einer instationär nichtlinearen aero-
dynamischen Modellierung im Vergleich zu einer zeitlinearisierten aerodynamischen Mo-
dellierung auf die Berechnung von Böenantworten in verschiedenen transsonischen Strö-
mungen untersucht. Die Antworten werden dabei auf Basis der instationären Reynolds-
gemittelten Navier-Stokes Gleichungen (URANS) im Zeitbereich sowohl für eine 2D-Pro-
filkonfiguration, als auch für eine Transportflugzeugkonfiguration berechnet. Sinusför-
mige Böen wie auch ”1-cos”-Böen werden zur Anregung genutzt, Böenamplituden und
Böenlängen werden jeweils über einen weiten Wertebereich variiert. Die Böentreffer er-
folgen bei verschiedenen Strömungszuständen, um auch den Einfluss der stationären
Grundströmung zu analysieren. Die Auswirkungen der beobachteten aerodynamischen
Nichtlinearitäten werden abschließend auch für ein flexibles Modell der Transportflug-
zeugkonfiguration untersucht.

Es zeigt sich, dass es bezogen auf den maximal auftretenden Auftriebsbeiwert drei grund-
legend verschiedene nichtlineare Antworttypen gibt:

− Nichtlineare Auftriebsantworten des Typs A führen nichtlinear gerechnet zu einem
geringeren maximalen Auftriebsbeiwert als die zeitlinearisierte Berechnung. Der
Grund dafür sind starke stoß-induzierte Strömungsablösungen, die die instationäre
Strömung dominieren.

− Nichtlineare Auftriebsantworten des Typs B ergeben einen höheren Maximalwert
als die zeitlinearisierte Methode vorhersagt. Diese Art der Antworten tritt für Strö-
mungen auf, die durch die externe Anregung eine signifikante topologische Ände-
rung des Strömungsfeldes, jedoch ohne signifikante Strömungsablösung, erfahren.
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− Nichtlineare Auftriebsantworten des Typs C kennzeichnen den Übergang zwischen
Typ A und B und resultieren in vergleichbaren Werten für den maximalen Auf-
triebsbeiwert, obwohl sich die instationären Strömungsfelder grundlegend vonein-
ander unterscheiden.

Die Analysen lassen vermuten, dass die stationäre Auftriebspolare, bzw. der konkrete
Verlauf des stationären Auftriebsderivatives, als Indikator für das Auftreten des jeweili-
gen Antworttyps dienen könnte. Ist der stationäre Anstellwinkel kleiner als der Winkel,
bei dem das Maximum des stationären Auftriebsderivatives zu erwarten ist, kann die
zeitlinearisierte Methode den tatsächlich auftretenden, nichtlinearen Maximalwert über-
oder unterschätzen. Ist der stationäre Anstellwinkel größer, sind vermutlich ausschließ-
lich konservative Lastvorhersagen mit den zeitlinearisierten Verfahren zu erwarten.
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1 Introduction

1.1 Motivation

The European Commission has set the ambitious goal of reducing the net emissions of
greenhouse gases down to the value of zero by the year 2050, making Europe the first
climate-neutral continent on earth (”European Green Deal” [1]). To reach this goal, the
energy requirements of future aircraft need to be halved. Therefore, aircraft design needs
to be further optimized to the limits of what is physically possible while maintaining the
necessary safety factors prescribed by the regulations.

Optimizing aircraft sizing to obtain the lowest structural mass is one possibility for di-
rectly reducing fuel consumption. The concept of the so-called ”Energy-efficient air-
craft” is, e.g., addressed in the current aviation strategy of the German Aerospace Cen-
ter (DLR) [2]. Identifying potential structural savings demands a more accurate knowl-
edge of an aircraft’s peak loads than available today [3].

The ”Certification Specifications for Large Aeroplanes” (CS-25) [4] define the scope of
load computations that need to be carried out to design and certify a new transport air-
craft configuration. Among others, maneuver, ground, and gust load computations must
be considered. Discrete ”1-cos” gust encounters must be computed with various gust
lengths and small to large gust amplitudes to prove the structural stability of all aircraft
components. Especially the estimation of peak internal loads is crucial for an appropri-
ate structural sizing [5]. However, the certification specifications do not specify which
level of physical modeling accuracy needs to be satisfied by the numerical methods. On
the one hand, load analysis needs to be conservative with respect to the certification. On
the other hand, aircraft manufacturers want to ensure that the aircraft does not become
unnecessarily heavy. These two main requirements need to be balanced for a proper
load computation and hence define the choice of an appropriate computational method.
A recent study shows the influence that a nonlinear aerodynamic modeling has on the
computation of internal (gust) loads on an aircraft configuration with a high aspect ratio
wing [6]. Dynamic CFD-based gust loads show a considerable effect on the sizing loads of
the wing, especially for the transonic cruise load case. A potential-theory-based method
predicts significantly lower internal loads here.

Since the 1970s, potential-theory-based methods have been used as cornerstones in aero-
dynamic modeling in the aircraft industry, where one of them is the unsteady linear
Doublet-Lattice method (DLM) [7]. Though the method does not include effects of vis-
cosity, recompression shocks, or the wing thickness, its low computational cost and its
robustness lead to a key role in an aircraft’s design and certification process for several
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1 INTRODUCTION

decades. Moreover, at least some of the method’s deficiencies can be eliminated easily
using one of numerous DLM-corrections [8–15]. While increasing accuracy, the short
computational time is preserved, which is of paramount importance during an industrial
design process.

Lately, the increase in computational power has facilitated the application of the so-
called linear frequency domain (LFD) solvers [16] in industry [17, 18]. They solve the
time-linearized Reynolds-averaged Navier-Stokes (RANS) equations and include addi-
tional physical effects compared to the DLM, such as nonlinearities of the steady base
flow which are introduced, e.g., by a transonic flow field. Still, the results of these time-
linearized methods are independent of the excitation amplitude, which makes them phys-
ically correct only for excitations with very small amplitudes. Computed results are there-
fore corrected, e.g., on the basis of measurement data from wind tunnel tests, in order to
enable an accurate load prediction.

However, the demand for a more lightweight aircraft structure increases the need for
an improved prediction accuracy for large-amplitude excitations [3]. Today’s standard
computational fluid dynamics (CFD) solvers, based on the unsteady RANS (URANS)
equations, incorporate unsteady nonlinear aerodynamic effects, but seem prohibitive for
an industrial application with respect to computational time and robustness. Moreover,
since appropriate numerical methods in combination with sufficiently increased compu-
tational power only became available in the last decade, there is only little investigated
on the influence of an unsteady nonlinear aerodynamic modeling in transonic flows up
to the present day. Recent publications indicate a significant impact on computed peak
loads when unsteady nonlinear aerodynamic methods instead of time-linearized meth-
ods are used [6,19–21]. However, comprehensive studies on the underlying aerodynamic
effects are missing. Experimental data does not seem to be available at all, to the best
of the author’s knowledge. Therefore, the current thesis will analyze the impact of an
unsteady nonlinear aerodynamic modeling in transonic flows for large-amplitude gust
excitations and identify nonlinear effects in aerodynamic and aeroelastic gust responses.

1.2 Hypotheses

Large-amplitude gust encounters introduce nonlinear effects in the resulting responses [6,
19, 20, 22, 23]. The current understanding, and therefore the main hypothesis of this
work, is that these nonlinear effects mainly result from unsteady shock-induced flow
separation. It is assumed that this flow separation leads to an early breakdown in the lift’s
response to a gust and, therefore, to a lower value for the maximum lift when nonlinear
instead of time-linearized methods are used for the computations. This hypothesis will
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1.3 Objectives and Overview of this Thesis

be scrutinized in this work, together with the following additional hypotheses, to get a
deeper insight:

− A. Unsteady nonlinear effects get stronger with increasing Mach number and de-
creasing excitation frequency.

− B. Similar basic nonlinear aerodynamic effects can be observed for a two-
dimensional airfoil and a transport aircraft configuration.

− C. Specific aerodynamic stages for the response of the lift coefficient over time can
be identified for a discrete gust encounter of a transport aircraft configuration.

− D. For a large-amplitude gust encounter of a two-dimensional airfoil in transonic
flow, the maximum dynamic lift might result in larger values than the maximum
static lift, implying a dynamic overshoot.

− E. The difference between time-linearized and nonlinear peak lift response is larger
for purely aerodynamic simulations than for fluid-structure coupled simulations.

− F. The ”critical gust length” depends on the excitation amplitude.

For context on the hypotheses, see Chapter 2, ”Fundamentals and State-of-the-Art”.

1.3 Objectives and Overview of this Thesis

This thesis will give insight into governing physical effects that arise when unsteady
nonlinear aerodynamic models are used for the computation of large-amplitude gust re-
sponses. It gives orientation on steady base flow conditions and levels of excitation that
might lead to specific nonlinear effects in the responses.

For this purpose, the thesis is structured as follows: Chapter 2 introduces the physical
background of steady and unsteady aerodynamics that is necessary to interpret the final
results. Different computational methods for unsteady aerodynamics are described, and
the basics of gust analysis in the context of aircraft design are explained. In this chap-
ter, the technical principles are explained, as well as the relevant current state-of-the-art,
which provides the context for the above-mentioned hypotheses.

Chapter 3 presents the basic fluid mechanics equations together with details on the dif-
ferent turbulence models that are used. Moreover, the aeroelastic equations of motion are
introduced, as well as the force summation method for the calculation of the final inter-
nal loads. Gust signals are described that are used for the excitation of the respective flow
fields. Then, the numerical framework is introduced, which is used for the unsteady aero-
dynamic and aeroelastic computations. Finally, details are given on the post-processing
of the responses.

Chapter 4 introduces models and test cases for the configurations considered: the two-
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1 INTRODUCTION

dimensional airfoil ”RAE2822” and the transport aircraft configuration ”NASA Common
Research Model (CRM)”.

Chapter 5 and Chapter 6 introduce the results of the computations and an in-depth anal-
ysis of observed nonlinear effects. The main hypothesis and the additional hypotheses
A – D will be investigated in Chapter 5. Purely aerodynamic results are analyzed with a
first focus on monofrequent excitations of the flow field and the corresponding responses
for the airfoil and the transport aircraft configuration. Basic nonlinear aerodynamic ef-
fects in the global lift response are worked out, and their connection to specific features in
the steady and unsteady pressure distribution is shown. The aerodynamic responses to
discrete, i.e., broadband, ”1-cos” gusts are subsequently analyzed for the same nonlinear
aerodynamic effects and specific stages in the nonlinear lift response are derived.

Aeroelastic gust responses are treated in Chapter 6, investigating hypotheses E and F. Un-
steady nonlinear responses of the wing root bending moment and corresponding critical
gust lengths are analyzed. Differences and analogies between aerodynamic and aeroelas-
tic lift responses conclude this chapter.

Chapter 7 summarizes the main findings and the responses to the hypotheses. It relates
the findings to the current state-of-the-art. A final assessment of the findings from this
work, including the implications for future work, is formulated in Chapter 8.

Additional information is presented in the Appendices A and B.

Remark
Note that some of the results are already published in the following two journal publica-
tions:

− [24] Friedewald, D.: Numerical Simulations on Unsteady Nonlinear Transonic Air-
foil Flow. Aerospace, Vol. 8, No. 1, Art. 7, 2021, https://doi.org/10.3390/
aerospace8010007

− [25] Friedewald, D.: Large-Amplitude Gusts on the NASA Common Research
Model. Journal of Aircraft, Vol. 60, No. 6, pp. 1901–1916, 2023, https://doi.
org/10.2514/1.C037198
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2 Fundamentals and State-of-the-Art
This chapter introduces the fundamentals of steady and unsteady aerodynamics that are
relevant to understand the following work. Different computational methods for un-
steady aerodynamics are described together with their ability to model different physical
effects. Finally, some background information on the computation of gusts in the context
of aircraft design is presented.

2.1 Steady Aerodynamics

Airfoil Flow

This section first gathers the fundamentals for steady airfoil flows as it forms the basis
for the investigations in this thesis. Trends from common aerodynamic textbooks, such
as Anderson [26], Leishman [27], or Vos and Farokhi [28], are illustrated below using
steady RANS-based simulation results of a NACA0012 at fully turbulent conditions for
a Reynolds number of Re = 6. 5 × 106. Steady lift polars and lift curve slopes for dif-
ferent Mach numbers are shown in Fig. 2.1 and typical polar trends can be observed:
Increasing the Mach number of the flow decreases the steady maximum lift CMax

L and
increases the lift curve slope ∂CL/∂α in the linear part of the polar. Independently of the
Mach number, there is a linear range of the lift polar at low angles of attack, followed
by a nonlinear range at higher steady angles of attack. The lower the Mach number,
the bigger the linear angle-of-attack range. For low Mach numbers, the linear lift curve
slope can be approximated reasonably well by ∂CL/∂α ≈ 2π/β, which corresponds to
the slope for incompressible flow, 2π, multiplied by Glauert’s compressibility correction

(a) Lift polars (b) Lift slopes

Fig. 2.1: Exemplary steady lift data for a NACA0012 airfoil
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2 FUNDAMENTALS AND STATE-OF-THE-ART

factor 1/β = 1/
√

1 − Ma2 [29], where Ma denotes the Mach number. For higher Mach
numbers, however, this approximation does not agree well anymore due to viscous ef-
fects, compare the curves, e.g., for Mach 0.70.

Linear and nonlinear parts of the lift polar can be attributed to different flow fields, which
are illustrated exemplarily in Fig. 2.2 and Fig. 2.3 for the NACA0012 at Mach 0.70. At
lower angles of attack, the flow is fully subsonic, i.e. the minimum pressure is below the
critical pressure value and, hence, Mach < 1 in the flow field (α = 0. 5 deg). Moreover, the
flow is completely attached. With an increasing angle of attack, the flow is accelerated
on the upper side of the airfoil, and supersonic velocities are locally reached, which are
terminated by a recompression shock (α = 2. 0 deg). Transonic flow conditions have de-
veloped, however, the flow is still fully attached. The shock position shifts downstream
with a further increasing angle of attack, shock strength grows, and shock-induced sep-
aration finally starts to occur (α = 4. 0 deg). The flow can reattach at moderate angles
of attack, as only a small separation bubble is present downstream of the shock. With

(a) Attached Flow, α = 0. 5 deg (b) Attached Flow, α = 2. 0 deg

(c) Pre-Stall, α = 4. 0 deg (d) Stall, α = 8. 0 deg

Fig. 2.2: Flow fields for a NACA0012 at Mach 0.70
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2.1 Steady Aerodynamics

(a) Pressure coefficients with detected shocks (b) Skin friction coefficients

Fig. 2.3: Surface pressure and skin friction distribution for a NACA0012 at Mach 0.70

further increasing angle of attack, the size of the separation bubble grows until, at some
point, the shock position starts to shift upstream again. At slightly higher angles of attack,
first, the maximum steady lift is reached and second, the flow becomes fully separated
behind the shock. A significant decrease of the lift can be observed. At this point, the flow
is fully stalled (α = 8. 0 deg). It can be expected, that the linearity of the lift polar is lost,
when recompression shocks are developed, as can, e.g., be derived by data from Nitzsche
et al. [30].

In the surface solutions of the simulations, a shock is detected if the pressure coefficient
on the surface of the airfoil is lower than the isentropic critical pressure value cp,crit, i.e.,
the local Mach number is higher than 1.0. In this case, the x-position of the maximum
pressure gradient is defined to be the shock position. Separation is detected if the x-
component of the skin friction vector c f x is lower than zero.

Fig. 2.4 illustrates shock formation and separation patterns for different Mach numbers.
It becomes clear that shock-induced separation dominates for Mach 0.70 and does also

(a) Mach 0.30 (b) Mach 0.50 (c) Mach 0.70

Fig. 2.4: Formation of shocks and separation patterns for a NACA0012 at Re = 6. 5 × 106
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Fig. 2.5: Classification of steady airfoil flow

exist for Mach 0.30. For the latter, however, trailing edge separation is the dominating
separation mechanism for these specific conditions. Moreover, the supersonic region only
develops in a very narrow region close to the leading edge (x/c < 2%) and does not shift
significantly further downstream. For Mach numbers in between, e.g., Mach 0.50, both
types of separation play a significant role. Note that the specific separation behavior
differs depending on the airfoil and the flow conditions. Various stall types are defined
in literature [28, 31, 32].

For medium to high Mach numbers, the shock position shifts downstream with increas-
ing angle of attack, but only up to a certain point. For larger angles of attack, a so-called
”inverse shock motion” is established, i.e., the shock shifts upstream with increasing an-
gle of attack. This behavior was observed in experiments by Pearcey in 1959 [33] and,
e.g., by McDevitt and Okuno in 1985 [34]. This range of increasingly upstream shock po-
sitions is often associated with the range of potential shock buffet [30, 34], i.e., a global
aerodynamic instability [35–37].

Finally, Fig. 2.5 summarizes the current understanding of the general properties for
steady airfoil flow as described above. In this work, three stages in an airfoil’s lift po-
lar are distinguished: Attached Flow, Pre-Stall, and Stall.
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2.2 Unsteady Nonlinear Aerodynamics

Flow on Transport Aircraft Configurations

The general physical trends that are described above for airfoil configurations also ap-
ply to the wings of transport aircraft configurations. However, the additional spanwise
component of the flow introduces a smearing of the local effects so that the trends in the
resulting global forces and coefficients are smoothened compared to the two-dimensional
cases.

The series of AIAA’s Drag Prediction Workshop in the last two decades shows a
significant increase in the modeling quality of RANS-based CFD solvers in the past
decades, when it comes to the prediction of aircraft configurations at cruise flight con-
ditions [38, 39]. Already in the 2010s, the aircraft industry states that ”CFD is widely
developed for the cruise design regime” [40]. However, it ”still faces essential challenges
towards the borders of the flight envelope” [40]. Flow conditions including significant
flow separation, still pose a major challenge in the predictive capabilities of full aircraft
configurations [41].

Among other things, the extent of a potentially existing side-of-body (SOB) separation
at the wing-fuselage junction is under discussion, as various publications show [42–45].
This SOB can be very large in numerical simulations under certain conditions, but it is
probably overestimated. Reliable experimental data to validate the numerical models for
this effect hardly exist so far.

2.2 Unsteady Nonlinear Aerodynamics

Subsonic Flow

Unsteady nonlinear effects in subsonic flows are investigated intensively since the end of
the 1960s. The term ”dynamic stall” is closely connected with the rotary-wing commu-
nity. It describes ”an unsteady aerodynamic phenomenon resulting from the combina-
tion of high angles of attack and a rapid angle of attack change of a lifting surface during
which the flow separates” [46]. This phenomenon has already been known for a relatively
long time, but is still not entirely understood, as there are too many influencing variables.
Among others, McCroskey et al. [32], Leishman [27], Choudhry et al. [47] and Gardner et
al. [46] provide a comprehensive overview of this topic. The term ”dynamic overshoot” is
often used in the field of helicopter dynamic stall [32] and describes a dynamic exceeding
of the steady maximum lift. Related physical mechanisms are discussed in detail in Er-
icsson and Reding [48]: dynamic effects lead to a more stable boundary layer, and so the
onset of flow separation is delayed. In consequence, the instantaneous dynamic lift can
reach higher values than the static maximum. Additionally, a leading-edge vortex (”Dy-
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2 FUNDAMENTALS AND STATE-OF-THE-ART

namic Stall Vortex”, DSV) might occur, so the dynamic maximum lift might be increased
even more.

For subsonic flows, this correlation seems to be generally accepted. For shock-induced
dynamic stall, which occurs at higher Mach numbers, the DSV seems to play a secondary
role if any at all: Based on wind tunnel tests, Liiva [49] showed, that the occurrence of
a recompression shock changes the unsteady flow dynamics fundamentally compared to
subsonic flows. There is no sudden separation at the leading edge, but separation takes
place behind the recompression shock. Visbal [50] confirms these findings, stating that
for high Mach numbers, the ”dynamic stall process is controlled by the shock/boundary-
layer interaction rather than by the formation of a leading-edge vortex”. There seems to
be a consensus, however, that the effect of the Mach number on the process of dynamic
stall is not well understood and requires more investigation [47, 51]. Especially the exis-
tence of dynamic overshoots in transonic flow is not yet sufficiently investigated. One of
the very early dynamic stall publications is even questioning their existence [52].

At the end of the 2010s, Mallik and Raveh [22] report RANS-based gust responses in
subsonic flows at low and high angles of attack for a NACA0012 airfoil and a High-
Altitude Long-Endurance (HALE) configuration. They point out the importance of the
steady-state flow field: at high angles of attack (i.e., close to the onset of steady stall
conditions) short gusts can induce significantly higher loads than at lower angles of attack
due to the formation of a DSV. By adding a very flexible structural model, the authors
observe that the effect for the peak responses might be reversed if the first elastic mode
interacts with the flow separation and the arising DSV.

Though physics-based empirical models exist for the prediction of unsteady nonlinear
subsonic flow (so-called ”Dynamic Stall models”, e.g. [53–55]) it seems to be an open
question if such models for large-amplitude excitations can be developed in a general
formulation also for unsteady nonlinear transonic flows. A theoretical framework based
on physical correlations is currently not available for this type of flow.

Transonic Flow, Early Findings

A comprehensive overview of unsteady linear transonic aerodynamics on different air-
foils is given by Tijdeman in 1977 [56]. Based on experiments on a thin, conven-
tional NACA64A006 airfoil with harmonic flap oscillations and a supercritical pitching
NLR7301 airfoil he categorized three basic types of unsteady shock motion and identified
the shock strength as the key parameter in the dynamic system. It is emphasized that an
oscillating recompression shock does not imply an unsteady nonlinear response per se,
as all unsteady responses resulted in a linear behavior. Pitching amplitudes up to 0.5 deg
at Mach 0.70 were tested.
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In 1981, Dowell et al. [57] showed first numerical results on amplitude nonlinearities
in unsteady transonic airfoil flows using LTRAN2 (low frequency, transonic small dis-
turbance procedure). Numerical solutions were evaluated for a pitching NACA64A006
airfoil at several transonic Mach numbers. One of the findings was a frequency- and
amplitude-dependent boundary between linear and nonlinear aerodynamic behavior
with the term ”nonlinear” referring to a 5% deviation from the linear pitching moment
derivative. It was shown that this boundary corresponds to a motion of the computed
recompression shock of about 5% over the airfoil’s chord. Moreover, it was found that
nonlinear effects decrease with increasing excitation frequency and that the inflow Mach
number changes the linear/nonlinear boundary.

McCroskey summarizes the main findings from numerical and experimental studies at
the beginning of the 1980s [58] and illustrates different ”unsteady flow regimes for a
transonic airfoil”. The range of nonlinear responses is expected for low to medium ex-
citation frequencies, where possibly large shock motions occur. Once the shock motion
is small enough, only linear responses are triggered. McCroskey suggests using different
numerical methods for different frequency ranges to compute responses as accurately as
necessary but at the same time as fast as possible.

Besides these early findings, deeper insight into unsteady nonlinear transonic flow could
not be expected at that time since neither experimental data nor reliable numerical data
were available. More accurate analysis and prediction of unsteady transonic flows re-
quired more mature numerical methods together with an increase in computational
power.

Transonic Flow, Modern Literature

Numerical studies on amplitude effects in transonic flows are a rather young field of re-
search: It took until the 2010s that studies based on URANS simulations emerged, which
dealt with transonic large-amplitude gust excitations, see [6, 19–21, 23, 59, 60]. Most of
these studies focus on the resulting loads and only marginally on the aerodynamics in-
volved. Mainly complex three-dimensional aeroelastic configurations are analyzed dur-
ing ”1-cos” gust encounters, probably since the CS-25 demands these broadband exci-
tations. There seems to be a consensus that responses to long ”1-cos” gusts are more
affected by amplitude effects than responses to short gusts.

High-fidelity gust encounter simulations, including structural coupling and flight me-
chanics modeling are carried out by Reimer et al. [21]. It is shown that the purely aero-
dynamic response leads to the highest peak loads, whereas the integration of additional
disciplines leads to a loads reduction in any case. Moreover, the applied DLM-based pro-
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cess produces higher loads than the CFD-based process, emphasizing the importance of
viscous effects in transonic and subsonic flows.

A quasi-steady doublet-lattice correction method is applied to gust encounter simulations
by Friedewald et al. [23]. A swept wing and a rigid transport aircraft configuration are
subjected to ”1-cos” gusts of different lengths and amplitudes. It is found that the normal-
ized peak lift coefficient decreases with increasing excitation amplitude, corresponding to
a significantly altered frequency response spectrum. The nonlinear responses are induced
by flow separation, whose effects cannot be modeled by the doublet-lattice correction.

Amplitude effects on an aeroelastic transport aircraft configuration are investigated by
Kaiser et al. [19]. The data suggest that there seems to be no clear trend concerning the
peak load estimation for this configuration: Depending on gust length and amplitude,
the application of a nonlinear aerodynamic method can either lead to a decrease or an
increase in the computed peak loads in comparison to a time-linearized method. It is
shown that both minimum and maximum wing bending moments are affected, as well as
the computed torsional moments. It remains an open question what causes these different
trends and to what extent this can be generalized. However, there are indications that
the correct modeling of the shock motion plays an important role in the computation of
large-amplitude excitations and that this motion cannot be correctly modeled using the
LFD [19, 59]. URANS-based time-marching methods produce superior results here.

The influence of different turbulence models on large-amplitude gust responses is studied
by Feldwisch [20]. Though their different separation characteristics affect the range of
responses for the excited structural frequencies, general trends with respect to peak load
prediction are comparable between the models.

Experiments on Large-Amplitude Gust Encounters in Transonic Flows

Experimental data for gust responses in subsonic and transonic flow only seems to be
available for small-amplitude excitations, as the literature survey from 2017 by Lancelot
et al. [61] shows. Between 1966 and 2017, 21 different gust generators have been built
worldwide, where only five of them operate in transonic conditions. An additional setup
for transonic gust studies was recently published [62]. All of the experiments show the
same characteristics: None of the built gust generators significantly exceeds gust-induced
angles of attack of more than one degree. Moreover, the implementation of a distinct gust
velocity profile in the wind tunnel seems to be a major challenge, independently of the
gust generator concept.
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2.3 Computational Methods for Unsteady Aerodynamics

One of the first analytical solution for the flow around a harmonically oscillating airfoil
was found by Theodorsen and Mutchler [63], who solved this problem for an inviscid,
incompressible two-dimensional flow under the assumption of small disturbances. Their
frequency-domain approach can be transformed into time-domain, resulting in the for-
mulations established by Wagner [64] for responses to a step change in the angle of at-
tack. A decade later, Küssner [65] and Sears [66, 67] formulated analytical solutions for
responses to harmonic gust disturbances in time- and frequency-domain, respectively.
Still, these are valid only for the assumptions of inviscid and incompressible thin-airfoil
flow and small disturbances.

Generally speaking, in these simplified types of flows, unsteady effects cause an ampli-
tude reduction and a phase lag of the response compared to their quasi-steady counter-
parts for low- to moderate excitation frequencies. Besides the frequency of the excitation,
only the type of motion (e.g., heave or pitch) or the external disturbance (e.g., gust) influ-
ences the response.

An important parameter in the description of unsteady aerodynamics is the so-called ”re-
duced frequency” k, which serves as a dimensionless quantity and is defined as follows

k =
2π f lre f

U∞
. (2.1)

The freestream velocity is denoted by U∞, the excitation frequency by f , and a character-
istic length of the configuration by lre f . Note that some publications use only half of the
characteristic length for the definition of the reduced frequency, which is not the case in
this work.

For realistic flow conditions during flight, however, effects of compressibility and vis-
cosity must be taken into account, as well as the realistic geometry, including the exact
airfoil shape. With increasing physical insight, mathematical knowledge, and computa-
tional power, a variety of computational methods for fluid dynamics have been devel-
oped over the last century. In the 1970s, e.g. the Doublet-Lattice method (DLM) was
developed [7, 68], and facilitated the computation of unsteady three-dimensional com-
pressible flows. Though the geometric representation of the lifting surfaces in this panel
method is still very simple, and viscosity is not taken into account, the method computes
responses to harmonic excitations very fast, robust, and at the same time reasonably ac-
curate for subsonic flows. Furthermore, since it is a method based on potential theory,
it is capable of predicting only time-linearized responses. Naturally, this method has its
deficiencies when it comes to the prediction of transonic or even separated flows. Nu-
merous DLM-correction methods [8–15] based on experimental or numerical data were
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developed to overcome these shortcomings, however, none of them can fully eliminate
them.

Since the 1990s, solvers based on RANS-equations emerged, which can model the ef-
fects of viscosity and compressibility and are therefore well-suited for the computation
of transonic flows at complex configurations. Linear and nonlinear steady and unsteady
phenomena can be modeled with these type of solvers. Their biggest disadvantage is the
need for large computational power. For this reason, unsteady time-marching computa-
tions on a larger scale have only been feasible since the 2010s. However, this improved
model fidelity now provides physical insight complementary to experimental data from
wind tunnel tests. Consequently, modern aircraft design includes numerous steady and
unsteady numerical calculations in addition to conventional wind tunnel tests. Due to
the increased confidence in these methods, it is even considered to reduce the number
of flight tests during the certification process and replace them with numerical simula-
tions [69].

From a modeling perspective, the conditions of a fully attached flow can be satisfactorily
modeled using a steady RANS approach. Different turbulence models result in almost
identical solutions for the linear part of the polar. Differences only start to occur with
the onset of flow separation, see e.g. [30], and none of the models is exclusively superior.
However, unsteady RANS simulations seem to be capable of capturing main flow fea-
tures of unsteady separated flows, as comparative studies to more expensive numerical
approaches show [70,71]. Especially the turbulence model of Spalart and Allmaras [72] is
widely used in aircraft aerodynamics. Though it is based on only one equation for turbu-
lent closure, it predicts the flow physics at the design point of a typical transport aircraft
configuration with good agreement to experimental data [38]. Even in off-design condi-
tions, it reproduces some of the main features of transonic separated flows in reasonable
agreement to experiments [36]. Though validation data for large-amplitude excitations
in transonic flow is missing, wind tunnel data for small-amplitude gust responses can
be used to validate numerical methods within the given scope. This was, e.g., done suc-
cessfully for a gust experiment in the transonic wind tunnel Göttingen (DNW-TWG) by
Neumann and Mai [73]. Steady and unsteady features of the flow are well captured,
though it needed a complex numerical setup.

Striving for reduced computational costs while keeping the effects of steady nonlinear-
ities as, e.g., recompression shocks, linear frequency domain (LFD) solvers matured in
the 2010s, that allow solving the time-linearized RANS equations for their first harmonic
small-disturbance solution. These solvers are applied, e.g., for CFD-based flutter compu-
tations [74], or the prediction of gust loads [19,75,76]. They even start to replace potential-
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theory-based load computations in the industrial context [17] due to their increase in ac-
curacy but comparably short computational times. Moreover, these solvers are quite ro-
bust, especially in comparison to URANS-based time-marching methods. However, due
to their time-linearized formulation these solvers have their shortcomings when it comes
to the computation of responses to large-amplitude excitations. Kaiser et al. [19] show
that the unsteady motion of the transonic recompression shock and the changes in shock
strength are not modeled correctly for large-amplitude responses.

Summing up, numerical simulations have reached a status in the last decade that allows
for conducting ”numerical experiments”: reliable and accurate methods are available to
gain physical insight in phenomena, which might be difficult to obtain under wind tunnel
or flight test conditions.

2.4 Gusts for Aircraft Design

General Background

Gusts are atmospheric motions that induce a disturbed velocity field. As a result, they
cause altered aerodynamics and, thus, altered loads on the aircraft. The aircraft’s re-
sponse to a gust results in a compensatory flight dynamics motion, as well as in al-
tered stresses and strains in the structure. The first NACA report from 1915 already
addresses this topic and describes an analytical approach to calculating any gust loads
on the aircraft [77]. Since then, there has been a continuous development of the certifi-
cation regulations, both in the definition of gusts, as well as in the models and methods
used to calculate the loads. Detailed descriptions of the relevant history can be found
in Donely (1949) [78], Houbolt (1973) [79], Etkin (1981) [80], Hoblit (1988) [5], Murrow
et al. (1989) [81], Barnes (1990) [82], and Fuller (1995 and 1997) [83, 84]. The current re-
quirements for calculating gust loads on transport aircraft were established in the year
1996 [84]. At the same time, the regulations of the European and American certification
authorities were harmonized [82]. The current certification specifications for large trans-
port aircraft distinguish between two types of atmospheric disturbances: discrete gust
design criteria are listed in CS 25.341 (a) and continuous turbulence design criteria are
described in CS 25.341 (b). For both types, internal loads and stresses need to be com-
puted, taking into account all relevant disciplines: flight dynamics, structural dynamics,
unsteady aerodynamics, and, if existent, also control system dynamics. Active control
systems are standard in modern transport aircraft, including systems for gust load reduc-
tion, see [85, 86] for more detailed information on this topic.
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Discrete Gust Encounters as demanded by CS-25

In this thesis, the focus is on discrete gust encounters as one possibility of atmospheric
disturbances. The respective ”Certification Specifications for Large Aeroplanes” (CS-25)
demand that a ”sufficient number of gust gradient distances” is considered for the certifi-
cation of a transport aircraft configuration, see CS 25.341 ”Gust and turbulence loads” [4].
The discrete gust profile that needs to be considered has a ”1-cos” shape and the actual
gust velocity WG is defined by

WG(x) =


ŴG

2

(
1 − cos

(
πH−1tU∞

))
for 0 ≤ t ≤ (2H/U∞)

0 else.
(2.2)

The gust gradient H corresponds to half the gust length, LG, and it is defined in parallel to
the airplane’s flight path. It ranges between 9 m and at least 107 m. Longer gust gradients
are requested if 12. 5 · cMAC > 107. 0 m. However, no specific reference value for the
maximum gust gradient is given that needs to be covered beyond H = 107. 0 m.

The amplitude of the gust velocity ŴG (in ”Equivalent Airspeed”, EAS) is calculated by

ŴG = Ure f Fg

(
H

107

)1/6

(2.3)

with H in m.

The reference velocity Ure f is prescribed in EAS by CS-25 [4] and depends on the altitude
and the selected design velocity, see Fig. 2.6. The different design speeds of an aircraft are
described by VB as design speed for maximum gust intensity, VC as design cruise speed,
and VD as design dive speed [4]. The flight profile alleviation factor, Fg, varies linearly
between 0 and 1, depending on the aircraft’s weight, its maximum operating altitude,
and the flight altitude. Table 2.1 highlights typical aircraft data following Jenkins [87],

Fig. 2.6: Reference gust velocity Ure f Fig. 2.7: Flight profile alleviation factor Fg
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2.4 Gusts for Aircraft Design

Table 2.1: Dimensions and weights for different Airbus aircraft [87]

Airbus aircraft A320 A330 A380

cMAC 4. 29 m 7. 26 m 12. 02 m

max. operating altitude 11 280 m 11 890 m 13 100 m
max. landing weight 64 500 kg 177 190 kg 381 000 kg
max. zero fuel weight 60 500 kg 165 142 kg 356 000 kg
max. take-off weight 73 500 kg 230 000 kg 540 000 kg

Fg at sea level 0.84 0.79 0.83

allowing the determination of the specific factor Fg. Results for three exemplary aircraft
types, representing a short, medium and long range aircraft, are shown in Fig. 2.7. The
CS-25 demand the computation of vertical and lateral gusts. In this thesis, only vertical
gusts are considered.

Gathering the above real-world aircraft data, typical gust lengths and amplitudes can
be derived, which serve as an orientation for the parameter space that is investigated
in this thesis. Typical gust lengths result in LG/cMAC ≈ 1. 5 to LG/cMAC ≈ 50. Max-
imal certification-relevant gust amplitudes at an altitude of 10 km are in the order of
ŴG ≈ 15. 0 m/s in true air speed (TAS).

Critical Gust Length in Aeroelastic Responses

In a time-linearized and purely aerodynamic system, it can be expected that larger exci-
tation amplitudes lead to higher peak lift values. Similarly, longer gusts induce higher
peak lift values than shorter gusts. These effects can be observed in the time-linearized
aerodynamic results, independently of the configuration or flow condition considered.
There is no restoring mechanism in a linear aerodynamic system as long as the steady
base flow corresponds to attached flow conditions. For a fluid-structure coupled system,
however, the time-linearized responses show decreasing peak values for gusts beyond a
certain length as the structural forces counteract the aerodynamic forces. This effect is
mainly caused by the reaction of the rigid-body modes of the aircraft to the gust excita-
tion, as described in Hoblit [5]. The gust length for maximum peak forces or moments
is usually referred to as ”critical gust”, ”tuned gust”, or ”worst-case gust”. It is a key
parameter during the load computation in aircraft design.

Due to the complexity of the aeroelastic system, it is not straightforward to estimate the
critical gust length for a specific quantity of interest, not even for a time-linearized sys-
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tem. Several methods exist to predict critical gust lengths for a given configuration at
specific flight conditions, e.g., [88–90]. Ideally, these methods aim for the smallest possi-
ble number of computations. In an industrial context, a Monte Carlo search seems to be
common practice [88].

One of the simplest methods to estimate a critical load factor for a specific aircraft de-
sign is the so-called ”Pratt method” [91], which is also applied for the certification of
smaller aircraft configurations in CS-23 [92]. It assumes a single critical gust length of
LG = 25 cMAC, which is a value that can be tracked back to in-flight measurements on
aircraft configurations by the NACA (National Advisory Committee for Aeronautics) in
the 1940s [78]. Flomenhoft recapitulates in 1994: ”[It is] based on oscillograph recordings
of gust loads, from which it was noted by the NACA that the maximum gust loads in the
records tended to rise to a peak in 10 chord lengths traveled.” [93]. While in the 1940s, the
gust’s shape was assumed to be triangular, and the critical gust length was assumed to
be ten chord lengths, the gust model was changed to a ”more rational discrete gust” [93]
in the 1950s: An equivalent 12.5-chord gust gradient (gust length of LG = 25 cMAC) ex-
changed the 10-chord linear ramp for the critical analysis. Historical details can be found
in the reviews by Murrow, Pratt, and Houbolt [81] and Fuller [83].
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The first part of this chapter addresses the field of fluid mechanics and introduces the ba-
sic sets of equations, followed by a description of the fluid-structure coupled, i.e., aeroe-
lastic, system. Applied gust signals are defined, and the framework for the numerical
simulations is described. The chapter ends with some details on the post-processing of
the response signals.

3.1 Fundamental Equations of Fluid Mechanics

In this section, the fundamental equations of fluid mechanics are examined as they are
presented in [94, 95]. All fluid mechanics equations of motion are based on the princi-
ple of conservation. Mass, momentum, and energy properties are considered in a closed
control volume. All kinds of flow can then be characterized by the transport of these vari-
ables over the boundaries of the specific control volume (flux), the impact of internal and
external forces on the control volume, and any additional sources and sinks. Convective
fluxes are proportional to the flow velocity, diffusive fluxes depend on a specific gradient.
In the following, the conservation equations will be written in their differential form for
three-dimensional cartesian coordinates, i.e. the indices i and j equal 1,2,3 and Einstein’s
summation convention is valid.

Mass conservation
The formulation of the mass conservation leads to

∂ρ

∂t
+

∂ (ρui)

∂xi
= 0, (3.1)

with the density ρ, the time t, the velocity vector ui = (u1,u2,u3) = (u,v,w) and the carte-
sian coordinates xi = (x1,x2,x3) = (x,y,z). In a closed control volume without any sources
or sinks, mass can neither be developed nor destroyed.

Momentum conservation
The conservation of momentum in the absence of any body- or volume forces (such as,
e.g., gravitational forces or centrifugal forces) can be formulated as

∂(ρui)

∂t
+

∂(ρuiuj)

∂xj
=

∂τij

∂xj
− ∂p

∂xi
. (3.2)

The aerodynamic forces that are considered in this thesis arise either from pressures p
or from (viscous) shear stresses τ acting on a specific surface. Therefore, the total stress
tensor σij results in

σij = −pδij + τij, (3.3)
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with δij as Kronecker delta. Due to the conservation of angular momentum, the stress
tensor is assumed to be symmetric σ = σT. Moreover, for a Newtonian fluid, the viscous
stresses are proportional to the strain rate, with the dynamic viscosity µ as the propor-
tionality factor

τij = 2µSij −
2
3

µ
∂uj

∂xj
δij. (3.4)

The tensor of the strain rate Sij takes the form

Sij =
1
2

(
∂ui

∂xj
−

∂uj

∂xi

)
. (3.5)

Conservation of Energy
The total energy E is calculated by the sum of the inner energy e and the kinetic energy of
the fluid

E = e +
|ui|2

2
. (3.6)

In the absence of any heat sources, the conservation of the total energy E can be formu-
lated as

∂ρE
∂t

+
∂(ρujH)

∂xj
=

∂(uiτij)

∂xj
+

∂

∂xj

(
k

∂T
∂xj

)
, (3.7)

with the thermal conductivity coefficient k and the absolute static temperature T. The
total enthalpy H is defined by

H = E +
p
ρ
= h +

|ui|2
2

(3.8)

with h as the inner enthalpy. Additionally to the five Navier-Stokes equations (3.1), (3.2),
(3.7), two thermodynamic equations are needed to solve for the seven unknown flow field
variables ρ, u, v, w, E, p and T. Both equations are based on the assumption of an ideal
gas: the equation of state

p = ρRT (3.9)

and the definition of the inner energy

e = cvT. (3.10)

The specific gas constant for air is R = 287. 05 J
kg K and cv denotes the heat capacity at

constant volume (isochoric condition).

3.2 Turbulence Modeling: RANS approach

Having introduced the fundamental equations of fluid mechanics, the focus shall now
be on the modeling of turbulent flows, for which different approaches exist, such as the
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Direct Numerical Simulation (DNS) or the Large-Eddy Simulation (LES), see e.g. [94]. For
most of the practical applications, knowledge of the time-averaged values of the different
flow variables are sufficient. Hence, the currently most widespread approach is based on
turbulence modeling using the RANS equations. The difficulty of this approach is the
appropriate formulation of the unknown Reynolds stresses, as will be shown later on.

Reynolds averaging
Following the theory of Reynolds, every flow variable (such as the pressure p) can be split
up into a time-averaged value p and a fluctuation p′ about it

p(xi,t) = p(xi) + p′(xi,t). (3.11)

The mean values for statistically steady flow are defined as

p(xi) = lim
T→∞

1
T

∫ t+T

t
p(xi,t) dt (3.12)

where t denotes the time and T the averaging interval, see Fig. 3.1(a). For statistically
unsteady flow, time-averaging can not be applied, but an ensemble average needs to be
used

p(xi,t) = lim
N→∞

1
N

N

∑
n=1

pn(xi,t), (3.13)

with N as the number of repetitions, see Fig. 3.1(b). N needs to be large enough in order
to eliminate the influence of the turbulent fluctuations.

Favre averaging
For flows without a constant density throughout the flow field a density-weighted aver-
aging (Favre averaging) should be carried out for some of the flow quantities instead of
a Reynolds averaging. The Favre decomposition, e.g., for the flow velocity, consists of a

(a) Time averaging for steady flow (b) Ensemble averaging for unsteady flow

Fig. 3.1: Averaging for steady and unsteady flow [94]
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mean value ũi and a fluctuation u′′
i

ui = ũi + u′′
i . (3.14)

The mean value is defined by

ũi =
1
ρ

lim
T→∞

1
T

∫ t+T

t
ρui dt =

ρui

ρ
, (3.15)

with the Reynolds averaged density ρ. What is different compared to the Reynolds aver-
aging, is that the following mean value vanishes

ρu′′
i = 0. (3.16)

Favre- and Reynolds-averaged Navier-Stokes equations
For applying the Navier-Stokes equations to compressible flows, usually Reynolds-
averaging is used to calculate the flow variables of density and pressure. All other vari-
ables are decomposed using Favre averaging [94]. After the appropriate decompositions,
the final equations read

− Favre- and Reynolds-averaged conservation of mass

∂ ρ

∂ t
+

∂ ρũi

∂ xi
= 0 (3.17)

− Favre- and Reynolds-averaged conservation of momentum

∂ ρũi

∂ t
+

∂ ρũiũj

∂ xj
= − ∂ p

∂ xi
+

∂
(

τ̃ij − ρũ′′
i u′′

j

)
∂ xj

(3.18)

− Favre- and Reynolds-averaged conservation of energy

∂ ρẼ
∂ t

+
∂ ρũjH̃

∂ xj
=

∂

∂ xj

(
k

∂ T̃
∂ xj

− ρũ′′
j h′′ + τ̃u′′

i − ρũ′′
j K

)
+

∂

∂ xj

[
ũi

(
τ̃ij − ρũ′′

i u′′
j

)]
(3.19)

Note: The Favre- and Reynolds-Averaged Navier-Stokes equations are often only referred
to as RANS equations. Though this notation is incomplete, it is used throughout this
thesis for reasons of consistency with other literature.

The equations above introduce an important term τF
ij = −ρũ′′

i u′′
j , which is called the

Favre-averaged Reynolds-stress tensor. It comprises six additional unknowns, which can,
e.g., be modeled on the basis of the eddy-viscosity hypothesis or which can be solved for
directly using so-called Reynolds-stress models. Both approaches are shortly described
below.
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3.2 Turbulence Modeling: RANS approach

Eddy-Viscosity hypothesis
Currently established turbulence models are based on the linear eddy-viscosity hypoth-
esis introduced by Boussinesq. It is assumed that turbulent shear stresses are linearly
proportional to the Reynolds-averaged strain-rate tensor S̃. Analogously to the definition
of the shear stresses τij, equation (3.4), the Favre-averaged Reynolds-stress tensor can be
expressed as

τF
ij = −ρũ′′

i u′′
j = 2µTS̃ij −

2
3

µT
∂uk
∂xk

δij −
2
3

ρK̃δij, (3.20)

In order to be consistent with the definition of the turbulent kinetic energy K, the term
−2

3 ρK̃δij needs to be introduced additionally. The corresponding Favre-average reads

ρK̃ =
1
2

ρũ′′
i u′′

i . (3.21)

The eddy-viscosity µT defines the factor of proportionality. It is not a physical property
of the fluid but depends on local flow conditions and history effects. The eddy-viscosity
is also needed for the definition of the turbulent transport of heat

ρũ′′
j h′′ = −kT

∂ T̃
∂ xj

(3.22)

with the turbulent thermal conductivity coefficient kT

kT = cp
µT

PrT
. (3.23)

PrT is the turbulent Prandtl number.

In this thesis, only fully turbulent computations are shown, therefore µ = µT. The defi-
nition of the appropriate viscosity µT is the task of the corresponding turbulence model.
Models based on the eddy-viscosity hypothesis offer a good cost-benefit-ratio: they are
relatively easy to implement, quite fast in their computations, and offer sufficient accu-
racy for many engineering applications. More details on the specific formulations of the
different models can be found in the literature, e.g. [94, 95]. In this thesis, two turbulence
models based on the eddy-viscosity hypothesis are applied:

− One-Equation model ”Spalart-Allmaras” in Original formulation (SAO): The model
of Spalart and Allmaras [72] was developed on an empirical basis. The eddy-
viscosity is defined by only one additional transport equation. The model was
developed for aerodynamic applications. It leads to good results, especially for
attached flow and it might predict the separation onset earlier than other turbu-
lence models while offering low computational cost and a robust convergence be-
havior [38]. Moreover, the requirements for the resolution of the boundary layer on
the computational mesh are less strict than for other turbulence models [96].
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− Two-Equation model ”Menter Shear Stress Transport” (Menter SST): The turbulence
model Menter SST [97] uses the K-ω model from Wilcox in the near-wall regions and
blends over to the K-ϵ model with increasing wall distance. Additionally, Menter
introduced a modification for the ”Shear Stress Transport”, which can be applied to
all two-equation turbulence models. The SST modification should improve results
especially for cases with negative pressure gradients [94,96]. It limits the maximum
shear stresses and so influences separation onset and the flow further downstream.

Differential Reynolds-stress models (RSM)
Reynolds-stress models are a comparably young family of turbulence models, whose de-
velopment and first implementation into the DLR TAU-Code [98] was in the 2000s. These
models solve transport equations for each individual stress component and an additional
length scale. They prove to show superior results especially for corner flows on three-
dimensional configurations, e.g., at the wing-body juncture [43–45]. However, due to the
increased number of equations, Reynolds-stress models tend to demand more compu-
tational time and are not as robust in their convergence behavior compared to simpler
models. For the computations in this thesis, a differential Reynolds-stress model, with
formulations by Speziale-Sarkar-Gatski and Launder-Reece-Rodi (SSG/LRR) in combi-
nation with the ln-omega approach is used as described in [44].

3.3 Aeroelastic Equations of Motion and Internal Loads

The aeroelastic equations of motion can be expressed as the equilibrium between inertial,
elastic, and aerodynamic forces

Mgg ẍg(t) + Kxg(t) = PAero
g (t), (3.24)

while damping forces are neglected here. M is the mass matrix, K the stiffness matrix,
PAero correspond to the aerodynamic loads and x(t) describe the dynamic displacements.
The index g denotes the structural node-set. The displacements can be expressed in terms
of structural mode shapes Φ by modal reduction, and so significantly reduce the number
of degrees of freedom for this system

xg(t) ≈ Φghq(t). (3.25)

The index h describes the modal basis. The vector q(t) denotes the modal coordinates and
describes the time-varying motion of each mode. Aerodynamic forces fa can be mapped
via a spline matrix H from the aerodynamic to the structural coordinates

PAero
g (t) = Hga fa(t). (3.26)
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The final system of equations to be solved results in

Mhhq̈(t) + Khhq(t) = ΦT
ghHga fa(t). (3.27)

The internal loads (sometimes also called section loads), Lc, act on the structure and are
therefore necessary quantities of interest during the design of an aircraft. They are com-
puted as the difference between aerodynamic and inertial loads using, e.g., the Force
Summation Method [99]

∆Lc(t) = Tcg
(

Hga fa(t)− MggΦghq̈(t)
)

, (3.28)

where the matrix T integrates the loads on specific monitoring stations of the structural
model, such as the load’s reference axes. Note that the resulting loads ∆Lc represent the
unsteady load increments, as only dynamic displacements and forces around the steady
state are used in the previous equations.

3.4 Gust Signals

In this thesis, the responses to monofrequent and broadband gusts are computed. The
equations for both types of excitation are listed below as they are used in the simulations.

Sinusoidal Gust Signals

In the first part of this thesis, a sinusoidal gust velocity is used for the excitation of the
flow field, see Fig. 3.2. Responses to various gust lengths LG and gust amplitudes ŴG are
then analyzed for their nonlinear content. The vertical gust velocity WG(t,x) is defined
by

WG(t,x) = ŴG · sin (ωG t + ϕG(x)) (3.29)

= ŴG · sin
(

2π

LG

(
U∞t + xre f − x

))
(3.30)

with U∞ being the freestream velocity of the flow, and ωG and ϕG correspond to the
angular gust velocity and the phase shift of the gust. xre f defines the initial phase shift
in space respectively, see Fig. 3.2. The gust length LG can be directly transferred to the
reduced frequency of the gust, kGust, using the following relation

kGust =
ωGlre f

U∞
=

2πlre f

LG
. (3.31)

Discrete ”1-cos” Gust Signals

In the second part of the thesis, discrete ”1-cos” gusts are used for the excitation of the
aerodynamic and the aeroelastic system. The certification specifications require their
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Fig. 3.2: Sketch of a sinusoidal gust that is used for the excitation of the flow

Fig. 3.3: Sketch of a discrete gust that is used for the excitation of the flow

computation, as already described in Chapter 2.4. The equation for the corresponding
gust velocity WG is again described below, but in a slightly different notation. Relevant
variables are depicted in Fig. 3.3,

WG(x) =


ŴG

2

(
1 − cos

(
2π
LG

(
U∞t + xre f − x

)))
for xre f ≤ x ≤ xre f + LG

0 else.
(3.32)

The ”1-cos” gust differs from the sinusoidal gust as it excites a broad frequency spectrum
instead of a single frequency. Whereas a long gust excites mainly low frequencies but with
a high magnitude, a shorter gust with the same amplitude in the time-domain excites a
broader spectrum with a lower magnitude, compare Fig. 3.4.

(a) Time signals (b) Magnitude in frequency domain

Fig. 3.4: Sketch of long (solid) and short (dashed) discrete gust excitations
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3.5 Numerical Framework

3.5 Numerical Framework

3.5.1 CFD Solver TAU

Fluid dynamic simulations are carried out using the DLR TAU-Code [100, 101], which
is a Finite-Volume URANS solver. The fluxes are spatially discretized by applying a
central scheme. The solution is marched to a steady state using a local time stepping
scheme [102] with a first-order implicit lower-upper symmetric Gauss-Seidel (LU-SGS)
scheme. A multigrid algorithm with a 3-level V-cycle is used for all computations to im-
prove convergence. The dual time stepping algorithm of Jameson [103] with second-order
backward-differencing scheme is applied for the unsteady gust calculations. Moreover,
the Arbitrary Lagrangian-Eulerian (ALE) formulation [104] is implemented and allows
for deforming grids.

The Spalart-Allmaras one-equation turbulence model in its original formulation
(SAO) [72] is used for turbulent closure. It proves to be a robust model with a good
convergence behavior, which is a prerequisite for the computation of large databases.
For validation purposes, some cases are re-computed using different turbulence models:
results for the airfoil configuration are simulated additionally using the model of Menter
SST, whereas the aircraft configuration is simulated additionally using a differential
Reynolds-stress model.

3.5.2 FSForcedMotion

All gust encounter simulations are computed in the FlowSimulator framework [105],
which enables efficient and parallel multidisciplinary computations. The in-house tool
”FSForcedMotion” is applied for the definition and control of aerodynamic and aeroelas-
tic unsteady simulations [75].

Gusts are modeled using the field velocity method, which was introduced in the 1990s
by Singh, Parameswaran, and Baeder [106, 107]. In this approach, the gust velocities are
prescribed as grid velocities that vary with time and so the influence of a lifting surface on
the gust is omitted. However, it proves to show accurate results compared to a resolved
gust approach for gusts that are longer than two times the mean aerodynamic chord [108]
and it can be easily implemented into most CFD codes. It exploits the velocity-related
terms of existing grid deformation methods and is therefore widely in use today in several
flow solvers [109–111].

For the fluid-structure-coupled simulations in this thesis, aerodynamic forces are com-
puted using the computational fluid dynamics approach described above. A finite num-
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Fig. 3.5: Variables of the lift response

ber of natural eigenmodes represents the structural modal. Heave and pitch modes are
also included as rigid-body modes to account for basic flight mechanic properties.

For time integration of the aeroelastic governing equations, the Newmark-β method [112]
is used. The predictor step predicts the generalized displacements based on extrapolated
generalized aerodynamic forces. These displacements are mapped onto the aerodynamic
surface grid and the aerodynamic forces are computed for each time step. These forces
are then used to update the displacements in a corrector step. Radial basis functions are
used to propagate the surface deformation into the volume mesh [113].

3.6 Post-Processing of the Time- and Frequency-Domain Data

This section introduces some details on the post-processing of the global lift coefficient as
the main focus of the final analysis is based on this variable. However, all other variables
are subject to identical routines.

All gust computations are initiated based on converged steady-state solutions. The un-
steady lift increment ∆CL(t,ŴG), see Fig. 3.5, is defined by

∆CL(t,ŴG) = CL(t,ŴG)− CL(t,ŴG = 0), (3.33)

to account for numerical inaccuracies that might result from time integration. Building
this difference is essential to enable highly accurate analyses, especially for small excita-
tion amplitudes. The numerical settings for the unsteady computations of CL(t,ŴG = 0)
must therefore be precisely matched to the respective gust computations in order to elim-
inate the numerical errors.

For an evaluation of the system behavior, an amplitude-dependent Frequency Response
Function (FRF) of the lift, CL,αG , can be defined using the Discrete Fourier Trans-
form (DFT) such that

CL,αG(k,ŴG) =
DFT

(
∆CL(t,ŴG)

)
DFT

(
αG(t,ŴG)

) . (3.34)
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Note that in case of a purely harmonic excitation, only the very last period of each of the
computed time signals is used for the DFT in order to neglect the transient behavior. The
time history of the gust-induced angle of attack αG(t) = arctan (WG(t)/U∞) at x = y =

z = 0 forms the input to the system. Thus, in case of purely sinusoidal gust excitations, the
input signal has only one harmonic component. For the output signal, complex-valued
Fourier coefficients are computed for all harmonic responses. Superscript numbers on the
variables denote the respective number of the harmonics, such that e.g. C1

L,αG
and C2

L,αG

denote the first and the second harmonic Fourier coefficients of the FRF.

Responses for the lowest gust amplitude computed, ŴG = 10−6 m/s, are considered as
unsteady linear responses, and their computed first harmonic of the FRF will be taken as
the time-linearized reference value CLin

L,αG
(kGust) ≈ CL,αG(kGust,ŴG = 10−6 m/s).

Most of the subsequent analyses refer to the maximum lift increment. The incremental,
time-linearized maximum lift value for each gust can be calculated using the value of the
first harmonic and the gust amplitude

∆CMax,Lin
L (kGust,ŴG) = |CLin

L,αG
(kGust)| · α̂G(ŴG). (3.35)

Another variable used for analyzing the unsteady data is defined as the ”effective slope”,
mNL,

mNL(kGust,ŴG) =
∆CMax

L (kGust,ŴG)

α̂G(ŴG)
, (3.36)

and it is illustrated in Fig. 3.6. It approaches the magnitude of the first harmonic re-
sponse in the linear case, i.e. mLin = |CLin

L,αG
|. Note, however, that the nonlinear effective

slope mNL increasingly deviates from the magnitude of the first harmonic response with
increasing nonlinear response effects.

Finally, the relative difference in the maximum incremental lift, δCMax
L , is defined as

δCMax
L (kGust,ŴG) =

∆CMax
L − ∆CMax,Lin

L

∆CMax,Lin
L

· 100%. (3.37)

Fig. 3.6: Effective slope mNL
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4 Models, Test Cases and Numerical Settings

This chapter introduces models, as well as test cases, and specific numerical settings,
that are used for the numerical simulations in Chapters 5 and 6.

4.1 RAE2822 airfoil

Configuration

The RAE2822 airfoil was designed and extensively tested in wind tunnels during
the 1970s [114]. The design condition is at Mach 0.66 at an angle of attack of
α = 1. 06 deg, where the airfoil shows a subsonic rooftop-type pressure distribution with
rear-loading [114]. At higher Mach numbers, it develops transonic pressure distributions
that are similar to the ones from typical supercritical airfoils. The RAE2822 airfoil has a
maximum thickness of 12.1% and is widely used for the validation of turbulence models
in transonic flow conditions [96,115,116]. It is chosen for the basic test cases in this thesis
as it is a well-known airfoil and shows comparable flow features to airfoils from transonic
transport aircraft configurations.

CFD mesh

The results for the RAE2822 airfoil are presented for a CFD mesh with about 240.000
nodes, depicted in Fig. 4.1. The upper and lower surfaces of the airfoil are discretized with
300 cells each. The cell size on the central part of the airfoil is about x/c = 0. 004, whereas
the leading edge has a finer spacing. It is a hybrid mesh which consists of quadrilateral
cells in the vicinity and the wake of the airfoil, see Fig. 4.1(b) and Fig. 4.1(c), and triangular
cells in the remaining parts of the mesh. The farfield extends to a distance of 100 chords

(a) Far-field mesh (b) Quads in the near-field

and the wake

(c) Close-up of the near-field

mesh

Fig. 4.1: Hybrid CFD mesh for the RAE2822 airfoil with about 240.000 nodes
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Table 4.1: Gust velocities and gust-induced angles of attack at Mach 0.70

ŴG / m/s 1 × 10−6 0.1 1.0 3.0 5.0 7.5 10.0 12.5 15.0

α̂G / deg 2. 5 × 10−7 0.025 0.25 0.74 1.24 1.85 2.47 3.09 3.70

in every direction from the airfoil, see Fig. 4.1(a). A wall-resolved approach is used, and
the distances of the first off-body grid nodes satisfy y+(1) < 1. 0. A grid sensitivity study
is shown in Appendix A.1 and demonstrates the validity of the current mesh.

Monofrequent Gust Test Cases

The Reynolds number for these test cases corresponds to Re = 6. 5 × 106 and is based on
the reference chord length of lre f = c = 1. 0 m. Gust encounters are simulated at four
different transonic Mach numbers: Mach 0.66, Mach 0.68, Mach 0.70, and Mach 0.72, each
at a steady angle of attack of α0 = 3. 0 deg.

In order to analyze basic aerodynamic effects, gust encounters on this airfoil configuration
are performed using sinusoidal gust excitations as defined in Chapter 3.4. Gust lengths
vary between LG = 2. 5 m and LG = 125. 5 m, see Table 4.3. The smallest simulated gust
amplitude is as low as ŴG = 1 × 10−6 m/s in order to guarantee a linear gust response,
see Appendix A.3. Gust amplitudes are increased up to ŴG = 15. 0 m/s, see Table 4.1.

The time step size differs slightly for each Mach number; see Table 4.2, for a constant
nondimensional time step size of ∆τ = dt/ (c/U∞) = 0. 0417. The time step size is fixed
for all simulated gust lengths at one single Mach number in order to resolve the same
physical effects for each gust length. As a consequence, short gusts are simulated with
fewer time steps per period (SPP) than long gusts; see Table 4.3. A convergence study for
the time step size can be found in Appendix A.2. In any case, the applied CFL number is
equal to 50. The number of total time steps (ndt) varies between 1200 and 15060.

Table 4.2: Time step size: ∆x = 4. 17%c per time step for each Mach number

Mach U∞ / m/s dt / s Inner Iterations

0.66 218.65 1. 91 × 10−4 400
0.68 225.28 1. 85 × 10−4 400
0.70 231.90 1. 80 × 10−4 400
0.72 238.52 1. 75 × 10−4 400
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Table 4.3: Numerical settings for different gust lengths, independent of the Mach number

LG / m kGust SPP nr. of Periods ndt

2.5 2.51 60 20 1200
...

...
...

...
...

18.0 0.35 432 20 8640

21.0 0.30 504 10 5040
25.0 0.25 600 10 6000
31.5 0.20 756 10 7560
42.0 0.15 1008 10 10080

62.5 0.10 1500 5 7500
125.5 0.05 3012 5 15060

Based on the convergence of the mean lift response and the first and second harmonic re-
sponse, it is decided to define three groups concerning the number of periods computed:
shorter gusts are simulated for 20 periods, longer gusts are simulated for five periods and
all gust lengths in between are simulated for ten periods; see Table 4.3.

4.2 NASA Common Research Model

Configuration

The NASA Common Research Model was developed in 2008 to provide the community
with a freely available and state-of-the-art transonic aircraft model for experimental and
numerical research [117, 118]. It became a standard test case, e.g., for the international
AIAA CFD Drag Prediction Workshop (DPW)1 series [38, 45, 119]. The geometry used
in this work is taken from DPW-IV [42] and it is designed for a Mach number of 0.85, a
steady lift coefficient CL = 0. 50 and a Reynolds number Re = 40× 106, with the reference
length equal to the mean aerodynamic chord, i.e. lre f = cMAC = 7. 0 m. Computations are
carried out for the rigid, as well as for the flexible aircraft model. Note that a load control
system is not included in the computations, i.e., all results are for the open-loop system.

CFD mesh

Hybrid CFD meshes are generated using the commercial grid generation tool
CENTAUR™ (CentaurSoft) [120]. Three different mesh levels are set up, and a sensitivity
study is reported in Appendix B.1. The medium-level grid is used for all computations

1https://aiaa-dpw.larc.nasa.gov, retrieved 24 August 2021
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4 MODELS, TEST CASES AND NUMERICAL SETTINGS

(a) Half-model of the aircraft configuration

(b) Wing-body junction (c) Wing tip

Fig. 4.2: CFD mesh for the NASA Common Research Model

throughout the paper. It comprises 11 million mesh nodes with nearly 120 000 surface
nodes; see Fig. 4.2. The wing is discretized using 200 points in the chord direction and
180 points in the spanwise direction. The horizontal tailplane is discretized with 150
chordwise and 100 spanwise nodes, respectively. A wall-resolved approach is applied,
and the distances of the first off-body grid nodes all satisfy y+(1) < 1. 0.

FERMAT Structural Model

A structural model for the NASA CRM is defined by Klimmek [121] with the so-called
”FERMAT model”. The mass case C6 is used, which corresponds to the maximum take-
off weight with MTOW = 260. 000 kg and a center of gravity position of x = 33. 68 m.
Rigid-body modes ”heave” and ”pitch” are considered in the computations, as well as
the first five symmetric elastic modes, see Table 4.4. A sensitivity study concerning the
number of mode shapes in the aeroelastic computations can be found in Appendix B.2.
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4.2 NASA Common Research Model

Table 4.4: Considered mode shapes of the FERMAT model

Mode ID Mode Description Generalized Mass Frequency / Hz

3 Heave 260 000 kg -
5 Pitch 25 · 106 kg·m2 -
7 First Wing bending 1.0 1.065

11 Wing fore/aft 1.0 2.39
13 Second Wing bending 1.0 2.93
15 Fuselage vertical bending 1.0 3.04
17 Fuselage vertical bending and

HTP bending
1.0 3.58

Test Cases for Sinusoidal and ”1-cos” Gusts

Different types of gust encounters are simulated for the transport aircraft configuration.
Sinusoidal gust simulations are carried out at three different Mach numbers: Mach 0.83,
Mach 0.85, and Mach 0.87, each at a steady angle of attack of α0 = 2. 02 deg. This an-
gle of attack corresponds to the design lift coefficient of CL = 0. 5 at the design Mach
number 0.85. The angle of attack is kept constant for all Mach numbers to allow for a
proper aerodynamic parameter study. For the discrete gust encounters, computations at
Mach 0.87 are omitted. Based on the findings of the sinusoidal gusts, it is assumed that
there are no further new findings for Mach 0.87. For a proper resolution of the physical
effects, a similar nondimensional time step size as for the airfoil computations is required:
∆τ = 0. 0466, see Appendix B.4 for more details on that aspect.

For an investigation of basic aerodynamic effects, responses to sinusoidal gust excitations
are computed with gust lengths that vary between 880.0 m and 18.0 m, see Table 4.5.
Between three to eight periods are computed in order to get a converged mean value of
the solution. Numerical details for the longest and the shortest gust at Mach 0.85 are
listed in Table 4.6.

In addition to sinusoidal gusts, also discrete gust encounters are simulated for the NASA
CRM, as this type of gust is relevant for the certification specifications. Therefore, ”1-cos”

Table 4.5: Sinusoidal gusts: Gust lengths and corresponding reduced frequencies

LG / m 880.0 440.0 293.0 220.0 147.0 110.0 88.0 . . . 18.0

kGust 0.05 0.10 0.15 0.20 0.30 0.40 0.50 . . . 2.40
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Table 4.6: Sinusoidal gusts: Numerical settings for Mach 0.85 (U∞ = 250. 99 m/s) and a
Reynolds number of 40 × 106

LG / m kGust SPP nr. of periods ndt dt / s Inner Iterations

880.0 0.05 2640 3 7920 0.0013 100
18.0 2.4 54 8 432 0.0013 100

Table 4.7: Discrete gusts: Gust lengths and corresponding reduced frequencies;
∗only for aeroelastic computations.

LG / m 420. 0∗ 350. 0∗ 280. 0∗ 210.0 175.0 140.0 105.0 70.0 35.0

kGust 0. 10∗ 0. 13∗ 0. 16∗ 0.21 0.25 0.31 0.42 0.63 1.26

Table 4.8: Gust velocities and gust-induced angles of attack for Mach 0.85

ŴG / m/s 1 × 10−6 0.1 1.0 5.0 10.0 15.0 20.0

α̂G / deg 2. 3 × 10−7 0.023 0.23 1.14 2.28 3.42 4.55

gusts are computed for the purely aerodynamic and also the flexible aircraft model. Sim-
ulated gust lengths and reduced frequencies are listed in Table 4.7. Note that three ad-
ditional gust lengths are computed for the aeroelastic test cases. These rather long gusts
(with respect to CS-25) are introduced to also discuss some effects of a nonlinear aerody-
namic modeling on gust lengths beyond the current standard.

For both types of gust, sinusoidal and discrete, seven different gust amplitudes are simu-
lated per gust length, see Table 4.8. Gust amplitudes vary between ŴG = 10−6 m/s and
20.0 m/s, which lead to gust-induced angles of attack between α̂G = 2 × 10−7 deg and
α̂G = 4. 55 deg, see Table 4.8. The smallest simulated gust amplitude guarantees a linear
gust response, see Appendix B.3.
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5 Aerodynamic Analysis

This chapter presents the results of the aerodynamic simulations. Responses to sinu-
soidal gusts are analyzed for a two-dimensional airfoil configuration, as well as for a
transport aircraft configuration. Basic unsteady nonlinear aerodynamic effects are iden-
tified and connected to trends in the steady data. Then, the nonlinear effects of discrete
gust encounters are investigated. The chronology of events during a discrete gust en-
counter is analyzed, where recurring aerodynamic stages in the responses are identified.
A summary of the nonlinear aerodynamic effects forms the last part of this chapter.

5.1 Sinusoidal Gusts on the RAE2822 airfoil

5.1.1 Steady Polars

Steady polars for the RAE2822 are computed for four different Mach numbers: Mach 0.66,
Mach 0.68, Mach 0.70 and Mach 0.72. Applied models are described in Chapter 4.1. Cor-
responding lift and moment polars are plotted in Fig. 5.1. All lift curves show typical
results as described in Chapter 2.1: with an increase in the Mach number, the maximum
lift decreases, but the linear lift curve slope increases. The linear range extends to larger
angles of attack for lower Mach numbers. Pitching moment coefficients are referenced
to the quarter-chord and show significantly stronger nonlinear trends than the lift coeffi-
cient. Local details such as shock position, and the extent of a separated flow region are
more relevant here.

Gust encounter simulations are carried out at a steady angle of attack of α0 = 3. 0 deg and
attached transonic flow can be observed for all steady-state flows, see Fig. 5.2.

(a) Lift (b) Pitching moment

Fig. 5.1: Steady polars for the RAE2822 airfoil
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5 AERODYNAMIC ANALYSIS

(a) Pressure coefficients (b) Skin friction coefficients

Fig. 5.2: Local coefficients for different Mach numbers at α0 = 3. 0 deg

Fig. 5.3: Trends in separation and reattachment for the different Mach numbers

Fig. 5.3 summarizes shock motion, separation and reattachment behavior for this airfoil,
as already discussed in Chapter 2.1. There is a rather large difference in the shock position
for the different Mach numbers during the regular shock motion, whereas shock positions
during inverse shock motion seem to be almost independent of the Mach number, and
more depending on the steady angle of attack. For lower Mach numbers, the transition
from fully attached to fully separated flow happens over a broader range of angles of
attack than for higher Mach numbers.

Fig. 5.4 summarizes the characteristics of steady local and global trends for Mach 0.66
and Mach 0.70. In addition, labels show the respective angles of attack for the first shock
occurrence, for separation onset and for maximum lift. Recall from Fig. 2.5 that these
three stages are categorized in this work into (I) attached flow, (II) pre-stall flow, and (III)
stalled flow.
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5.1 Sinusoidal Gusts on the RAE2822 airfoil

(a) Mach 0.66 (b) Mach 0.70

Fig. 5.4: Characteristics of steady airfoil flow

(a) Mach 0.66 (b) Mach 0.70

Fig. 5.5: Lift curve slopes

The results show that the range with attached flow can be divided further: Into a part
with subsonic flow for lower angles of attack and a second part with transonic flow, which
includes a recompression shock, for higher angles of attack.

From the corresponding lift curve slopes, Fig. 5.5, it is found that the range with subsonic
flow corresponds to a nearly constant value of the lift curve slope. In the range with tran-
sonic flow conditions, the lift curve slope shows a nonlinear trend, which gets stronger
with increasing Mach number. Just below the separation onset, the lift curve slope ex-
hibits a maximum value and decreases significantly for higher angles of attack. Figures
for Mach 0.68 and Mach 0.72 are listed in Appendix A.4 and reveal identical trends.

From these curves, it can be derived that the formation of the recompression shock intro-
duces higher lift curve slopes than it can be expected from subsonic flow. Especially the
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range with downstream shock positions shows the largest gradients in lift. As the max-
imum steady shock position occurs further downstream with increasing Mach number,
the maximum lift curve slope is obtained for the highest Mach number considered.

5.1.2 Unsteady Nonlinear Responses

Gust encounters are simulated at a constant steady angle of attack of α0 = 3. 0 deg for the
different Mach numbers. Note that with each Mach number, the steady angle of attack
for the gust encounter has a different position concerning the respective angle of attack
where the peak of the lift curve slope occurs. Responses to monofrequent excitations are
analyzed in the following.

Exemplarily, Fig. 5.6 shows lift and moment responses as a function of time for two dif-
ferent gust lengths and various amplitudes. The responses to both gust lengths are dif-
ferently affected by the amplitude nonlinearities, compare, e.g. Fig. 5.6(a) and Fig. 5.6(b).

(a) kGust = 0. 05 (LG = 125. 5 m) (b) kGust = 0. 20 (LG = 31. 5 m)

(c) kGust = 0. 05 (LG = 125. 5 m) (d) kGust = 0. 20 (LG = 31. 5 m)

Fig. 5.6: Global coefficients for two gust lengths and various amplitudes at Mach 0.70
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5.1 Sinusoidal Gusts on the RAE2822 airfoil

(a) kGust = 0. 05 (LG = 125. 5 m) (b) kGust = 0. 20 (LG = 31. 5 m)

Fig. 5.7: Lift over gust-induced angle of attack (referenced to the leading edge)
at Mach 0.70 for different gust amplitudes ŴG

They have in common, however, that an increase in the gust amplitude leads to stronger
nonlinear effects in the responses. The response of the pitching moment is more affected
by large amplitude excitations than the lift coefficient, as could already be expected from
the steady trends.

It can be observed that nonlinear responses lead to an earlier breakdown of the lift com-
pared to the linear counterparts. For both gust lengths, the first visible deviations from
linearity are noticeable at about ŴG = 7. 5 m/s. The amplitude effects can be attributed
to unsteady flow separation, as will be shown.

When lift responses are plotted versus gust-induced angle of attack instead of time,
the plots resemble those known from subsonic ”dynamic stall”-type flows, see e.g. [32].
Small-amplitude excitations induce responses with an elliptical shape which can be ex-
plained by a simple lag in the lift response compared to its quasi-steady solution, see
Fig. 5.7. When the instantaneous angle of attack gets close to the value of the maximum
steady lift, this elliptical shape gets deformed. For low excitation frequencies, i.e., long
gusts, flow separation and lift breakdown might happen already on the increasing edge
of the response, but only at an instantaneous value for the total angle of attack which is
beyond the angle of attack for static maximum lift. The flow remains attached for higher
angles of attack and allows for dynamic overshoots. The reattachment of the flow sets in
at significantly lower angles of attack on the falling edge of the response and so typical
stall hysteresis curves can be observed. For higher excitation frequencies, i.e., short gusts,
deviations from the elliptical shape occur only at the falling edge of the response as the
flow stays attached on the rising edge of the gust excitation. Moreover, the inclination of
the ellipses decreases with increasing excitation frequency, which corresponds to a larger
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(a) kGust = 0. 05 (LG = 125. 5 m)

(b) kGust = 0. 20 (LG = 31. 5 m)

Fig. 5.8: Normalized frequency content of the lift coefficient

lag in the responses. ”Dynamic overshoots” can be observed for both gust lengths at
ŴG = 12. 5 m/s, see Chapter 5.1.3 for more details.

The nonlinear trend in the time domain corresponds to an increased number of rele-
vant higher harmonics. Fig. 5.8 illustrates the frequency content for both gust lengths
and five amplitudes each. Larger gust amplitudes trigger higher harmonic content than
smaller gust amplitudes. For the long gust with ŴG = 15 m/s, even the 10th harmonic
is only one order of magnitude lower than the first harmonic. For the shorter gust with
ŴG = 15 m/s, the 10th harmonic is at around 10−2 compared to the first harmonic. Tak-
ing a threshold of 10−3 for the higher harmonics [37], the gust amplitude needs to be
lower than ŴG = 0. 1 m/s to obtain a linear response.

The harmonic content does not decrease monotonically with increasing higher harmonic.
This might be an important aspect when reduced-order methods are applied that trun-
cate behind a specific number of harmonics. Moreover, a growing mean value can be
observed, which is plotted as 0th harmonic in Fig. 5.8. It reflects, that the nonlinear effects
only occur on the positive part of the oscillating response.

Analysis of the First Harmonics

Current industrial practice involves frequency-based methods for load computations.
Therefore, the impact of a nonlinear aerodynamic modeling on the first harmonic of the
responses is analyzed in more detail here. Fig. 5.9 shows the complex-valued first har-
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(a) Magnitude of lift first harmonic (b) Magnitude of moment first harmonic

(c) Phase of lift first harmonic (d) Phase of moment first harmonic

Fig. 5.9: First harmonic of lift and moment frequency response functions for all simulated
excitations at Mach 0.70

(a) Mach 0.66 (b) Mach 0.68 (c) Mach 0.72

Fig. 5.10: Magnitude of lift first harmonic. The black pentagram marks the steady refer-
ence value from the respective lift curve slope.
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monic of lift and moment coefficients for all simulated gust encounters. Dotted lines
mark both maximum and minimum gust amplitudes for better identification.

Identified trends from time-domain analysis are retrieved here: mainly large amplitude
excitations at low frequencies lead to deviations from the linear response (dotted blue
curve). The results in Figures 5.9 and 5.10 reveal that nonlinear responses can result in
lower or higher first harmonics compared to the linear reference values. Large ampli-
tudes affect the frequency response functions up to a particular limiting frequency, which
strongly depends on the variable studied. There is a difference between lift and moment
coefficient and magnitude and phase of the respective variable. For the gust test cases
computed here, the limiting frequency for linear responses varies between kGust = 0. 30
and kGust = 1. 5.

Fig. 5.10 shows the effect of the underlying steady flow field on the first harmonic of
the lift. The maximum gust amplitude of ŴG = 15. 0 m/s has only little effect on the
responses for Mach 0.66, whereas at Mach 0.72, gust amplitudes of even ŴG = 1. 0 m/s
deviate from the linear results. This emphasizes the significant effect of steady conditions
onto the unsteady results [57]. The steady lift curve slopes kGust = 0. 0 are also marked
in the figures as a reference. It can well be recognized, that gust responses in the quasi-
steady sense are identical to a change in the angle of attack.

Moreover, the sudden change of the trend for the larger amplitudes at Mach 0.72 and
kGust = 0. 15 might be a hint to an involvement of different concurrent unsteady effects.
This ”kink” can be observed with increasing intensity for all four Mach numbers. A
similar hat-shaped response function can be observed for flows at buffet onset, i.e., in the
vicinity of aerodynamic resonances [30,37,122]. This response function together with the
oscillating lift coefficient in time-domain might indicate that large-amplitude excitations
can also trigger fluid instabilities. The indicated oscillation in Fig. 5.6(a) has a duration
of t/T ≈ 0. 11, and so corresponds to a reduced frequency of k ≈ 0. 45, which is in the
typical range of reduced frequencies at buffet onset [37, 122].

5.1.3 Maximum Lift Coefficient

This section focuses on the comparison between linear and nonlinear maximum peak lift
values. Fig. 5.11 summarizes the incremental maximum unsteady lift for all computed
gust encounters, ∆CMax

L = max(∆CL(t,ŴG)). General trends can be observed: the non-
linear lift maxima can result in larger or smaller peak values than the time-linearized
reference values. It is also evident that dynamic overshoots can also occur in transonic
flow. Responses to smaller gust amplitudes show a monotonic behavior with increasing
frequency, which is an indication of the linearity of the responses. Large amplitudes de-
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viate from the linear results in the range of lower frequencies but are almost on-spot for
the higher frequencies. For reduced frequencies higher than 0.7, nonlinear effects vanish.

Comparing the nonlinearly computed maximum lift with the respective linear reference
values (dash-dotted lines), first visible deviations occur at lift values that are significantly
lower than the static maximum lift, for ŴG = 5. 0 m/s. The monotonic trend of the curves
is lost when the static maximum lift is overshot for one of the frequencies. With increasing
excitation amplitude, the overall maximum lift moves to higher frequencies. For the cases
computed here, there is no saturation found in the maximum lift, but increasing the am-
plitude leads to higher and higher maximum values. Note that nonlinear responses can

Fig. 5.11: Maximum lift increment during one period of excitation at Mach 0.70.
(For a clearer presentation, the time-linearized curves are only included for ev-
ery second excitation amplitude.)

(a) Mach 0.66 (b) Mach 0.68 (c) Mach 0.72

Fig. 5.12: Maximum lift increment during one period of excitation.
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already be recorded well below the static maximum lift is reached. However, in any case,
a nonlinear response can be identified once the static maximum lift value is overshot.

Computations for different steady flow fields reveal that a reduction of the Mach number
to Mach 0.66 and Mach 0.68 seems to trigger higher maximum lift values for the non-
linearly computed results compared to the linear ones, whereas an increase of the Mach
number to Mach 0.72 seems to facilitate the opposite, see Fig. 5.12. This trend may be re-
lated to the different positions of the underlying steady flow in relation to the respective
maximum of the lift curve slope. The lift curve slopes from Chapter 5.1.1 are summa-
rized again in Fig. 5.13. For each of the Mach numbers, the steady angle of attack of
α0 = 3. 0 deg for the gust encounter has a different position in relation to the maximum of
the curves. For the cases considered here, it is observed that the nonlinear method leads
to higher maximum lift values than the time-linearized method if α0 < α

(
(∂CL/∂α)Max),

see results for Mach 0.66 and Mach 0.68. Likewise, the time-linearized maximum lift ex-
ceeds its nonlinear counterpart if α0 ≥ α

(
(∂CL/∂α)Max), see results for Mach 0.70 and

Mach 0.72.

Analysis of Effective Slopes

From a quasi-steady perspective, pitching and gust excitation are equivalent. In the limit
of an infinitely long gust, a gust is identical to a step change in the angle of attack. The
results in this chapter suggest that the steady lift polar and its derivative can be taken as
an indicator of the unsteady gust response behavior concerning the maximum lift predic-
tion. The time-linearized method knows only a single derivative value, namely the one

Fig. 5.13: Lift curve slopes with marked angle of attack for gust encounters
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from the steady base flow. Hence, all computed responses are based on that value. The
nonlinear method computes a new solution for every time step and evaluates the physics
instantaneously. If the instantaneous flow field corresponds to a changed lift curve slope,
this change is taken into account in the nonlinear calculation. As the steady data show,
different topologies of the flow field (e.g., shock is present or not, separation is present or
not) induce different lift curve slopes, which can be easily identified along the steady lift
polar.

Fig. 5.14(a) shows a comparable evaluation of the effective slopes, mLin and mNL, for the
unsteady computations. For the nonlinear results, the same trends are present in the un-
steady responses as can already be identified from the steady slope, though this happens
to a different extent. With increasing excitation frequency, the trend of the steady slope
is only stretched towards larger total induced angles of attack in the unsteady responses.
So it seems that the unsteady effects only lead to a shift of the observed steady effects for
the lift curve slopes towards higher angles of attack.

For example, at kGust = 0. 1, first a slight increase and then a significant decrease in the
slope mNL can be observed in the computed parameter space, as it can also be observed
for the steady slope. Since this long gust convects slowly over the airfoil, steady trends
from the lift curve slope are reflected. For the medium frequencies, only an increase in the
effective slopes can be observed in the computed angle of attack range. It can be assumed
that larger gust amplitudes also lead to a decrease in the effective slope. The shortest
gust with kGust = 2. 5 results in linear responses, which is reflected in identical linear and
nonlinear values. These gusts are simply too short to induce amplitude effects.

(a) Effective (linear and nonlinear) lift slopes (b) Maximum gust-induced lift as a function of

total induced angle of attack

Fig. 5.14: Time-linearized and nonlinear results for different reduced gust frequencies,
kGust, at Mach 0.66 in comparison to steady data

47



5 AERODYNAMIC ANALYSIS

Fig. 5.14(b) shows the values for the maximum unsteady (linear and nonlinear) lift coef-
ficient together with the steady lift polar. The nonlinear computations result in higher lift
coefficients than the time-linearized computation over the entire angle of attack range,
which is connected to the higher effective slopes just discussed. For the longest gust
(kGust = 0. 10), flow separation sets in for higher amplitudes and the maximum lift co-
efficient breaks down, which, as already described, occurs with a slight delay compared
to the steady data. Although the general qualitative trends of the steady and unsteady
analyses are similar, the absolute values are strongly dependent on the excitation fre-
quency. The data also suggest that the medium-length gusts amplify the increase in the
slope caused by the nonlinear methods, which might occur due to the increased lag in the
responses.

Fig. 5.15(a) shows evaluated data for Mach 0.70, where the steady angle of attack for
the gust encounter is exactly at the angle of attack for the maximum steady lift curve
slope. Consequently, the effective nonlinear slopes mNL only show decreasing values
with increasing induced angle of attack. The trend from the steady slope stretches to-
wards larger induced angles of attack in the unsteady responses, as already observed for
Mach 0.66. Again, this shift increases with increasing excitation frequency, i.e. decreasing
gust length. The nonlinear maximum lift coefficients for the gust responses consequently
result in identical or lower values than the time-linearized predictions, see Fig. 5.15(b).
Nonlinear responses can not result in higher lift values than the time-linearized responses
at this specific steady state.

(a) Effective (linear and nonlinear) lift slopes (b) Maximum gust-induced lift as a function of

total induced angle of attack

Fig. 5.15: Time-linearized and nonlinear results for different reduced gust frequencies,
kGust, at Mach 0.70 in comparison to steady data
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Dynamic Overshoot

It is derived from the previous figures that low excitation frequencies in combination with
large excitation amplitudes lead to an overshoot of the steady maximum value, indepen-
dently of the Mach number. Note that a dynamic overshoot only seems to occur if the
total induced angle of attack is larger than the angle of attack for the maximum steady lift
coefficient, i.e. (α0 + α̂G) > α

(
CMax

L
)
, which is consistent with the findings for subsonic

dynamic overshoots. However, whereas a delay of the flow separation can be observed
as in subsonic flows, the existence of a leading-edge vortex can not be proven in transonic
flow.

For Mach 0.72, excitations up to kGust = 2. 0 lead to dynamic overshoots, whereas for
Mach 0.66, they occur only up to kGust = 0. 3. The maximum lift overshoot is recorded
with ∆CL = 0. 23 above the steady maximum lift at Mach 0.72.

5.1.4 Unsteady Shock Motion

One of the prominent features of transonic airfoil flow is the occurrence of recompression
shocks, which can be detected using the maximum gradient of the pressures on the sur-
face of the airfoil. In one of the first extensive studies on transonic airfoil flow, Tijdeman
describes three types of periodic shock motions [56, 123]. Two can also be found for the
analyzed gust responses, see Figs. 5.16 to 5.18: ”sinusoidal shock-wave motion” (shock
motion type A) and ”interrupted shock-wave motion” (shock motion type B).

Trends for the unsteady shock motion due to gust encounters are shown in Fig. 5.16 for
two different gust lengths and various amplitudes. The maximum shock position per
excitation period moves further downstream with increasing excitation amplitude. How-
ever, a certain saturation of the shock position seems to be reached slightly downstream
of the steady maximum position. The shock motion from the steady shock position in
the upstream direction is much larger than that in the downstream direction. Deviations
from a sinusoidal shock motion start at an amplitude of about ŴG = 5 m/s.

Minimum and maximum shock positions for Mach 0.66 and Mach 0.70 are summarized
in Fig. 5.17. The previously mentioned saturation in the maximum downstream shock
position occurs up to reduced frequencies of about kGust = 0. 5 at Mach 0.70. There seems
to be a specific characteristic in the flow field which prevents the shock from a further
downstream motion. Note that the limit in the maximum unsteady shock position does
not imply a limit in the maximum lift value that is obtained, compare Fig. 5.17(b) with
Fig. 5.11.
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(a) kGust = 0. 05 (LG = 125. 5 m) (b) kGust = 0. 20 (LG = 31. 5 m)

Fig. 5.16: Shock motion for two gust lengths and various amplitudes at Mach 0.70

(a) Mach 0.66 (b) Mach 0.70

Fig. 5.17: Minimum and maximum x-coordinates for the shock position during one pe-
riod of excitation. Missing points denote a vanishing of the shock.

C
L

(a) Time histories (b) Pressure distributions

Fig. 5.18: Gust encounter at Ma 0.66, with LG = 15. 5 m (kGust = 0. 40), ŴG = 15. 0 m/s;
The normalized gust velocity is defined as W̃G = 0. 5

(
WG/ŴG + 1

)
.
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In general, maximum and minimum shock positions show significant frequency- and
Mach-dependence. Whereas the shock moves by almost 50% over the airfoil chord at
lower frequencies at Mach 0.70, the total shock motion is less than 10% for reduced fre-
quencies as high as 2.0. Recalling from Chapter 5.1.1, that large shock motions induce
high values for the lift curve slope, the high maximum lift values for lower excitation
frequencies in Fig. 5.11 and Fig. 5.12 can be attributed to the observed large shock mo-
tions. However, it can not be observed in the data that a shock motion of 5% is a sufficient
criterion to obtain a nonlinear response, as it is suggested by Dowell [57]. The shock mo-
tion can be much larger than 5% and still cause linear responses. The extent of the shock
motion therefore does not appear to be a suitable criterion for identifying nonlinear re-
sponses.

For lower frequencies and medium to large amplitudes, the shock vanishes partly during
one excitation period. The recompression shock disappears more often at the lower Mach
number, see Fig. 5.17(a), as it is naturally closer to a subsonic flow condition. Fig. 5.18(a)
shows an exemplary time history of such a flow: Local and global variables for a gust
encounter at Mach 0.66 are depicted. On the one hand, the large amplitude of the gust
causes transonic flow with shock-induced separation, and on the other hand, subsonic
attached flow conditions. The diagram illustrates the relationship that is also relevant
for the occurrence of ”dynamic overshoots”: during the gust response, the boundary
layer separation is delayed compared to its quasi-steady reference. Separation sets in at
a shock position that is about 5% chord further downstream than in the steady case. The
shock reaches a position during the gust encounter that is further downstream than the
maximum steady shock position. As already described above, the large shock motion
leads to higher lift gradients in the nonlinear computation than is predicted by the time-
linearized method. In consequence, the maximum lift obtained by the nonlinear method
is higher than that obtained by the time-linearized method. As the gust continues to pass
over the airfoil, the shock moves upstream again, and the flow reattaches until, at a certain
point in time, the shock vanishes. This coincides with a kink in the lift response, and so
even leads to a higher minimum lift value when the nonlinear method instead of the
time-linearized method is used for the prediction. Since the time-linearized prediction is
based on a steady transonic flow field, the assumed value for the lift curve slope is larger
than the instantaneous value for subsonic flow. Hence, a lower minimum lift value is
computed with the time-linearized method than with the nonlinear method. Summing
up, significant changes in the topology of the flow field can be observed for this case,
which can only be modeled using a nonlinear aerodynamic method.
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(a) Mach 0.66 (b) Mach 0.68 (c) Mach 0.72

Fig. 5.19: Maximum shock motion during one period of excitation;
∆xMax

S = max (xS(t))− min (xS(t))

From Fig. 5.19 is can be assumed that the static maximum shock position for each Mach
number serves as a good indicator of the range of the maximum unsteady shock motion
that might occur. Though the static value is not a hard limit, its value is overshot only by
a few percent in any case. Note that the differences between the shock motion at lower
and higher frequencies increase with increasing Mach number. However, the saturation
in the shock motion that is observed for Mach 0.70 is also found in the data for the other
Mach numbers and so seems to be a general effect.

5.1.5 Examples of Instantaneous Flow Fields

An impression of the flow field surrounding the airfoil is given in Fig. 5.20 for the test
case at Mach 0.70 and α0 = 3 deg with LG = 125. 5 m and ŴG = 15. 0 m/s. For this long
gust, the real-time for one period of oscillation amounts to 0. 54 s. Time histories of shock
position, lift, and gust velocity and the locations of the snapshots (a)–(g) are presented in
Fig. 5.20(h).

The supersonic regions extend to almost 50% of the airfoil chord during the gust
encounter, see snapshots (a)–(f), as could already be identified with the data from
Fig. 5.20(h). For this specific case, lift and shock motion show three local maxima during
one period of oscillation each, which might be an indicator of a beginning aerodynamic
resonance, as already stated above. The snapshot couples (a)–(b) and (c)–(d) reveal a sim-
ilar dynamic behavior for the first two maxima: just before the peaks, a large supersonic
region and a separation bubble about mid-chord of the airfoil are found; see snapshots (a)
and (c). The supersonic region then grows further, i.e., the shock moves downstream,
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(a) t/T = 3. 33 (b) t/T = 3. 40

(c) t/T = 3. 46 (d) t/T = 3. 50

(e) t/T = 3. 54 (f) t/T = 3. 60

(g) t/T = 3. 93 (h) Overview over one period of excitation.

Fig. 5.20: Gust encounter at Mach 0.70, kGust = 0. 05 (LG = 125. 5 m) and ŴG = 15. 0 m/s:
(a–g): Mach number contours, including velocity vectors. The yellow line in
the field plots shows the contour for x-velocity = 0. (h): Lift, shock motion, and
normalized gust velocity during one period of excitation
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until, at some point, the shock eventually starts to move upstream together with an en-
larging region of reversed flow; see snapshots (b) and (d). After snapshot (d), the flow
attaches again shortly before snapshot (e) is reached. The third peak in the curves comes
without such an extensive region of reversed flow and is probably limited by the now
decreasing edge of the gust velocity. With the decrease of the excitation velocity down
to ŴG = −15 m/s, the flow reaches a purely subsonic state, see snapshot (g), which
explains the interrupted shock motion curve in Fig. 5.20(h).

The significant flow separation that is observed during large portions of the excitation
period leads to the early breakdown of the lift and hence stays below the time-linearized
prediction of the maximum lift, compare with Fig. 5.11.

5.1.6 Influence of the Turbulence Model at Mach 0.70

Knowing that different RANS-based turbulence models compute quite similar solutions
for attached flow conditions, but might lead to different results when flow separation is
involved, this section should cover the effect of a different turbulence model on some of
the results. For this airfoil configuration, the two-equation turbulence model Menter SST
is used to re-compute some of the gust encounters with an otherwise unchanged set of
parameters.

Fig. 5.21 reveals similar trends for the steady airfoil flow when computed with Menter SST
instead of SAO, compare with Fig. 5.4(b) and Fig. 5.5(b): Subsonic flow corresponds to an
almost constant lift curve slope, whereas transonic flow conditions introduce a nonlinear
trend in the slope. The maximum value of the slope is encountered shortly before separa-
tion onset. Note, however, that the exact separation pattern is significantly different when

(a) Lift, shock position and separation (b) Lift curve slope (grey line: SAO reference)

Fig. 5.21: Steady trends at Mach 0.70 using Menter SST
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(a) First harmonic of the lift FRF. (b) Maximum lift.

Fig. 5.22: Global variables in comparison between Spalart-Allmaras (solid lines) and
Menter SST (symbols) at Mach 0.70

compared to SAO: Trailing-edge separation starts with an offset of about α = +1. 0 deg
when using Menter SST and the separation bubble behind the shock does not grow as
strong as with SAO. The lift curve slopes are, however, almost identical for these two
eddy-viscosity models.

The impact of the different modeling on the global gust response variables is displayed
in Fig. 5.22. Most importantly, no previously described trend changes when changing the
turbulence model. There are, however, slight differences between the quantitative values
of the different models. The first harmonic response is more affected by the turbulence
model than the incremental maximum lift coefficient, where the results of both models
are almost identical. Note, however, that the steady lift coefficient between both turbu-
lence models differ, though the freestream conditions are identical: the SA-model predicts
a value of CL(α0 = 3deg) = 0. 79 and Menter SST predicts CL(α0 = 3deg) = 0. 77. Ne-
glecting that steady difference, the unsteady increment of both turbulence models match
nearly perfectly. Speaking about the first harmonic of the responses, the absolute devi-
ations are more significant, probably because the first harmonic is more sensitive to the
exact development of local flow features and incorporates the differences of the steady
base flow. However, the observed deviations nearly vanish for small amplitudes or high
frequencies.

The influence of the turbulence model increases when local variables are assessed, as
shown in Fig. 5.23(a). The SA model predicts all shock positions further downstream
than Menter SST. This trend is observed in several publications on transonic airfoil
flows [96, 116, 124]. The agreement between the models is again better when incremental
values are analyzed; see Fig. 5.23(b). However, the observed trends in shock motion from
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(a) Minimum and maximum x-coordinates for

the shock position

(b) Maximum shock motion during one period

of excitation

Fig. 5.23: Shock motion in comparison between Spalart-Allmaras (solid lines) and Menter
SST (symbols) at Mach 0.70

Chapter 5.1.4 can also be found with Menter SST. The static maximum shock position is
overshot in the unsteady responses and seems to be saturated in its maximum position
for low excitation frequencies. Moreover, the shock vanishes during an excitation period
if the excitation frequency is low and the excitation amplitude is rather large.

Summing up, the results obtained with the two-equation model Menter SST confirm the
results of the one-equation model SAO concerning basic local and global trends for large-
amplitude excitations in transonic flows.
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5.2 Sinusoidal Gusts on the NASA Common Research Model

Gust encounters for this transport aircraft configuration are computed for three different
steady base flows: the design case at Mach 0.85 and CL = 0. 5, which results in an angle
of attack of α0 = 2. 02 deg, and additional simulations for Mach 0.87 and Mach 0.83 at
identical angle of attack. Note that all results in this chapter are computed for the (rigid)
design geometry of the NASA Common Research Model.

5.2.1 Steady Lift Polars

The steady results reveal typical polar trends, see Fig. 5.24(a): increasing the Mach num-
ber increases the linear lift curve slope as long as the flow is attached. At higher angles of
attack, separation sets in and leads to a decrease of the slope. The highest Mach number
shows the narrowest linear range. None of the polars shows a distinct maximum value,
contrary to results known from static airfoil flow.

The respective lift curve slopes of the aircraft configuration are depicted in Fig. 5.24(b).
Though the configuration is geometrically more complex than the two-dimensional ex-
ample in Chapter 5.1, similar trends can be observed: conditions with mainly shock-free
flow over wide parts of the wing correspond to a range of almost constant lift curve
slopes. With increasing transonic effects, i.e. increasing downstream shock position and
increasing shock strength over wide areas of the wing, the lift curve slope increases. It
decreases significantly if shock-induced separation is present and inverse shock motion
can be observed at least in some parts of the wing. Fig. 5.25 – 5.27 illustrate some of the
corresponding surface pressure distributions. Note that the gust encounter at the design
point happens at an angle of attack that is slightly below the angle for the maximum lift

(a) Lift polars (b) Lift curve slopes

Fig. 5.24: Steady results for the design geometry of the NASA Common Research Model
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(a) Mach 0.83 (b) Mach 0.85 (c) Mach 0.87

Fig. 5.25: Steady pressure distributions at α0 = 0. 50 deg

(a) Mach 0.83, CL = 0. 48 (b) Mach 0.85, CL = 0. 50 (c) Mach 0.87, CL = 0. 52

Fig. 5.26: Steady pressure distributions at α0 = 2. 02 deg, which correspond to steady
states for the gust encounters. (Magenta lines on the wing show the contour
level c f x = 0.)
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(a) Mach 0.83 (b) Mach 0.85 (c) Mach 0.87

Fig. 5.27: Steady pressure distributions at α0 = 4. 00 deg. (Magenta lines on the wing
show the contour level c f x = 0.)

curve slope. Gust encounters at Mach 0.87 happen well beyond the maximum value, and
gust encounters at Mach 0.83 well below.

5.2.2 Unsteady Nonlinear Lift Responses

Global trends

Time histories of lift responses at the design point of the aircraft are shown for reduced
frequencies of kGust = 0. 1 and kGust = 0. 2 for different gust amplitudes in Fig. 5.28. With
increasing excitation amplitude and decreasing excitation frequency, the responses devi-
ate increasingly from a purely sinusoidal shape, which illustrates the impact of nonlinear
modeling. The nonlinearities manifest in a premature breakdown of the lift due to an
onset of shock-induced flow separation. A lower maximum lift value than for the time-
linearized reference results are obtained. Note that also the minimum value of the gust
response changes in the nonlinear responses, as well as the points in time when minimum
and maximum values are reached. All nonlinear lift responses show rather smooth time
histories, which are significantly smoother than those from similar airfoil simulations, see
Fig. 5.6. Response peaks are not as sharp as in the two-dimensional studies, as the sep-
aration over the aircraft happens spatially more distributed, and some areas of the wing
even stay fully attached during a complete cycle.
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(a) kGust = 0. 10 (LG = 440. 0 m) (b) kGust = 0. 20 (LG = 220. 0 m)

Fig. 5.28: Increments of lift coefficients for two gust lengths and various amplitudes using
SAO at Mach 0.85

Fig. 5.29 shows results for the maximum lift increments for several gust amplitudes and
all frequencies computed at Mach 0.85. Linearly and nonlinearly computed results are in
excellent agreement for small-amplitude responses where both show a monotonic trend
with respect to the excitation frequency. For large-amplitude excitations, differences be-
tween the methods occur mainly in the range of low excitation frequencies: Exemplarily,
for the case of kGust = 0. 10 and ŴG = 15. 0 m/s, the nonlinearly computed maximum
lift increment amounts to only 62% of the linearly computed value. Massive flow separa-
tion leads to lower maximum lift values in the nonlinear computations. Time-linearized
predictions can neither capture a realistic shock motion [19] nor a reasonable flow sep-

Fig. 5.29: Maximum linear and nonlinear increments of the lift coefficient for different
gust amplitudes at Mach 0.85 for the NASA CRM
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(a) Mach 0.83 (b) Mach 0.87

Fig. 5.30: Maximum linear and nonlinear increments of the lift coefficient for different
gust amplitudes

aration. With increasing frequency, however, separation diminishes, and the differences
between the methods are reduced. These findings are qualitatively identical to the airfoil
investigations.

Fig. 5.30 summarizes the trends for the maximum incremental lift coefficient for the ad-
ditional Mach numbers. Again, the same trends as for the airfoil configuration can be
observed. The higher Mach number indicates amplitude effects for a broader range of
frequencies and amplitudes. Flow separation leads to significantly reduced maximum
values, when a nonlinear aerodynamic method instead of a time-linearized aerodynamic
method is used. For the lowest Mach number of 0.83, additional nonlinear effects can
be observed for the peak lift estimations: In the range of moderate amplitudes and at
low frequencies, and in the range of medium to large amplitudes at mid-frequencies, the
nonlinear computations show slightly higher maximum lift values compared to the time-
linearized prediction. This suggests that the linear results are not conservative concerning
aerodynamic peak load estimation in every case.

Analysis of Effective Slopes

It can be observed that gust encounters at a steady base flow with α0 < α
(
(∂CL/∂α)Max)

might lead to higher nonlinear maximum lift values than the respective time-linearized
computation, compare with Fig. 5.24(b). If the steady angle of attack is equal to or larger
than the angle for the maximum lift curve slope, flow separation dominates the nonlinear
solution and, hence, leads to lower maximum lift values.

This potential correlation is illustrated in Fig. 5.31 and Fig. 5.32 using a comparison of
steady and effective lift slopes for Mach 0.83 and Mach 0.85. The unsteady, nonlinear
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(a) Effective (linear and nonlinear) lift slopes (b) Maximum gust-induced lift as a function of

total induced angle of attack

Fig. 5.31: Time-linearized and nonlinear results for different reduced gust frequencies at
Mach 0.83 in comparison to steady data

(a) Effective (linear and nonlinear) lift slopes (b) Maximum gust-induced lift as a function of

total induced angle of attack

Fig. 5.32: Time-linearized and nonlinear results for different reduced gust frequencies at
Mach 0.85 in comparison to steady data

computations result in the same trend for the slopes as the steady computations. The
effective slopes are stretched along the x-axis, i. e., along the dimension of the induced
angle of attack, when compared to the steady slope, whereby the stretching factor in-
creases with increasing frequency.

The steady angle of attack for the gust encounter at Mach 0.83 is significantly below the
angle of attack for the maximum steady lift curve slope, see Fig. 5.31(a). As a result, long
gusts at medium amplitudes and medium-length to short gusts, especially at large am-
plitudes, result in higher maximum lift coefficients if nonlinear computations are used
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instead of time-linearized ones, see Fig. 5.31(b). Significantly lower values for the maxi-
mum lift coefficient are only computed when the excitation amplitudes are large enough.
The corresponding decrease in the effective lift slope can be attributed to the onset of
significant flow separation.

The steady angle of attack for the gust encounter at Mach 0.85 is only minimal below the
angle of attack for for the maximum steady lift curve slope, see Fig. 5.32(a). As a result, all
gust encounters computed with the nonlinear method result in lower maximum values
than with the time-linearized method. Flow separation is the dominant effect here. The
same explanation holds for the responses at Mach 0.87.

The described relations are identical to those already identified on the RAE2822 airfoil in
Chapter 5.1.3.

Details of the local pressure distributions

The following paragraphs illustrate three exemplary gust encounters at Mach 0.83 and
kGust = 0. 4, where different features of the nonlinear responses can be observed.
Some details on the corresponding pressure distributions will be explained. Recalling
Fig. 5.30(a) for the responses at kGust = 0. 4, it can be observed that linear and nonlinear
responses agree at an excitation amplitude of ŴG = 5. 0 m/s. When the amplitude is
further increased to ŴG = 10. 0 m/s, the nonlinear maximum value slightly exceeds the
time-linearized result. When the amplitude is further increased up to ŴG = 20. 0 m/s,
both methods show identical maximum lift values again. However, the underlying phys-
ical mechanisms for these large-amplitude responses are totally different between the
methods.

(a) ŴG = 5. 0 m/s (b) ŴG = 10. 0 m/s

Fig. 5.33: Time-domain lift responses at Mach 0.83 and kGust = 0. 4

63



5 AERODYNAMIC ANALYSIS

The time-domain histories of the incremental lift responses at ŴG = 5. 0 m/s and
ŴG = 10. 0 m/s are depicted in Fig. 5.33. For the lower excitation amplitude, the results
are almost on top of each other. For the higher excitation amplitude, a shift in the mean
value can be observed for the nonlinear response. This leads to slightly higher maxi-
mum and minimum values when compared to the time-linearized prediction and will be
explained in the following.

Recall from Fig. 5.26(a) that the steady base flow for Mach 0.83 shows a double-shock
configuration at y = 17. 0 m, which vanishes for higher angles of attack, see Fig. 5.27(a).
The pressure distributions in Fig. 5.34 illustrate the corresponding unsteady shock motion
at that specific spanwise position: for an amplitude of ŴG = 5. 0 m/s, the double shock
moves but remains present over the complete response cycle, see Fig. 5.34(a). So linear
and nonlinear results agree excellently, even though strong shock motion is observed. For
the amplitude of ŴG = 10. 0 m/s, the double shock temporarily turns into a single shock,
see Fig. 5.34(b). The effective lift curve slope is increased due to the change of the shock
configuration and, hence, a higher maximum lift coefficient is obtained, compare with
Fig. 5.31.

Increasing the gust amplitude up to ŴG = 20. 0 m/s leads to identical linear and non-
linear maximum increments for the lift, Fig. 5.35(a), which might be rather unexpected
from the above discussion. The reason for this is a compensation of different (nonlinear)
effects, Fig. 5.35(b): on the one hand, the double shock turns into a single shock and in-
creases the lift curve slope. On the other hand, this gust amplitude is large enough also
to cause shock-induced flow separation (t/T = 2. 23, 2. 36, 2. 49), which decreases the lift
curve slope and limits the maximum lift value. Both effects superimpose during the re-

(a) ŴG = 5. 0 m/s (b) ŴG = 10. 0 m/s

Fig. 5.34: Mach 0.83, kGust = 0. 4: Time-series of surface pressures at y = 17. 0 m, plotted
every 0.039s for one response period
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(a) Time-domain lift responses. Markers corre-

spond to points in time for the pressure dis-

tributions

(b) Time-series of upper surface pressures at

y = 17. 0 m, plotted every 0.039s for one

response period

Fig. 5.35: Mach 0.83, kGust = 0. 4 and ŴG = 20. 0 m/s

sponse, and so the maximum lift of the linear and nonlinear solutions coincide in this
case. Effective linear and nonlinear lift slopes are identical, see Fig. 5.31(a).

The exemplary trends described for the different responses at kGust = 0. 4 also apply to
other excitation frequencies at this Mach number. For lower excitation frequencies, these
effects occur already at lower excitation amplitudes. For higher excitation frequencies,
these effects occur at larger excitation amplitudes and only vanish at about kGust = 0. 8.
These findings correlate with the respective changes in the effective lift slope, which oc-
cur due to topological changes in the flow field in combination with the onset of flow
separation.

5.2.3 Harmonic Responses of the Lift

The effect of the nonlinear modeling on the magnitude of the first and second harmonic
of the lift coefficient at Mach 0.85 is analyzed using Fig. 5.36. Amplitude-independent
results are observed for amplitudes as low as ŴG = 1× 10−6 m/s up to 1.0 m/s, compare
also with Section B.3 . Nonlinear responses are characterized by a significant decrease in
their first harmonic response and an increase of the second harmonic. First harmonic lift
responses for ŴG = 15. 0 m/s and 20. 0 m/s result in similar values, which might indicate
a lower bound for the value of the first harmonic for high excitation amplitudes, as will be
discussed below. Results for large-amplitude excitations for the first harmonic response
at Mach 0.83 and Mach 0.87 mainly show similar trends as at Mach 0.85, see Fig. 5.37.
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(a) First harmonic (b) Second harmonic

Fig. 5.36: Magnitude of the first and the second harmonic of the lift coefficient for different
gust amplitudes at Mach 0.85

(a) Mach 0.83 (b) Mach 0.87

Fig. 5.37: Magnitude of the first harmonic of the lift coefficient

Fig. 5.38: Magnitude of the first harmonic of the lift coefficient.
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(a) Mach 0.83 (b) Mach 0.85 (c) Mach 0.87

Fig. 5.39: First harmonic magnitude of the upper surface pressure coefficient, kGust = 0. 1
and ŴG = 1 × 10−6 m/s

(a) Mach 0.83 (b) Mach 0.85 (c) Mach 0.87

Fig. 5.40: First harmonic magnitude of the upper surface pressure coefficient, kGust = 0. 1
and ŴG = 20. 0 m/s.
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The results in Fig. 5.38 suggest that the influence of the Mach number on the first har-
monic is much larger for the linear responses than for the nonlinear ones. Fig. 5.39 and
Fig. 5.40 illustrate corresponding details of the upper surface pressure of the aircraft. The
small-amplitude responses shown in Fig. 5.39 are mainly influenced by their steady pres-
sure distribution, which differs significantly between the different Mach numbers, recall
Fig. 5.26.

During large-amplitude responses, however, the instantaneous pressure distributions de-
viate significantly from their corresponding steady states. Topological changes in the flow
field due to shock motion and separation can be observed. The flow is dominated by the
gust excitation and the steady state only plays a secondary role. The first harmonic re-
sponse of the pressures is very similar between the different Mach numbers, see Fig. 5.40.
Consequently, the first harmonic of the lift coefficient results in almost identical values
even for different Mach numbers.

This effect could not be observed for the previous airfoil investigations, which might be
caused by excitation amplitudes that are too low for the cases considered, compare with
Chapter 5.1.2. A lower bound for the value of the first harmonic can not be observed in
the airfoil data.

5.2.4 Influence of the Turbulence Model at Mach 0.85

Steady Polars
To quantify the influence of a different turbulence model, and hence, shock motion and
separation behavior, on the results, the differential Reynolds-Stress model SSG/LRR in
ln-omega-formulation [44] is used for additional computations. This model permits an
anisotropy of the turbulent stresses and seems to predict more realistic results for the
NASA Common Research Model configuration than SAO when compared to steady wind
tunnel results [43]. However, for the settings used in this thesis, the computational time
is almost doubled in comparison to unsteady computations based on SAO.

Steady lift polars for both turbulence models are almost identical up to an angle of attack
of α0 = 3. 0 deg, see Fig. 5.41. The lift curves start to deviate only when flow separation
increases. The corresponding lift curve slopes are spot-on for attached flow cases and the
trend of the slope computed with SAO is reproduced similarly using RSM. The computed
drag is lower for SAO than RSM for the same lift value. Close to the design point of
CL = 0. 5, both models exhibit their local maximum of the glide ratio CL/CD, as this
geometry is optimized precisely for this condition. Computed steady angles of attack for
each design point are slightly different for RSM (α0 = 2. 07 deg) and SAO (α0 = 2. 02 deg).
Pressure distributions are almost identical and, therefore, not shown here, but the skin
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(a) Lift polar and lift curve slope (b) Glide ratio

Fig. 5.41: Steady results for SAO and RSM at Mach 0.85 and Re = 40 × 106

(a) SAO, α0 = 2. 02 deg (b) RSM, α0 = 2. 07 deg

Fig. 5.42: Steady skin friction distribution at design conditions for Mach 0.85,
Re = 40 × 106 and CL = 0. 5

friction distribution reveals slight differences in the region of the wing-fuselage juncture;
see Fig. 5.42. SAO is already close to separation at the wing-fuselage junction, whereas
RSM is not, which matches the findings in [43].

Lift Responses
Time-domain responses for the lift coefficient computed with RSM are shown in Fig. 5.43.
Though this turbulence model additionally includes the anisotropy of the Reynolds
stresses, the resulting qualitative trends are similar to SAO computations based on only
one equation for turbulent closure: with increasing excitation amplitude, the deviation
between linearly and nonlinearly computed results grow. The lift curves obtained with
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Fig. 5.43: Increments of lift coefficients for various amplitudes at kGust = 0. 1 using RSM

Fig. 5.44: Maximum nonlinear increments of the lift coefficient for SAO and RSM

RSM are smoother than the SAO results in Fig. 5.28, and nonlinear effects set in at higher
amplitudes compared to SAO.

This becomes more obvious in Fig. 5.44, where the increments of the maximum lift val-
ues are shown for both turbulence models in a direct comparison. Note that it was not
possible to obtain converged RSM results for the three lowest frequencies and a gust ve-
locity of ŴG = 20. 0 m/s. The general trends found with SAO are confirmed with the
Reynolds-stress model: Large amplitudes and low excitation frequencies lead to nonlin-
ear lift responses. For reduced frequencies higher than kGust = 0. 2, nonlinear results
of SAO and RSM agree excellently. SAO leads to lower maximum lift values for lower
frequencies than RSM, which can be attributed to a different separation behavior. Using
RSM, the linear trend is kept over a broader range of frequencies than with SAO. The
lift histories in Fig. 5.45(a) indicate a difference in the separation behavior of the models,
which affects the maximum lift values. In consequence, the mean value between both
models differs slightly, see Fig. 5.45(b). For harmonics higher than the third, SAO values

70



5.2 Sinusoidal Gusts on the NASA Common Research Model

(a) Lift response (markers for RSM are only

plotted for every 40th sample point)

(b) Frequency content of nonlinear responses

Fig. 5.45: SAO and RSM for kGust = 0. 1 and ŴG = 15. 0 m/s

are about half of an order of magnitude larger than those of RSM, and imply a broader
response spectrum for SAO results. However, as these higher harmonics result in very
small values, they are not important in the prediction of the maximum lift values.

5.2.5 Examples of Instantaneous Surface Flow

Details of the pressure distribution on the surface of the wing are illustrated in Fig. 5.46
for SAO and in Fig. 5.47 for RSM. An additional contour line on the wing is plotted
for c f x = 0. The instantaneous gust velocity is marked by the green line in the dia-
grams. Note that the term ”separation” is used for areas with c f x < 0, though this
might not be a sufficient criterion for an exact definition in an unsteady, three-dimensional
flow [125, 126]. However, this criterion is easy to implement and serves as an approxima-
tion.

When the instantaneous gust velocity is at its minimum value of about WG = −15. 0 m/s,
both turbulence models show similar, almost subsonic-type, pressure distributions and
fully attached flow on the upper side of the wing, see Fig. 5.46(a) and Fig. 5.47(a). With
increasing gust velocity, transonic flow develops with a recompression shock on the wing.
First separation sets in just behind the shock at the outer wing for both models, though
this happens at a lower instantaneous gust velocity for SAO than for RSM, compare
Fig. 5.46(b) and Fig. 5.47(b). For SAO, the initially small separation bubble quickly grows
and develops into a largely separated area behind the recompression shock (c), even be-
fore the maximum gust velocity is reached. This separated area grows in size until about
half of the excitation period (d). With decreasing gust velocity, separation starts to re-
cover first at the wing tip and shifts towards mid-wing (e). During all the time from
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(a) (b)

(c) (d)

(e) (f)

Fig. 5.46: Some highlights of the flow during one period of excitation using SAO,
kGust = 0. 1 (LG = 440. 0 m) and ŴG = 15. 0 m/s
(magenta line on the wing marks contour level c f x = 0)72
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(a) (b)

(c) (d)

(e) (f)

Fig. 5.47: Some highlights of the flow during one period of excitation using RSM,
kGust = 0. 1 (LG = 440. 0 m) and ŴG = 15. 0 m/s
(magenta line on the wing marks contour level c f x = 0) 73
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(c) to (e), an inverse shock motion takes place on the outer part of the wing, i.e., the
shock moves upstream, which explains the loss in lift. Note that all separated regions
are located just downstream of the shock front which emphasizes the superior role of
the shock/boundary layer interaction in transonic dynamic stall as stated by Liiva [49]
and Visbal [50]. It takes three-quarters of the excitation period until the flow has nearly
recovered from separation; see (f). During the shrinking of the largely separated area
over the main wing, a so-called side-of-body (SOB) separation [43] develops at the wing-
body-junction, see (d), which first grows in size (e) and is still present when the flow on
the main wing returns to the attached flow again; see (f).

Separation patterns are modeled completely different using the Reynolds-stress model;
see Fig. 5.47. After separation onset at the wing tip (b), two separate zones of negative
skin friction develop in the mid-wing region behind the recompression shock. These two
zones then coalesce (d), stay spatially very limited, and rapidly decrease again in size (e).
After three-quarters of the excitation period is over, the flow is fully attached again (f).

So, in general, the results with the RSM show a spatially more bounded separation over
the main wing and a fundamentally different behavior at the wing root when compared
to SAO. Similar findings are reported by Feldwisch [20]. Using SAO, a side-of-body sep-
aration develops at the trailing edge of the wing root for the second half of the excitation
period. In contrast, with the RSM, the flow is fully attached to the wing root through-
out the cycle. Recall that an earlier separation also applies to the steady flow solutions
computed with SAO, see Fig. 5.41.

Although there are differences in the local quantities between the turbulence models,
however, the analysis of the global lift and its maximum value show qualitatively identi-
cal trends. The further analyses, therefore, continue with the model SAO.

5.3 Discrete Gusts on the NASA Common Research Model

5.3.1 Unsteady Nonlinear Lift Responses

This chapter discusses amplitude effects and recurring stages in the time histories for
discrete gust encounters, as the certification specifications require this gust shape. Differ-
ences and similarities to the results of the monofrequent gusts are investigated. Note that
computations are carried out only at Mach 0.83 and Mach 0.85. Based on the findings of
the sinusoidal gusts, it is assumed that there are no further new findings for Mach 0.87.
Moreover, results in this section are preferably plotted using the gust length instead of
the reduced gust frequency, as this variable is more intuitive for discrete gust encounters.
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Note that the time scale in the following figures is plotted using the nondimensional
time τ with

τ = t · U∞/lre f = ∆x/lre f . (5.1)

Analysis at Mach 0.83

Incremental lift coefficients of different gust responses at Mach 0.83 are shown in Fig. 5.48.
Similar trends are observed as for the monofrequent gusts: Small gust amplitudes result
in linear responses. Large gust amplitudes lead to an early breakdown of the lift com-
pared to their time-linearized counterpart. It is also noted that responses to medium-size
gust amplitudes show slightly higher maximum lift values than the linear prediction.
Longer gusts are more affected by amplitude nonlinearities than shorter gusts, compare
Fig. 5.48(a) and Fig. 5.48(b).

Time histories of the surface pressures reveal identical mechanisms as for monofrequent
gusts for the different types of responses: for a medium-amplitude gust, see Fig. 5.49(a),
the double shock transforms into a single shock during the gust encounter. Separation
happens only in a very limited region, and for a short period. A gust encounter with
the same gust length, but with a larger gust amplitude triggers significant shock-induced
separation, see Fig. 5.49(b), and hence, results in a significant decrease in the predicted
peak lift value. These findings agree with the trends observed in Chapter 5.2.2.

Fig. 5.50 shows time-linearized and nonlinear incremental maximum lift coefficients for
all computed ”1-cos” gust encounters. The qualitative findings are identical to those from
monofrequent gusts, see Fig. 5.30(a): Large excitation amplitudes and low excitation fre-
quencies tend to result in nonlinear responses, which lead to a significant reduction in the

(a) LG = 105. 0 m (b) LG = 210. 0 m

Fig. 5.48: Increments of lift coefficients for two gust lengths and various amplitudes,
Mach 0.83
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(a) ŴG = 10. 0 m/s (b) ŴG = 20. 0 m/s

Fig. 5.49: Upper surface pressures at y = 17. 0 m for LG = 105. 0 m at Ma 0.83

maximum lift coefficient. Medium-length and medium-amplitude gusts trigger a higher
maximum lift values than the time-linearized prediction. Gust lengths and amplitudes in
between impose almost identical time-linearized and nonlinear lift peaks.

A direct comparison of the nonlinearly computed incremental maximum lift coefficients
from monofrequent and broadband gusts is shown in Fig. 5.51(a). Note that the results
are plotted over the gust equivalent reduced frequency, kequiv

Gust , for a proper comparison.
For the sinusoidal gusts, kequiv

Gust = kGust applies. For ”1-cos” gusts, the respective reduced
frequency is halved, kequiv

Gust = kGust/2, which corresponds to a factor of 0.5 for the effective
gust length. Fig. 5.51(b) illustrates the scaling effect.

(a) In terms of reduced gust frequency (b) In terms of gust length

Fig. 5.50: Maximum linear and nonlinear increments of the lift coefficient for different
discrete gust amplitudes at Mach 0.83
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(a) Incremental maximum lift coefficients (b) Effective gust lengths for identical kequiv
Gust

Fig. 5.51: Comparison of sinusoidal and ”1-cos” gusts

(a) In terms of reduced gust frequency (b) In terms of gust length

Fig. 5.52: Maximum linear and nonlinear increments of the lift coefficient for different
discrete gust amplitudes at Mach 0.85

Both types of gust excitation lead to very similar values for the maximum lift coefficient,
especially for long gusts, i.e., low frequencies. Deviations increase with decreasing gust
length: for short gusts, ”1-cos” excitations always result in higher maximum values than
sinusoidal excitations. It can be assumed from these results that the exact shape of the
(gust) excitation is important in the prediction of responses to short gusts and does only
play a minor role for excitations with long-wavelength gusts, which is an effect that is
already reflected in the linear data.

Analysis at Mach 0.85
Maximum incremental lift coefficients for gust encounters at the design point of the con-
figuration are shown in Fig. 5.52. Again, identical overall trends and similar absolute
values as for the responses to monofrequent gusts are found. For this steady-state con-
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figuration, nonlinear effects are governed by shock-induced flow separation and, hence,
exclusively lead to lower nonlinear lift peaks than the time-linearized predictions.

Relative differences in maximum incremental lift

The relative differences in the maximum incremental lift, δCMax
L , for the respective pa-

rameter spaces at Mach 0.83 and Mach 0.85 are depicted in Fig. 5.53. Three important
aspects are emphasized again using these graphics:

− The exceeding of the time-linearized predicted maximum values by the nonlinear
method can be observed at Mach 0.83, independently of the gust length. This in-
crease is caused by a topological change in the flow field, which can already be
observed in the steady state and only occurs with a lag in the unsteady responses.

− However, the effect mentioned occurs on a much smaller scale than nonlinear effects
that arise due to separation and thus lead to a reduction in the nonlinear predicted
maximum lift value in the lift. (Compare: +1% increase is opposed to a –20% reduc-
tion in lift)

− The underlying steady flow field determines which of the nonlinear effects men-
tioned occurs in the unsteady responses. Based on the steady lift curve slope, it
seems predictable whether nonlinear aerodynamic methods result in conservative
or nonconservative values for the maximum incremental lift coefficients.

(a) Mach 0.83

(b) Mach 0.85

Fig. 5.53: Relative difference between linear and nonlinear computations in the maximum
incremental lift coefficient (black dots mark test case samples)
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5.3.2 Chronology of a Discrete Gust Encounter

This section aims to identify a general chronology of events during a discrete gust en-
counter, as loads based on this type of gust are required by the regulation authorities.
The time history of the lift response is analyzed for specific stages to better understand
the sequence of events.

In the first step, distinct points in the gust excitation are identified, which are denoted
by τG. They mainly relate to the encounter of the maximum gust velocity on specific

Table 5.1: Significant points in time during excitation with a discrete gust, τG.
Examples for Mach 0.83.

Index Location of maximum gust velocity τG τ for LG =

210. 0 m 70. 0 m

1 Gust encounter starts, WG > 0 τStart
G 0.0 0.0

2 ŴG at nose (x = 2. 75 m) τNose
G 14.5 4.5

3 ŴG at wing root leading edge (x = 24. 9 m) τLE
G 17.8 7.8

4 ŴG at wing tip trailing edge (x = 47. 9 m) τTE
G 21.0 11.0

5 ŴG at HTP root leading edge (x = 56. 8 m) τHTP,LE
G 22.3 12.3

6 ŴG at HTP tip trailing edge (x = 66. 7 m) τHTP,TE
G 23.8 13.8

7 Gust leaves aircraft, WG = 0 τ
Stop
G 38.7 18.7

Table 5.2: Significant points in time for the lift response due to a discrete gust, τL.
Examples for Mach 0.83 and ŴG = 20. 0 m/s.

Trend in global lift coefficient τL τ for LG =

210. 0 m 70. 0 m

lift increases τL,1 5.3 1.8
lift derivative exceeds time-linearized value τL,2 12.1 8.3
lift breaks down τL,3 16.2 10.3
lift increases slightly τL,4 19.9 –
lift decreases τL,5 21.3 –
lift decreases less τL,6 31.5 14.8
decay of the disturbance in lift τL,7 33.9 16.7
lift has reached steady-state value τL,8 42.7 26.0
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(a) LG = 210. 0 m

(b) LG = 70. 0 m

Fig. 5.54: Significant points in time during excitation with a discrete gust, τG

(a) LG = 210. 0 m, ŴG = 20. 0 m/s (b) LG = 70. 0 m, ŴG = 20. 0 m/s

Fig. 5.55: Stages in lift history during a nonlinear gust encounter, τL, at Ma 0.83
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components of the aircraft, see Table 5.1 and Fig. 5.54: Five distinct points are marked on
the aircraft geometry: the nose of the aircraft, the wing root leading edge, the wing tip
trailing edge, the HTP root leading edge, and the HTP tip trailing edge. The convecting
maximum gust velocity hits all these points at different points in time, as displayed in the
figure. The location of the instantaneous maximum gust velocity on the aircraft is labeled
by XMax

G,aircra f t and WMax
G,aircra f t shows the corresponding the maximum gust velocity on the

aircraft in Fig. 5.54. The total time for the gust encounter amounts to ∆τ = 38. 7 for the
longer gust, LG = 210. 0 m, and to ∆τ = 18. 7 for the shorter gust, LG = 70. 0 m.

In the second step, the pressure distribution on the upper surface of the wing is ana-
lyzed for a correlation with significant points in time concerning the lift history. Since
the qualitative trend of the lift response seems to be governed by the wing only, see Ap-
pendix B.5, this approach seems suitable. Table 5.2 lists eight distinct points in time, τL,i,
which can each be attributed to a changing trend in the lift’s time history. These points in
time are depicted in Fig. 5.55 for two different gust responses. Corresponding snapshots
of the pressure distribution on the upper surface of the wing are shown in Fig. 5.56 and
Fig. 5.57. The following section is intended to show the different relationships and mech-
anisms in the flow, between the convecting gust velocity, the global lift response, and the
local pressure distributions.

Stages of the gust encounter with LG = 210. 0 m and ŴG = 20. 0 m/s are depicted in
Fig. 5.56: the gust starts to convect over the aircraft at τStart

G and with a slight lag, the
lift starts to increase around τL,1. The double shock is present on the upper surface
of the wing, Fig. 5.56(a). Before the maximum gust velocity even reaches the aircraft’s
nose (τNose

G ), the nonlinear lift derivative exceeds its time-linearized value due to the for-
mation of a single recompression shock over the wing’s span at τL,2, Fig. 5.56(b). The lift
increases until it reaches its maximum value at τL,3, where the flow is largely separated
behind the shock on mid- and outer wing, Fig. 5.56(c). Only then does the gust amplitude
reach the wing root leading edge (τLE

G ) and convects over the wing. During that time,
the flow on the wing tip recovers, and the inverse shock motion at the wing tip changes
into a regular shock motion at τL,4, see Fig. 5.56(d). The overall lift increases slightly and
then remains on a plateau due to the high gust velocity. Just after the maximum gust ve-
locity leaves the wing tip trailing edge (τTE

G ) the lift starts to finally decrease at τL,5. The
largely separated region on the mid-wing, which is visible in Fig. 5.56(e), reduces due to
the falling edge of the gust velocity, which leads to the onset of a regular shock motion.
At the same time, with the decreasing gust velocity, the shock on the outer wing starts to
move upstream and reaches the leading edge at τL,6, see Fig. 5.56(f). A single shock front
is manifested again with only minor separated regions. This single-shock configuration
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(a) τL,1 (b) τL,2

(c) τL,3 (d) τL,4

(e) τL,5 (f) τL,6

(g) τL,7 (h) Global lift history. Vertical

lines mark indices of τG.

Fig. 5.56: Surface pressures during a nonlinear gust encounter, Ma 0.83, LG = 210. 0 m,
ŴG = 20. 0 m/s. (magenta line on the wing shows the contour level c f x = 0)
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(a) τL,1 (b) τL,2

(c) τL,3 (d) τL,6

(e) τL,7 (f) Global lift history. Vertical

lines mark indices of τG.

Fig. 5.57: Surface pressures during a nonlinear gust encounter, Ma 0.83, LG = 70. 0 m,
ŴG = 20. 0 m/s (magenta line on the wing shows the contour level c f x = 0)

turns into a double-shock configuration between τL,6 and τL,7, which delays the decay of
the disturbance in the lift. At τL,7 the flow is fully attached again, see Fig. 5.56(g). The lift
coefficient reaches its steady-state value at τL,8, shortly after the gust leaves the aircraft
(τStop

G ).

Distinct stages for the shorter gust with LG = 70. 0 m are summarized in Fig. 5.57 . The
different points in time τL,i are associated with the same characteristics in the pressure
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distribution and separation behavior as described above for LG = 210. 0 m. However,
due to the smaller spatial extent of the gust, the sequence of events changes slightly, and
also, two stages are missing, namely τL,4 and τL,5. For this gust length, the maximum gust
velocity reaches the wing (τLE

G ) even before the double-shock configuration turns into a
single shock at τL,2. Then, the peak lift value at τL,3 is reached, and shortly afterward,
the maximum gust velocity already leaves the wing tip trailing edge at τTE

G . The missing
stages, τL,4 and τL,5, only seem to occur when the gust is long enough so that the flow
condition at τL,4 can occur before the maximum gust velocity leaves the wing at τTE

G and
so triggers the final decay of the response at τL,5.

At the design point of the aircraft, i.e., at Mach 0.85, there is only a single recompression
shock on the wing’s surface, recall Fig. 5.26(b). Consequently, stages τL,2, τL,6, and τL,7 can
not occur, as the change between single and double-shock configurations induces them.

(a) Time-linearized and nonlinear responses (b) Detailed view of rising edge

Fig. 5.58: Time histories of gust responses, Ma 0.85, LG = 210. 0 m

Fig. 5.59: Stages in lift history during a nonlinear gust encounter, τL,i, at Ma 0.85 with
LG = 210. 0 m, ŴG = 20. 0 m/s
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Fig. 5.58(a) shows responses to different amplitudes for LG = 210. 0 m. The detailed view
in Fig. 5.58(b) illustrates that there is no additional increase in the lift curve slope, since
there is no significant change in the flow field, as was the case for Mach 0.83. The resulting
stages in the lift history are then depicted in Fig. 5.59, highlighting the important points
in time τL,1, τL,3, τL,4, τL,5, and τL,8 for these flow conditions.

Summing up, up to eight characteristic stages in the nonlinear lift response of a transport
aircraft configuration during a discrete gust encounter are identified. Each stage can be
attributed to specific trends in the lift history. The occurrence of each of the stages de-
pends on the steady state, gust amplitude, and length of the gust. Linear responses only

(a) τL,1, τL,3 and τL,8 as observed, e.g., in a linear

response

(b) addition of τL,4 and τL,5 for gusts with long

wavelengths, and large amplitudes

(c) addition of τL,2, τL,6 and τL,7 for gusts induc-

ing a significant topological change in the

flow field

(d) τL,1 to τL,8 for gusts inducing a significant

topological change in the flow field and sig-

nificant shock-induced separation

Fig. 5.60: Up to eight stages τL,1 to τL,8 in an aerodynamic lift response during a discrete
gust encounter for a transport aircraft configuration
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include points τL,1, τL,3 and τL,8, see Fig. 5.60(a). Additionally, stages τL,4 and τL,5 occur
if the gust is long enough, see Fig. 5.60(b). If there is a significant topological change in
the flow field, stages τL,2 on the rising edge and τL,6 and τL,7 on the falling edge occur, see
Fig. 5.60(c). A lift response to a long large-amplitude gust, which includes a significant
topological change of the flow field and significant flow separation consequently contains
all of the above mentioned stages τL,1 to τL,8, see Fig. 5.60(d).

5.4 Summary

5.4.1 Three Types of Nonlinear Lift Responses

The investigations in this Chapter 5 reveal three basic types of nonlinear lift responses in
transonic flow that are summarized here.

− Nonlinear lift response type A: These responses are separation-driven and, hence,
show a reduction in the nonlinear maximum lift coefficient compared to the corre-
sponding time-linearized result. Shock-induced separation is the dominant feature
of this type of flow. This effect can be observed for all underlying steady states as
long as the gust amplitude is large enough to trigger a significant flow separation.
It is reduced with decreasing wavelength of the gust.

− Nonlinear lift response type B: These responses are shock-topology-driven, i.e., the
motion and the transformation of an existing shock configuration play a dominant
role. Slight separation might occur, but it only plays a minor role. This effect can be
observed only for some of the steady states investigated for long to medium-length
gusts.

− Nonlinear lift response type C: These responses mark the transition between type A
and type B and thus result from a combination of changes in the shock-topology
and the onset of significant flow separation. These responses lead to a reasonable
agreement of nonlinearly predicted and time-linearized peak lift values, though the
underlying unsteady flow fields are fundamentally different.

5.4.2 The Influence of the Steady Flow Field

The results indicate that the trend of the steady base flow influences the types of non-
linear responses that occur. A closer look at the steady results shows a division of the
lift curve slope for attached flow into two different regions, see Fig. 5.61. With the oc-
currence of recompression shocks and further downstream shock positions for increasing
angles of attack, the lift curve slope deviates from its subsonic reference value. The recom-
pression shock causes a stronger increase in lift, i.e., a steeper lift curve slope, compared
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Fig. 5.61: Extended classification of steady airfoil flow

(a) Response types depending on the steady

lift curve slope
(b) Response types in the Ma-α-plane

Fig. 5.62: Schematic representation of nonlinear lift response types for different steady
conditions

87



5 AERODYNAMIC ANALYSIS

the shock-free flow. The lift curve slope ∂CL/∂α increases until shortly before the on-
set of separation. These characteristic trends in the lift curve slopes were observed for
both configurations, the airfoil and the transport aircraft, and are shown schematically in
Fig. 5.62(a).

For low angles of attack and/or low Mach numbers, nonlinear response types A, B, or C
can be expected. With increasing Mach number and increasing steady angle of attack the
responses of type B and C tend to vanish, see Fig. 5.62(b), as the angle of attack for the
maximum lift curve slope is encountered earlier.

Putting it in other words: As long as the angle of attack is low enough, i.e.
α0 < α

(
(∂CL/∂α)Max), unsteady responses might result in type A, B, or C, depending

on gust amplitude and gust length. It depends on the steady base flow in combination
with the excitation parameters, if changes in the shock configuration and/or significant
separation is triggered. For α0 ≥ α

(
(∂CL/∂α)Max), only nonlinear responses of type A

can be expected. Shock-induced separation is the dominant effect, causing a decrease in
the maximum lift in the nonlinear computations when compared to the time-linearized
results. With increasing Mach number, the maximum slope is encountered at lower
angles of attack and so time-linearized computations at higher Mach numbers tend to be
more conservative.

For a specific steady base flow field, the different nonlinear response types occur for dif-
ferent combinations of excitation amplitude and gust length, see Fig. 5.63. Nonlinear
responses of type A can be observed for long gusts, i.e., low excitation frequencies and

(a) α0 < α
(
(∂CL/∂α)Max) (b) α0 ≥ α

(
(∂CL/∂α)Max)

Fig. 5.63: Schematic representation of nonlinear lift response types for different excitation
parameters
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medium to large excitation amplitudes, as these trigger significant separation. The extent
of the nonlinear response type A reduces for shorter gusts and lower excitation ampli-
tudes. The prediction of higher lift values by the nonlinear method, i.e., nonlinear re-
sponses of type B, mainly occurs for medium-amplitude excitations, as long as there is
no significant shock-induced flow separation. It can be observed for all gust lengths, i.e.,
excitation frequencies. However, the impact of this response type on the peak lift value
is significantly less than that for nonlinear responses of type A, and it amounts to only a
few percent.

Note that the classification into short, medium, or long gusts, as well as small, medium, or
large gust amplitudes corresponds to different absolute values for each individual steady
base flow field.

To summarize, the steady lift polar and the respective steady lift curve slope seem to be
reliable indicators, to estimate whether the use of aerodynamically nonlinear methods in
the gust simulations results in conservative or non-conservative maximum lift coefficients
compared to the time-linearized method.

5.4.3 Stages in the Time-Domain History of a Nonlinear Lift Response

Discrete ”1-cos” gust encounters need to be considered during aircraft design and, hence,
a detailed understanding of the sequence of events during such an encounter is necessary.
Table 5.3 summarizes the different stages for the different nonlinear response types A, B,

Table 5.3: Assignment of the different stages τL to the nonlinear lift response types A, B,
and C; Symbols: X = occurs, – = does not occur, (X) = might occur (depending
on the steady state)

NL response type A A B C
Gust length long short any any

τL,1 X X X X increase in lift
τL,2 (X) (X) X X increase in instantaneous lift curve slope
τL,3 X X X X lift peak and decrease afterwards
τL,4 X – – – slight increase in lift
τL,5 X – – – final decrease in lift starts
τL,6 (X) (X) X X decrease in instantaneous lift curve slope
τL,7 (X) (X) X X decay of the lift response
τL,8 X X X X lift reaches steady-state value
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and C. Up to eight different stages in a nonlinear lift response can be identified. Influenc-
ing factors for the occurrence of the stages are the steady state, the gust amplitude, and
the gust length.

In a purely linear response, only three stages can be observed: lift increases due to the
gust, τL,1, then the maximum value is reached, τL,3, and the lift response decays until it
reaches its steady-state value, τL,8. If, e.g., the shock configuration changes during the
gust encounter and induces a topology change in the flow, the instantaneous lift slope
increases further during the rising edge of the excitation, and stage τL,2 is added. On the
falling edge of the excitation, the shock configuration changes back, inducing a slower
decrease of the lift value, so stages τL,6 and τL,7 are added to the response. If the gust is
long enough, stages τL,4 and τL,5 additionally occur in the lift response to account for an
additional increase in lift after the separation-induced breakdown.
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6 Aeroelastic Analysis of a Transport Aircraft Configura-

tion

This chapter presents the results of aeroelastic computations for the NASA Common
Research Model. The wing root bending moment is analyzed for nonlinear response ef-
fects and details of the corresponding fluid-structure interactions are studied. Moreover,
amplitude-dependent critical gust lengths are identified and the lift responses of aerody-
namic and aeroelastic simulations are compared. A summary of the nonlinear effects in
the aeroelastic computations forms the last part of this chapter.

6.1 Analysis of the Wing Root Bending Moment

6.1.1 Unsteady Nonlinear Responses

The following section shows responses of the incremental wing root bending moment,
∆Mx,root, when a nonlinear aerodynamic modeling is applied in the aeroelastic computa-
tions. For the calculation of this internal quantity, the reader is referred to Chapter 3.3.
Applied models are described in Chapter 4.2.

Time-histories at Mach 0.83

Typical aeroelastic responses are displayed in Fig. 6.1. After a first load peak, the os-
cillating response decays. The additional oscillations compared to purely aerodynamic
responses result from the involved structural mode shapes. Flow separation shows a sig-
nificant impact, especially on the first minimum value that occurs, see LG = 210. 0 m
with ŴG = 20. 0 m/s in Fig. 6.1(a). The negative peak between τ = 20. . . 40 that can

(a) LG = 210. 0 m (b) LG = 105. 0 m

Fig. 6.1: Time histories of the wing root bending moment, Mach 0.83
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(a) LG = 210. 0 m, ŴG = 20. 0 m/s (b) LG = 140. 0 m, ŴG = 20. 0 m/s

Fig. 6.2: Linear and nonlinear predictions of the wing root bending moment, Mach 0.83

be observed for low-amplitude gusts vanishes for the largest amplitude. However, the
decaying response at τ > 40 still shows similar response amplitudes, but with a phase
shift as compared to the low-amplitude responses. In all cases considered, the maximum
bending moment is defined by the first positive peak of the response. However, the first
or second negative peak defines the minimum bending moment.

The comparison between time-linearized and nonlinear responses in Fig. 6.2 indicate that
similar mechanisms exist in the flow as in the purely aerodynamic investigations. An
increase in the instantaneous slope can be observed in the aeroelastic responses. The same
behavior is observed in the purely aerodynamic responses, compare with Fig. 5.55(a).
This increasing slope can be attributed to a change in the shock topology. Moreover, the
trends in Fig. 6.2 show the strong influence of the flow separation, which sets in at τ ≈ 15
and τ ≈ 13, respectively. The onset of flow separation alters the structural response and
leads to totally different trends in the time histories of linear and nonlinear responses.

Contributions of Aerodynamic and Inertial Wing Root Bending Moment

As the aeroelastic response consists of an aerodynamic and an inertial contribution, a
look at both components reveals more details, see Fig. 6.3. The trends for the aerody-
namic bending moment show high similarity in the first part with the trends that can
be observed for the nonlinear lift responses in Chapter 5.3.1. It is the inertial loads that
bring the higher frequency oscillations into the total bending moment. The aerodynamic
contribution seems to be more relevant for the maximum bending moment, and the in-
ertial contribution tends to define the minimum bending moment. For the shorter gusts,
inertial accelerations induce higher frequency oscillations in the responses which are not
present for the responses to longer gusts.
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(a) Aerodynamic moment, LG = 210. 0 m (b) Aerodynamic moment, LG = 105. 0 m

(c) Inertial moment, LG = 210. 0 m (d) Inertial moment, LG = 105. 0 m

Fig. 6.3: Contributions of aerodynamic and inertial wing root bending moment,
Mach 0.83

The division into aerodynamic and inertial loads makes it clear that both the changed
shock topology and the flow separation on the wing lead to a different structural response
than the time-linearized method. Both aerodynamic effects have a visible impact on the
aerodynamic bending moment, for example, for LG = 210. 0 m and ŴG = 20. 0 m/s:
the instantaneous slope in the response increases due to the changed flow topology (at
approx. τ = 11) and the subsequent strong flow separation induces a premature break-
down in the moment curve (at approx. τ = 16). This breakdown in the aerodynamic
response ultimately leads to a higher maximum in the inertial response, when nonlinear
and time-linearized responses are compared.
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Time-histories at Mach 0.85

At the design point of the aircraft at Mach 0.85, the onset of flow separation causes signif-
icantly different aerodynamic and inertial loads than the time-linearized computations,
see Fig. 6.4. An overall lower maximum bending moment is obtained by the nonlinear
aerodynamic modeling.

However, if the wavelength of the gust excitation is significantly longer, the dynamic re-
sponse changes, and two local peaks can be observed in the response of the total wing
bending moment with the nonlinear aerodynamic model, see Fig. 6.5(a). Splitting the to-
tal response into aerodynamic and inertial parts, see Fig. 6.5(b), further details are found:
At about τ = 21. 3, the flow starts to separate on the wing, see Fig. 6.5(c), and typical
transonic separated flow conditions can be observed. However, due to the still-increasing
gust velocity on the wing up to about τ = 36. 2, the aerodynamic bending moment in-
creases further, see Fig. 6.5(b), and the pressures, especially on the inner part of the wing
reduce significantly, compare with Fig. 6.5(d) . The maximum gust velocity leaves the
wing tip shortly after τ = 36. 2. Only then, the aerodynamic bending moment finally
decreases. The inertial moment responds only with a single peak, namely shortly af-
ter the onset of flow separation, and it decays with some slight oscillations afterward.
The separated flow over large parts of the wing does not induce any further significant
structural reactions. Consequently, the high maximum value of the wing root bending
moment is due to the long length of the gust in combination with the large amplitude,
which together cause a strong acceleration of the flow on the inner wing and thus large
aerodynamic loads, which are not counteracted by the inertial loads.

(a) Time-linearized and nonlinear responses (b) Aerodynamic and inertial responses

Fig. 6.4: Gust encounter with LG = 140. 0 m and ŴG = 20. 0 m/s, Mach 0.85
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(a) Total responses (b) Aerodynamic and inertial responses

(c) Surface pressures at τ = 21. 33 (d) Surface pressures at τ = 36. 19

Fig. 6.5: Gust encounter with LG = 420. 0 m and ŴG = 20. 0 m/s, Mach 0.85, with two
exemplary snapshots of the wing’s pressure distribution (magenta lines on the
wing shows the contour level c f x = 0; the grey areas correspond to cp < −1. 2)

6.1.2 Maximum and Minimum Bending Moments

As already described in the previous chapter, the coupling of aerodynamic and structural
models leads to interaction effects, which can not be predicted straightforwardly, and
especially maximum and minimum loads depend on the details of models and methods.
The peak loads occurring with current models and methods are analyzed below.

Analysis at Mach 0.83

Typical trends from the purely time-linearized loads analysis can be confirmed by the
current study, see Fig. 6.6. Minimum and maximum values for the wing root bending
moment do not show monotonic trends with respect to the gust length but exhibit a maxi-
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(a) Maximum and minimum values (b) Time histories for ŴG = 10. 0 m/s

Fig. 6.6: Time-linearized results for the wing root bending moment, Mach 0.83

(a) Maximum values (b) Minimum values

Fig. 6.7: Wing root bending moments for linear and nonlinear responses, Mach 0.83

mum value in the range of medium-length gusts, which each correspond to the respective
”critical gust length”. The decrease of the maximum loads with increasing gust length is
mainly caused by an increasing impact of the rigid-body modes. The time histories in
Fig. 6.6(b) show the strong oscillatory content in the short-gust responses. Longer gusts
induce low-frequency responses, and hence trigger mainly an interaction with the flight
mechanics mode shapes.

A look at the maximum wing root bending moment as a function of the gust length shows,
that the above-mentioned time-linearized trends are largely reflected by the nonlinear
results, see Fig. 6.7(a). However, medium-amplitude gusts are stronger influenced by the
change in shock topology and lead to larger values of the maximum incremental bending
moment when a nonlinear aerodynamic method is applied, see the responses to ŴG =

10. 0 m/s and ŴG = 15. 0 m/s. For the case with a gust length of LG = 140. 0 m and
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an amplitude of ŴG = 10. 0 m/s, an increase in the maximum incremental wing root
bending moment of 10.8% is observed. With a further increase of the excitation amplitude
to ŴG = 20. 0 m/s, separation dominates the response and leads to a reduction of the
nonlinearly computed maximum value. Note that very long gusts (LG = 350. 0 m and
LG = 420. 0 m), in combination with large-amplitude excitations lead to a significant
increase of the maximum value, with the mechanisms as already discussed in Fig. 6.5.

Significant deviations from the linear trends occur for the minimum root bending mo-
ment due to large-amplitude excitations, see Fig. 6.7(b). The amount of the nonlinear
minimum values is not as large as that of the time-linearized predictions. There is even
a trend reversal for mid-length gusts, see, e.g., LG = 175. 0 m: with increasing excitation
amplitude, the magnitude of the minimum bending moment decreases in the nonlinear
computations due to the changing interaction of aerodynamic and structural responses,
cf. Fig. 6.3. Note that the described trends for maximum and minimum wing root bend-
ing moment apply over the entire wing span. Monotonic trends with respect to wing
span can be expected, as no additional structural components are attached to the wing.

The share of aerodynamic and inertial bending moments on the total maximum root
bending moment is shown in Fig. 6.8. Recall that the internal loads Lc result from the
difference between aerodynamic and inertial loads, ∆Lc = ∆LAero

c − ∆LInertial
c , see also

Section 3.3. The respective shares are extracted at that point in time when the total maxi-
mum root bending moment occurs. It is observed that the absolute value of the maximum
root bending moment is essentially influenced by the aerodynamic contribution, for all

Fig. 6.8: Shares of aerodynamic and inertial moments on the maximum wing root bend-
ing moment at Mach 0.83 (Symbols: cross – aero share, diamond – inertial share,
square – total value)
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gust lengths and amplitudes considered. Absolute values of the counteracting inertial
bending moment are significantly lower.

Analysis at Mach 0.85
The results for Mach 0.85 are depicted in Fig. 6.9 and correspond to the design point
of the aircraft. The massive flow separation causes significantly reduced maximum val-
ues for large-amplitude excitations and short to medium-length gusts. Exemplarily, for
the case with LG = 140. 0 m and ŴG = 20. 0 m/s, the nonlinear maximum root bend-
ing moment amounts to only 72% of its time-linearized counterpart, it is reduced from
∆MMax

x,root = 7. 5 · 106 Nm to ∆MMax
x,root = 5. 4 · 106 Nm. As already discussed with Fig. 6.4,

the flow separation causes an early breakdown in the aerodynamic loads and leads to
this decreased peak value. However, with increasing gust length, the trend changes and
so for the longest gust with LG = 420. 0 m, it is the other way around: the nonlinear
response increases the predicted incremental maximum root bending moment by 25%
compared to the time-linearized computation. Though this gust amplitude leads to sep-
arated flow conditions, the aerodynamic peak load occurs only after the maximum gust
velocity has completely convected over the wing. The peak inertial response, however,
is encountered significantly earlier, namely directly after the onset of separation, and so
alters the overall response. The database indicates this trend for all large-amplitude exci-
tations and long-wavelength gusts.

Note that the computation of such long-wavelength gusts is not demanded by the
certification specifications. The acceptable means of compliance (CS 25.341, ”Gust
and turbulence loads”) would demand the computation of gust gradients up to
H = LG/2 = 107. 0 m for this aircraft configuration. So the very long gusts with, e.g.,
LG = 420. 0 m are clearly out of range for the current certification standards. Looking at

(a) Maximum values (b) Minimum values

Fig. 6.9: Wing root bending moments for linear and nonlinear responses, Mach 0.85
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the data, this approach seems reasonable as long as time-linearized methods are used,
as the predicted time-linearized loads exclusively decrease with increasing gust lengths,
see Fig. 6.7 and Fig. 6.9. However, looking at the nonlinearly computed results, a careful
assessment of the certification gust lengths seems necessary, if nonlinear methods are to
be included in the calculations.

In general, the minimum peak values of the wing root bending moment are even more
affected by the nonlinear effects than the occurring maximum values, see Fig. 6.9(b). Not
only does the critical gust length change, but the amounts of the loads are significantly
reduced, as could already be observed for the cases at Mach 0.83. Flow separation, in
combination with the different structural interaction are the reason for these changes.

6.1.3 Points in Time for Peak Loads

For load calculations in the context of aircraft design, not only the absolute values of the
expected peak loads are relevant, but also the points in time at which these occur [86].

The points in time for the occurrence of maximum and minimum wing root bending
moments at Mach 0.83 are summarized in Fig. 6.10. Short gusts each encounter their
maximum or minimum values at the same point in time, independently of the excitation
amplitude. Mid-length gusts with medium to large amplitudes induce responses where
the maximum bending moment is encountered slightly earlier than for low-amplitude
excitations. The separation-induced early breakdown in the loads corresponds to these
earlier points in time, as the maximum bending moment is mainly influenced by aerody-
namics. For the two longest gusts with LG = 350. 0 m and LG = 420. 0 m, the trend is not
as monotonic anymore due to the changing interactions between flow separation and the
structural response.

Whereas the maximum bending moment always increases with increasing excitation am-
plitude, the magnitude of the minimum bending moment might decrease despite an in-
creasing excitation amplitude, as discussed in Fig. 6.7(b). For all cases considered here,
this decrease in the magnitude of the minimum bending moment is associated with an
earlier appearance of the minimum value, see Fig. 6.10(b). The sharp turning point in the
curves can be attributed to the observed phase shift of the nonlinear responses, compare
the curve for LG = 210. 0 m with the corresponding time histories in Fig. 6.1(a).

Trends for Mach 0.85 are largely similar to those at Mach 0.83, see Fig. 6.11. However, note
that the minimum bending moment is not exclusively encountered at an earlier point in
time with increasing excitation amplitude, see the curve for LG = 140. 0 m in Fig. 6.11(b).
Nonlinear effects at the design point can also lead to a later occurrence of the minimum
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(a) Maximum wing root bending moment (b) Minimum wing root bending moment

Fig. 6.10: Points in time for maximum and minimum wing root bending moment,
Mach 0.83 (Results are colored by gust lengths.)

(a) Maximum wing root bending moment (b) Minimum wing root bending moment

Fig. 6.11: Points in time for maximum and minimum wing root bending moment,
Mach 0.85 (Results are colored by gust lengths.)

value due to an attenuated inertial response which is caused by the onset of flow separa-
tion, compare with Fig. 6.4.

6.1.4 Critical Gust Lengths

As explained in Chapter 2.4, the critical gust length is a key parameter in the identifica-
tion of maximum and minimum loads. Due to the complex interaction of aerodynamics
and structural dynamics, a prediction of that value is not straightforward. This section
investigates the effect of the nonlinear aerodynamic modeling on the critical gust length.
The values are taken out of the respective diagrams in Fig. 6.7 and Fig. 6.9.
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One of the biggest differences compared to a time-linearized analysis is the fact that a
nonlinear method leads to amplitude-dependent values for the critical gust length. In
the cases considered here, responses at Mach 0.83 and Mach 0.85 result in identical time-
linearized values for the critical gust lengths, see Fig. 6.12. When a nonlinear aerodynamic
modeling is applied, the critical gust length shifts to shorter wavelengths, for the maxi-
mum, as well as for the minimum bending moments, due to the above-described onset
of significant flow separation which reduces the peak moments for longer gust lengths.
Note that all results are well below Pratt’s reference value for the critical gust length of
LG = 25 · cMAC = 175. 0 m.

For deeper analysis of the different critical gust lengths, a different representation of the
time scale seems to be more intuitive, see Fig. 6.13. In these diagrams, all time signals
are shifted so that the zero point of the x-axis corresponds to that point in time when
the maximum gust velocity reaches the wing root leading edge at τLE

G . Moreover, the
grey shaded area marks the period that the gust amplitude convects over the wing. See
Section 5.3.2 for an explanation of the different points in time, τG. Note that, for more
clarity in the diagrams, the results for the gust lengths of LG = 350. 0 m and LG = 420. 0 m
are left out in these figures.

The gust velocities in Fig. 6.13(a) show, that the gust gradient of the shortest gust
with H = LG/2 = 17. 5 m is shorter than the extension of the wing in x-direction, i.e.
LG/(2 · cMAC) < (τTE

G − τLE
G ). Consequently, this gust length is not capable of causing

large loads on the aircraft.

The critical gust length for the maximum time-linearized wing bending moment is found

(a) Maximum wing root bending moment (b) Minimum wing root bending moment

Fig. 6.12: Critical gust lengths for different excitation amplitudes,
Pratt reference: LG = 25 · cMAC = 175. 0 m
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(a) Gust velocities (b) Points in time for maximum nonlinear wing

root bending moments

(c) Time-linearized responses for ŴG = 20 m/s (d) Nonlinear responses for ŴG = 20 m/s

Fig. 6.13: Aeroelastic gust responses at Mach 0.85

at LG = 140. 0 m (H = 10 cMAC), see Fig. 6.13(c). Up to this gust length, the time-
linearized maximum values occur in a very narrow time range, at around τ ≈ 5. This
indicates that the interaction between aerodynamic and structural dynamics with respect
to the maximum bending moment does not change as long as the gust is short enough
and mainly triggers the elastic mode shapes. However, once the critical gust length is
reached, the interaction with the rigid-body modes first of all leads to a reduction in the
maximum bending moment, and secondly, to a significantly earlier occurrence with re-
spect to the specific gust encounter. For the gust with LG = 210. 0 m, the maximum value
is already reached before the maximum gust velocity has finished convecting over the
aircraft’s wing.

For the nonlinear responses in Fig. 6.13(d), the response dynamics, and hence, the crit-
ical gust length change in comparison to the time-linearized results. At this large gust
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amplitude the flow separation constantly causes an earlier maximum value, in relation to
the respective τLE

G (LG). Ultimately, the combination of flow separation and counteracting
effect of the rigid-body modes leads to the effect that the maximum bending moment for
the gust with LG = 210. 0 m is already reached even before the maximum gust veloc-
ity has hit the root leading edge of the wing. Therefore, the critical gust length for the
maximum wing bending moment at ŴG = 20. 0 m/s is already found at LG = 70. 0 m
(H = 5 cMAC).

Fig. 6.13(b) again summarizes the trends over time for the gust encounters studied, com-
pare also with Fig. 6.11(a).

6.2 Analysis of the Lift Coefficient

This chapter is intended to build on some of the analysis from the aerodynamics chapter.
Differences and similarities in the lift response of time-linearized and nonlinear compu-
tations are studied and compared to the purely aerodynamic results.

6.2.1 Unsteady Nonlinear Lift Responses

Typical aeroelastic responses of the lift coefficient are displayed in Fig. 6.14 for Mach 0.83.
Whereas the first part of the responses results in similar trends as observed in the aerody-
namic gust responses, compare Fig. 6.14(a) with Fig. 5.48, the decaying part is completely
different due to oscillations triggered by the involved structural mode shapes. As for the
nonlinear aerodynamic responses, the maximum peak lift coefficient for large-amplitude
excitations occurs for medium-length gusts, see Fig. 6.14(b). These first results already

(a) LG = 210. 0 m (b) ŴG = 20. 0 m/s

Fig. 6.14: Time histories of aeroelastic gust responses, Mach 0.83
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(a) ŴG = 10. 0 m/s,

Nonlinear lift response type B

(b) ŴG = 20. 0 m/s,

Nonlinear lift response type A

Fig. 6.15: Time histories of aeroelastic gust responses for LG = 105. 0 m at Mach 0.83

indicate that the structural coupling only does not change overall trends of the maximum
lift coefficient.

A detailed look at the time histories reveals identical trends and mechanisms as for the
nonlinear aerodynamic results, compare Fig. 6.15 with Fig. 5.48(a). The change between
double-shock and single-shock configuration at Mach 0.83 is still present also in the aeroe-
lastic response. Moreover, it dominates the response for medium-amplitude gusts and
leads to an increase in the instantaneous lift curve slope and finally to a higher nonlinear
lift peak, when compared to the time-linearized result, see Fig. 6.15(a). When the ampli-
tude is increased further, the shock-induced flow separation dominates the response and,
hence, the nonlinear maximum lift value is lower than the time-linearized prediction, see
Fig. 6.15(b).

Consequently, maximum increments of the lift coefficient reveal similar trends as al-
ready observed in the aerodynamic computations, with an exception for the very long
gusts, see Fig. 6.16. Results at Mach 0.83 show conservative and non-conservative non-
linear responses as described in Chapter 5.4.1. The nonlinear responses at Mach 0.85
are exclusively influenced by the shock-induced flow separation and so the maximum
lift values are significantly reduced by up to 30% for the largest excitation amplitude.
Note, however, that the nonlinear maximum lift increases again for the two longest gusts,
LG = 350. 0 m and LG = 420. 0 m, at the largest excitation amplitude, ŴG = 20. 0 m/s.
That last case was already discussed in Fig. 6.5 for the wing root bending moment. The
analysis revealed that shock-induced flow separation is present, but that the aerodynamic
loads continue to increase until the maximum gust velocity leaves the wing tip. The same
explanation holds true for the lift coefficient: Due to the long wavelength of the gust in
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(a) Mach 0.83 (b) Mach 0.85

Fig. 6.16: Maximum increments of the lift coefficient for the aeroelastic configuration

Fig. 6.17: Incremental lift coefficients for LG = 420. 0 m, for instantaneous snapshots of
the pressure distributions see Fig. 6.5 and Fig. 6.18

combination with the large excitation amplitude, a large low-pressure region develops on
the inner wing and causes this increase in lift. Note that such a large and late load peak
does not occur for amplitudes lower than ŴG = 20. 0 m/s at LG = 420. 0 m, see Fig. 6.17.
The amount of the induced pressures especially on the inner wing is significantly lower
for the lower amplitudes, compare Fig. 6.18 with Fig. 6.5. Consequently, the peak lift
coefficient does not increase further.
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(a) Surface pressures at τ = 21. 33 (b) Surface pressures at τ = 36. 19

Fig. 6.18: Gust encounter with LG = 420. 0 m and ŴG = 15. 0 m/s, Mach 0.85, with two
exemplary snapshots of the wing’s pressure distribution (magenta lines on the
wing shows the contour level c f x = 0; the grey areas correspond to cp < −1. 2)

6.2.2 Comparison to Aerodynamic Results

In this section, aerodynamic and aeroelastic results for the lift coefficient are presented
and compared side-by-side. For all cases considered here, the aeroelastic computations
result in lower lift values throughout the complete time histories when compared to
purely aerodynamic computations. This is depicted exemplarily for three test cases in
Fig. 6.19(a). Taking the structural model into account in the computations has a mitigat-
ing effect on the increase of the lift coefficient and also leads to lower peak lift values. This
effect seems to be caused mainly by the response of the rigid-body modes to the excita-
tion. Fig. 6.19(b) depicts the resulting angle of attack when heave and pitch motions are
evaluated. The corresponding angles of attack are defined by their modal coordinates, q3

and q5, see Chapter 3.3, and more specifically

αPitch = q5 (6.1)

αHeave = atand(−q3/U∞) (6.2)

αtotal = αHeave + αPitch (6.3)

The resulting total induced angle of attack has a negative sign and, hence, corresponds to
the slower increase of the lift coefficient when aeroelastic and aerodynamic responses are
compared. It is mainly the large heave motion that induces this effect, i.e., the upward
motion of the aircraft in response to the gust causes the reduction in lift.
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(a) Incremental lift coefficient for

ŴG = 20. 0 m/s

(b) Instantaneous induced angles of attack

by rigid-body modes for test case with

LG = 210. 0 m and ŴG = 20. 0 m/s

Fig. 6.19: Time histories for aerodynamic and aeroelastic gust encounters at Mach 0.83

Therefore, the aeroelastic computations result in lower nonlinear maximum lift values
than the purely aerodynamic simulations for all cases considered, see Fig. 6.20, which is
also reported by different studies [21]. An increasing gust length leads to an increasing
difference between aeroelastic and aerodynamic results. Long gusts lead to larger heave
motions and reduce the effective angle of attack, as described above.

Note further that the described aerodynamic stages during a discrete gust encounter, see
Chapter 5.3.2, are also observed for the aeroelastic setup, compare the stages in Fig. 5.55(a)

(a) Mach 0.83 (b) Mach 0.85

Fig. 6.20: Incremental maximum lift in comparison between aeroelastic and aerodynamic
simulations
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with Fig. 6.19(a). Though the stages happen at later points in time, the previously identi-
fied trends can also be found in the aeroelastic responses.

Finally, Fig. 6.21 shows the impact of a nonlinear aerodynamic modeling for purely
aerodynamic computations in a direct comparison to aeroelastic computations. Time-
linearized FSI responses lead to lower maximum lift values than the time-linearized aero-
dynamic responses in any case considered due to the response of the rigid-body modes.
The nonlinear aerodynamic modeling might additionally reduce the lift values, which
mainly happens for large-amplitude gusts that yield the nonlinear response type A; see
results for ŴG = 20. 0 m/s. Mid-amplitude gusts at Mach 0.83 might trigger the nonlinear
response type B and so exceed the respective computed time-linearized maxima for aero-
dynamic and aeroelastic systems. In this direct comparison, it can be observed that the
nonlinear response type B gets even stronger when fluid-structure coupled simulations
instead of purely aerodynamic simulations are involved; see results for ŴG = 10. 0 m/s
in Fig. 6.21(a). The increase in flow separation with increasing Mach number leads to
greater absolute differences between linear and nonlinear modeling for the higher Mach
number, regardless of whether an aerodynamic or aeroelastic system is considered.

(a) Mach 0.83 (b) Mach 0.85

Fig. 6.21: Incremental maximum lift values: time-linearized and nonlinear responses for
aerodynamic and aeroelastic gust encounters
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6.3 Summary

6.3.1 Little Impact of the Elastic Modeling on Aerodynamic Nonlinearities

It is found that the consequences of a nonlinear aerodynamic modeling in an aeroelastic
simulation are comparable to those found in purely aerodynamic simulations. The peak
values of the bending moment histories are significantly influenced by the onset of shock-
induced flow separation and/or a change in shock topology. Therefore, the comparison
between time-linearized and nonlinear peak values of the aeroelastic bending moment
and the corresponding lift coefficient leads to identical trends as those observed for the
aerodynamic lift coefficient in Chapter 5: Significant flow separation leads to lower non-
linear maximum values, and a change in the shock topology leads to higher nonlinear
maximum values as compared to the time-linearized results. The latter scenario only
occurs for the lower Mach number, as was already the case in the aerodynamic computa-
tions. However, the data suggest that using the flexible instead of the rigid aircraft model
amplifies a non-conservative peak lift prediction. Whereas the maximum value of the an-
alyzed loads variable is essentially determined by the aerodynamics, the minimum value
is significantly more influenced by the inertial response. Therefore, the above-mentioned
trends do not apply to the investigated minimum loads, i.e., the minimum wing root
bending moment. Instead, it is found that a nonlinear aerodynamic modeling leads to
a decrease in the absolute value of the minimum wing root bending moment for large-
amplitude gusts in any case.

6.3.2 Critical Gust at Shorter Gust Length

In a time-linearized analysis, the critical gust length mainly depends on the response of
the rigid-body modes to the gust excitation. Its value depends on the variable studied,
but it is constant for different excitation amplitudes. The results in this work additionally
reveal a dependence of the critical gust length on the gust amplitude if a nonlinear aero-
dynamic modeling is applied. It is the effect of the unsteady flow separation that leads to
a load reduction mainly for long-wavelength gusts. Consequently, the highest peak loads
are encountered for shorter gusts when the excitation amplitude is increased. This trend
is observed for the maximum wing bending moment for both Mach numbers studied.

Moreover, maximum and minimum peak loads occur at earlier points in time with in-
creasing excitation amplitude. On the one hand, the gust length for the critical gust needs
to be long enough so that the loads have enough time to grow. The maximum value in
the loads may only be reached after the maximum gust velocity has already passed com-

109



6 AEROELASTIC ANALYSIS

pletely over the wing. And on the other hand, the gust length for the critical gust must
not become too long in order to prevent premature separation of the flow.
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7 Summary and Discussion
The current thesis analyzes the effects of an increase in aerodynamic modeling fidelity
for large-amplitude gust encounters in transonic flow. Computations are based on the
unsteady nonlinear RANS equations, which are solved in the time domain. The results
are compared to time-linearized responses which are obtained using small-amplitude ex-
citations. Analyzes are conducted for different transonic steady base flows for a 2D airfoil
configuration, as well as for a transport aircraft configuration for a rigid and flexible air-
craft model.

The data suggest that there are three basic types of nonlinear lift responses, which are
either triggered by shock-induced separation, by a change in flow topology or by a com-
bination of both. The nonlinear responses can therefore lead to lower or higher lift values
than the time-linearized computations, depending on the steady base flow and the exci-
tation parameters. It seems that the steady lift polar, and more specifically, the steady lift
derivative can be used as an indicator for the occurrence of the different response types.

During a discrete gust encounter of a transport aircraft configuration, up to eight different
stages are found in the time-domain history of the lift response. These stages, again,
depend on the steady base flow, gust amplitude, and gust length and can also be assigned
to the different response types.

The reported nonlinear effects from purely aerodynamic simulations for the peak lift co-
efficient also apply for the wing bending moment and the lift coefficient resulting from
aeroelastic simulations. The critical gust length for load analysis shifts to shorter gust
lengths when the excitation amplitude is increased.

Summing up, the recompression shock, its motion, and a possibly following separation
of the flow can be identified as the main drivers for all observed nonlinear effects in
transonic flows, both for rigid and flexible aircraft models. Therefore, the main hypoth-
esis of this work only partly holds true and so needs to be extended: It is not only the
shock-induced flow separation, but also the topology of the shock that develops during
the gust encounter, which is responsible for the occurrence of nonlinear effects. The non-
linearly computed lift might, therefore, become lower or higher, than the corresponding
time-linearized value. The additional hypotheses are responded in the following:

− A. Unsteady nonlinear effects get stronger with increasing Mach number and de-
creasing excitation frequency. =⇒ It can be confirmed that unsteady nonlinear ef-
fects get stronger with decreasing excitation frequency. However, only separation-
induced nonlinear effects get stronger with increasing Mach number. Flows at lower
Mach numbers might result in additional nonlinear effects.
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− B. Similar basic nonlinear aerodynamic effects can be observed for a two-
dimensional airfoil and also for a transport aircraft configuration. =⇒ This hy-
pothesis can be confirmed. Three different nonlinear response types are identified.

− C. Specific aerodynamic stages for the response of the lift coefficient over time can
be identified for a discrete gust encounter of a transport aircraft configuration. =⇒
This hypothesis can be confirmed. Nonlinear lift responses to discrete gusts consist
of up to eight stages.

− D. For a large-amplitude gust encounter of a two-dimensional airfoil in transonic
flow, the maximum dynamic lift might result in larger values than the maximum
static lift, implying a dynamic overshoot. =⇒ This hypothesis can be confirmed.
Dynamic overshoots also exist in transonic flows.

− E. The difference between time-linearized and nonlinear peak lift response is larger
for purely aerodynamic simulations than for fluid-structure coupled simulations.
=⇒ This hypothesis can be confirmed. The interaction of aerodynamics and struc-
ture mitigates the response and leads to significantly lower time-linearized peak lift
values than the purely aerodynamic simulation. If a nonlinear aerodynamic method
is used, the maximum lift coefficients of aerodynamic and aeroelastic simulations
are very similar.

− F. The ”critical gust length” depends on the excitation amplitude. =⇒ This hy-
pothesis can be confirmed. An increasing excitation amplitude leads to shorter gust
lengths for the critical gust.

Results are numerically robust concerning spatial and temporal discretization and the
number of structural mode shapes involved in the flexible aircraft configuration. The
main features in the global responses are identical between different turbulence models.
However, specific details concerning absolute values and local separation effects differ
between them.

Discussion: Aerodynamic Analysis

Though nonlinear effects due to shock-induced flow separation and the corresponding
breakdown in lift are already reported in the literature, e.g. in [19, 20, 76], unsteady non-
linear effects due to a significant topological change of the recompression shock are first
reported in this work. In the 1980s, it was assumed that the extent of the shock motion
is the crucial aspect for the nonlinearity of a response [57, 58]. In the 2010s, computations
indicated an inappropriate physical modeling of the shock motion for large amplitude
disturbances using a linear frequency domain solver [19, 59]. In this work, it could be
shown that the extent of the shock motion is less important for the occurrence of non-
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linearities. Rather, changes in the shock topology itself are causing nonlinear response
effects, regardless of the extent of the shock motion.

The different response types in this work are identified for different Mach numbers at
a constant angle of attack. It should be noted that the same categorization can also be
expected for a constant Mach number when the angle of attack is varied. It is not the
inflow velocity but the shock and separation behavior on the specific configuration, which
triggers the different effects. An increase in the steady Mach number causes similar effects
as an increase in the steady angle of attack in terms of shock position and separation
behavior.

It is emphasized here that the observed effect of an increase in the steady lift curve slope
with the onset of transonic flow is not yet discussed in the literature, though indica-
tions for this trend are found also for different airfoils as, e.g., for the supercritical air-
foil OAT15A [30]. Further insight into this steady trend and influencing variables seems
necessary.

Closely related to this is the observation that the changing topology of the recompres-
sion shock contributes to the increase in the lift derivative. The conditions under which
these observations and the associated nonlinear effects can be generalized need to be in-
vestigated and understood in more detail. Further studies on different configurations are
essential.

Compared to subsonic large-amplitude responses, one of the major differences in tran-
sonic flows seems to be the absence of a leading-edge vortex. The presence of the recom-
pression shock in transonic flow changes the overall physics and does not seem to permit
a formation of such a vortex on the airfoil’s leading edge as it is, e.g., recently described
for a subsonic airfoil flow in [22]. Instead, the shock motion and a possibly following
separation of the flow seem to be the main drivers for the observed nonlinear effects in
transonic flows. The results therefore support the early assumptions from Liiva [49] and
Visbal [50].

In this work, unsteady nonlinear transonic effects exclusively result out of gust excita-
tions. It can be expected that qualitatively similar trends might occur for different mode
shapes of excitation, e.g., a pitching excitation. When the responses are compared for
the same excitation amplitude, gust responses are milder than those for a pitching mo-
tion [127]. The reason is that gusts do not excite the complete airfoil simultaneously but
are gradually moving over the airfoil’s chord.

Though the numerical results are consistent throughout this thesis, one of the deficiencies
of this work certainly is the lack of experimental validation data for the observed effects.
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Corresponding wind tunnel data or even flight test data do not seem to be available at the
time of writing. The numerical studies in this thesis were carefully designed, especially
concerning spatial and temporal convergence. Additionally, it was confirmed that differ-
ent turbulence models yielded the same qualitative results. It can not be completely ex-
cluded, however, that URANS-based turbulence models might miss some specific effects
that occur during large-amplitude excitations in transonic flows. Though the applied tur-
bulence models show reasonable results for small-disturbance transonic flows, as well as
for large-amplitude subsonic flows, a validation for large disturbances in transonic flows
is missing.

All findings can be helpful for the design of further studies aiming at an improved under-
standing of unsteady nonlinear transonic flows. Moreover, the data can be used to iden-
tify and develop suitable and robust physics-based aerodynamic or aeroelastic reduced-
order models that could be applied in a future industrial aircraft design process.

Discussion: Aeroelastic Analysis

The increase in aerodynamic modeling fidelity also affects the prediction of peak internal
loads such as the wing root bending moment. Reductions as well as enlargements, each
in the order of 25%, are found when the results of the time-linearized and the nonlinear
computations are compared for the incremental loads. Similar studies on the NASA CRM
result in reductions of the maximum incremental root bending moment of 24% and 29%,
respectively, depending on the turbulence model that is used [20]. In the case that these
gust loads are sizing-relevant, the results show on the one hand a great potential for sav-
ings in the structural weight, but on the other hand also indicate that additional structural
weight might be necessary to ensure the specific safety factors. However, since there are
several 100 sizing load cases (gust, maneuver, ground, etc.), the share of the critical gust
loads finally depends on the configuration and the specific aircraft component.

From this individual study it is difficult to estimate under which assumptions the present
results can be generalized. In particular, the combination of aerodynamic and inertial
responses might lead to different total loads if a different set of mode shapes determines
the structural design.

Taking into account that the level of model fidelity increases, considerable care should
also be taken to the specific load cases that are required by the certification specifications.
A more realistic model might also demand more realistic load cases in order to strive for
optimal structural sizing.

In any case, critical gust lengths shift to shorter gusts, with increasing excitation ampli-
tude, which is in agreement to previous studies in subsonic and transonic flows [19, 22].
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8 Conclusion
The design of new energy-efficient aircraft reduces the climate impact and helps in paving
the way for more sustainable aviation. The fuel consumption of an aircraft can directly
be reduced if, e.g., more lightweight structures are designed. Therefore, accurate knowl-
edge of peak loads is necessary for all load cases that are demanded by the certification
specifications as these peak loads lead to the sizing of an aircraft’s components. How-
ever, standard design practices are mainly based on time-linearized aerodynamics and
are therefore not accurate for the prediction of nonlinear loads due to large-amplitude
excitations.

The findings from this work imply a consequent application of an unsteady nonlinear
aerodynamic method in an aircraft’s design process, as it shows a diverse impact on the
loads in a broad parameter range. Moreover, with an increasing level of aerodynamic
model fidelity, considerable care should also be taken to the specific load cases that are
required by the certification specifications. Existing standards might need to be reworked
as nonlinear methods might change overall trends, e.g., with respect to the maximum gust
length that is required for the load assessment.

Three main topics are recommended for further studies:

− First of all, wind tunnel tests for large-amplitude excitations in transonic flows are
necessary in order to obtain reliable validation data for the observed nonlinear ef-
fects in the numerical studies.

− Secondly, additional numerical studies are helpful for potentially generalizing or
delimiting the described effects. Different airfoils and transport aircraft configura-
tions should be investigated. Possible correlations between steady and unsteady
flows need to be analyzed in more detail as such findings could serve a more fun-
damental understanding of transonic flows.

− Lastly, the interaction between the nonlinear aerodynamic modeling and the struc-
tural modeling needs to be addressed more deeply in future investigations. Various
aircraft configurations with different structural models should be analyzed to inves-
tigate the impact of aerodynamic nonlinear effects on industrially relevant loads.
Due to the superposition of aerodynamic and inertial loads, changes in the inertial
response might lead to different trends in the peak values of the total loads.

Finally, note that complex numerical studies are necessary, especially for a better under-
standing of complex processes, but a comparison to actual flight test data will always be
required, to align computer-based research with real-world data. Therefore, this thesis is
closed with the words from J. R. Fuller, a former manager of loads and flutter research at
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8 CONCLUSION

the Boeing Commercial Airplane Group, who commented already in the 1990s [83]: ”All
things considered, we are, no doubt, fooling ourselves with analytical oversophistication,
therefore, periodic checks of actual flight test results against dynamic analysis results will
continue to be required to properly scope design analyses efforts [...].”
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A RAE2822 airfoil

A.1 Grid Sensitivity Study

In order to check the spatial convergence of gust responses on the RAE2822 airfoil, some
of the results are reproduced using a significantly finer mesh with a total of about 980.000
nodes and 700 cells on the upper and lower surfaces each. This mesh is denoted as ”fine”
in the following, whereas the mesh used in the main part of the paper is denoted as
”medium”, see Chapter 4.1. Additionally, a ”very fine” mesh is tested, with about 2.9
million nodes in total and 1350 cells on the upper and lower surface each.

The results for the different meshes are presented in Fig. A.1. Note that the whole parame-
ter space is computed for the fine mesh, but only three reduced frequencies are computed
for the very fine mesh, due to computational cost. The findings for the mesh convergence
study are similar to the ones for the turbulence model study in Section 5.1.6. Overall
trends do not change when using the finer meshes and the first harmonic is more in-
fluenced by the mesh than the maximum lift coefficient. The two finer meshes shift the
values for the magnitude of the first harmonic up to slightly higher values and also pre-
dict a slightly higher maximum lift. Due to the very similar results on all three grids,
the medium grid is chosen for all computations shown in the main part of the paper.

A.2 Time Step Study

Five different time step sizes are used to compute responses to the lowest and the
highest frequency considered, each for the maximum gust amplitude. The results

(a) First harmonic of the lift FRF (b) Maximum lift

Fig. A.1: Comparison of three CFD meshes at Mach 0.70.
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(a) LG = 125. 5 m (kGust = 0. 05) (b) LG = 2. 50 m (kGust = 2. 50)

Fig. A.2: Comparison of different time step sizes at Mach 0.70

for the pitching moment coefficient are compared in Fig. A.2. Time step sizes of
dt = {1/48, 1/24, 1/12, 1/6, 1/3} · U−1

∞ are tested. Though the results for both gust
lengths show an influence of the time step size, the shorter gust results are more severely
affected. For time steps smaller than dt = 1/12 · U−1

∞ the results are converged. So,
for the computations at Mach 0.70 in the main part of the paper, a time step size of
dt = 1/24 · U−1

∞ = 1. 8 · 10−4 s is chosen, see Section 4.1.

A.3 Verification of Linearity for Low-Amplitude Results

It is stated above that the results for the lowest excitation amplitude can be taken as linear
reference values, which is verified by the data in Fig. A.3: The first harmonic response of
the lift draws a horizontal line between the results at ŴG = 10−6 m/s and ŴG = 0. 1 m/s
That shows that the response is independent of the excitation amplitude and, therefore,

Fig. A.3: Verification of linearity for low-amplitude results at Mach 0.70.
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A.4 Static Airfoil Flow at Mach 0.68 and Mach 0.72

corresponds to the definition of a linear system. The same derivative values for the first
harmonic could be computed using a RANS-based linear frequency domain approach,
such as the TAU-LFD solver [16], see e.g. [75] for a detailed comparison.

A.4 Static Airfoil Flow at Mach 0.68 and Mach 0.72

The following figures complement the results from Chapter 5.1.1 for two additional Mach
numbers, Mach 0.68 and Mach 0.72. They reveal identical trends as could already be
observed for Mach 0.66 and Mach 0.70.

(a) Mach 0.68 (b) Mach 0.72

Fig. A.4: Characteristics of static airfoil flow

(a) Mach 0.68 (b) Mach 0.72

Fig. A.5: Lift curve slopes
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B NASA Common Research Model

B.1 Grid Sensitivity Study

Results in this section provide information on the numerical robustness concerning the
numerical mesh used for the NASA Common Research Model configuration. Three dif-
ferent grid levels are applied, which are listed in Table B.1. Though slight differences can
be observed in the maximum lift coefficient, see Fig. B.1, all flow features that are relevant
for the maximum lift coefficient seem to be adequately captured even with the coarsest
mesh. The results shown throughout the paper are all computed with the medium-level
mesh.

Table B.1: Grid levels used for the sensitivity study (Nx: number of points in chordwise
direction).

Grid level Nx, wing Nx, HTP total nr. of surface nodes total nr. of nodes

coarse 100 75 3. 6 × 105 5. 5 × 106

medium 200 150 6. 0 × 105 11. 0 × 106

fine 400 300 1. 15 × 106 24. 5 × 106

(a) Maximum increments of the lift coefficient (b) Time histories, kGust = 0. 1, ŴG = 20. 0 m/s

Fig. B.1: Influence of the spatial discretization on the lift coefficient at Mach 0.85

B.2 Sensitivity to Number of Mode Shapes in FSI Simulations

The coupled simulations require a structural model which contains a sufficient number
of elastic mode shapes in order to capture the relevant interaction with the aerodynamics.
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B NASA COMMON RESEARCH MODEL

The sensitivity study comprises three different sets of mode shapes:

− 3 modes: heave + pitch + first bending (1.065 Hz)
− 7 modes: heave + pitch + first five symmetric modes (up to 3.58 Hz)
− 24 modes: heave + pitch + 22 symmetric modes (up to 28.6 Hz)

Results are evaluated for different gust lengths and amplitudes. Responses for two dif-
ferent gust lengths at ŴG = 20. 0 m/s are plotted in Fig. B.2 and Fig. B.3. Overall, the
moment coefficient prediction is more affected by the different number of mode shapes
than the lift coefficient. As expected, the resulting response spectrum for both lift and
moment coefficients gets broader when higher modes are included in the coupled simu-
lations. A recent study by Feldwisch [20] shows that the separation patterns, especially
from the SA turbulence model, trigger higher frequencies in the aeroelastic responses.

(a) Lift coefficient (b) Moment coefficient

Fig. B.2: Influence of the number of mode shapes for LG = 210. 0 m and ŴG = 20. 0 m/s

(a) Lift coefficient (b) Moment coefficient

Fig. B.3: Influence of the number of mode shapes for LG = 70. 0 m and ŴG = 20. 0 m/s
at Mach 0.85
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B.3 Verification of Linearity for Low-Amplitude Results

However, the relevant trends for the peak lift prediction are captured sufficiently accu-
rate using seven mode shapes in the structural model and are therefore applied in the
main part of this thesis.

B.3 Verification of Linearity for Low-Amplitude Results

It is stated above that the results for the lowest excitation amplitude of ŴG = 1 × 10−6 m/s
can be regarded as time-linearized reference solutions, which is verified by the data
in Fig. B.4. By definition, the derivative of a linear system is independent of the
excitation amplitude. Fig. B.4(a) shows the trends of the first harmonic response
with increasing excitation amplitude. It is found that the aerodynamic system can
be regarded as linear for excitation amplitudes up to ŴG = 1. 0 m/s as the corre-
sponding relative error δC1

L,αG
(kGust,ŴG) reveals a deviation from the linear of less

than 1% for all excitation frequencies, see Fig. B.4(b). The relative error is defined as
δC1

L,αG
(kGust,ŴG) =

(
|C1

L,αG
(kGust,ŴG)| − |CLin

L,αG
(kGust)|

)
/
(
|CLin

L,αG
(kGust)|

)
· 100%.

(a) First harmonic of the lift response (b) Relative error of the first harmonic lift coef-

ficient magnitude

Fig. B.4: Verification of linearity for low-amplitude results at Mach 0.85
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B.4 Time Step Study

The influence of the time step size is shown in Fig. B.5. All computations in the
main part of the paper are carried out with 100 inner iterations and the time step size
of dt = 1. 3 × 10−3 s, which corresponds to the nondimensional time step size of
∆τ = dt/

(
lre f /U∞

)
= 0. 0466. Though, there is still a difference between the results

for the two smallest time step sizes, the general trend seems to be captured sufficiently
accurately by dt = 0. 0013 s.

With the chosen time step settings, the total computational time for the lowest reduced
frequency kGust = 0. 05 on the medium-level mesh using 3 sinusoidal excitation periods
and the turbulence model of Spalart-Allmaras took about 197 hours on 320 CPU on the
DLR-HPC cluster CARA2. The highest reduced frequency kGust = 2. 50 was simulated for
8 excitation periods, which took about 11 hours of computation.

(a) kGust = 0. 1 (markers show every 20th time

step)

(b) kGust = 2. 5

Fig. B.5: Influence of the time step size on the lift coefficient using ŴG = 20. 0 m/s at
Mach 0.85
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B.5 Componentwise Contributions to Global Lift Response

B.5 Componentwise Contributions to Global Lift Response

Fig. B.6 displays the lift coefficient for different aircraft components in relation to the
defined points in time τi

G from Chapter 5.3.2. The figures show that the qualitative trend
of the total lift is mainly governed by the flow physics on the aircraft’s wing. The HTP
has only a minor effect on the lift coefficient, which is noticeable mainly during the decay
of the response. The fuselage only introduces an almost constant offset onto the wing’s
lift.

It can be observed that the long gust induces a noticeable increase in the lift coefficient
even before the maximum gust velocity reaches the wing’s leading edge at τLE

G . The same
observation can be made for the increase in the lift coefficient of the HTP with respect
to τHTP,LE

G , which marks the point in time when the maximum gust velocity hits the HTP
leading edge. For the shorter gust, these lags are reduced.

(a) LG = 210. 0 m. (b) LG = 70. 0 m

Fig. B.6: Contributions to total lift at Mach 0.83 for ŴG = 20. 0 m/s. Vertical lines mark
τi

G (labels for i are 1:Start, 2:Nose, 3:LE, 4:TE, 5:HTP,LE, 6:HTP,TE, 7:Stop)
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0. 1 and ŴG = 20. 0 m/s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.41 Steady results for SAO and RSM at Mach 0.85 and Re = 40 × 106 . . . . . . 69

5.42 Steady skin friction distribution at design conditions for Mach 0.85,
Re = 40 × 106 and CL = 0. 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.43 Increments of lift coefficients for various amplitudes at kGust = 0. 1 using
RSM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

141



LIST OF FIGURES

5.44 Maximum nonlinear increments of the lift coefficient for SAO and RSM . . 70
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(magenta line on the wing marks contour level c f x = 0) . . . . . . . . . . . . 73

5.48 Increments of lift coefficients for two gust lengths and various amplitudes,
Mach 0.83 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.49 Upper surface pressures at y = 17. 0 m for LG = 105. 0 m at Ma 0.83 . . . . . 76

5.50 Maximum linear and nonlinear increments of the lift coefficient for differ-
ent discrete gust amplitudes at Mach 0.83 . . . . . . . . . . . . . . . . . . . . 76

5.51 Comparison of sinusoidal and ”1-cos” gusts . . . . . . . . . . . . . . . . . . . 77

5.52 Maximum linear and nonlinear increments of the lift coefficient for differ-
ent discrete gust amplitudes at Mach 0.85 . . . . . . . . . . . . . . . . . . . . 77

5.53 Relative difference between linear and nonlinear computations in the max-
imum incremental lift coefficient (black dots mark test case samples) . . . . 78

5.54 Significant points in time during excitation with a discrete gust, τG . . . . . 80

5.55 Stages in lift history during a nonlinear gust encounter, τL, at Ma 0.83 . . . . 80

5.56 Surface pressures during a nonlinear gust encounter, Ma 0.83, LG =
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Examples for Mach 0.83 and ŴG = 20. 0 m/s. . . . . . . . . . . . . . . . . . . 79

5.3 Assignment of the different stages τL to the nonlinear lift response types
A, B, and C; Symbols: X = occurs, – = does not occur, (X) = might occur
(depending on the steady state) . . . . . . . . . . . . . . . . . . . . . . . . . . 89

B.1 Grid levels used for the sensitivity study (Nx: number of points in chord-
wise direction). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

145


	Table of Contents
	List of Symbols
	Abbreviations
	Introduction
	Motivation
	Hypotheses
	Objectives and Overview of this Thesis

	Fundamentals and State-of-the-Art
	Steady Aerodynamics
	Unsteady Nonlinear Aerodynamics
	Computational Methods for Unsteady Aerodynamics
	Gusts for Aircraft Design

	Methods and Tools
	Fundamental Equations of Fluid Mechanics
	Turbulence Modeling: RANS approach
	Aeroelastic Equations of Motion and Internal Loads
	Gust Signals
	Numerical Framework
	CFD Solver TAU
	FSForcedMotion

	Post-Processing of the Time- and Frequency-Domain Data

	Models, Test Cases and Numerical Settings
	RAE2822 airfoil
	NASA Common Research Model

	Aerodynamic Analysis
	Sinusoidal Gusts on the RAE2822 airfoil
	Steady Polars
	Unsteady Nonlinear Responses
	Maximum Lift Coefficient
	Unsteady Shock Motion
	Examples of Instantaneous Flow Fields
	Influence of the Turbulence Model at Mach 0.70

	Sinusoidal Gusts on the NASA Common Research Model
	Steady Lift Polars
	Unsteady Nonlinear Lift Responses
	Harmonic Responses of the Lift
	Influence of the Turbulence Model at Mach 0.85
	Examples of Instantaneous Surface Flow

	Discrete Gusts on the NASA Common Research Model
	Unsteady Nonlinear Lift Responses
	Chronology of a Discrete Gust Encounter

	Summary
	Three Types of Nonlinear Lift Responses
	The Influence of the Steady Flow Field
	Stages in the Time-Domain History of a Nonlinear Lift Response


	Aeroelastic Analysis of a Transport Aircraft Configuration
	Analysis of the Wing Root Bending Moment
	Unsteady Nonlinear Responses
	Maximum and Minimum Bending Moments
	Points in Time for Peak Loads
	Critical Gust Lengths

	Analysis of the Lift Coefficient
	Unsteady Nonlinear Lift Responses
	Comparison to Aerodynamic Results

	Summary
	Little Impact of the Elastic Modeling on Aerodynamic Nonlinearities
	Critical Gust at Shorter Gust Length


	Summary and Discussion
	Conclusion
	References
	Appendix RAE2822 airfoil
	Grid Sensitivity Study
	Time Step Study
	Verification of Linearity for Low-Amplitude Results
	Static Airfoil Flow at Mach 0.68 and Mach 0.72

	Appendix NASA Common Research Model
	Grid Sensitivity Study
	Sensitivity to Number of Mode Shapes in FSI Simulations
	Verification of Linearity for Low-Amplitude Results
	Time Step Study
	Componentwise Contributions to Global Lift Response

	List of Figures
	List of Tables

	Muster_Impressum_Friedewalda.pdf
	Erklärung des Herausgebers
	Lizenz
	Böen-Induzierte Amplitudeneffekte in Transsonischer Strömung
	Technische Universität Braunschweig
	Gust-Induced Amplitude Effects in Transonic Flow
	Technical University Braunschweig



