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Abstract

Quantum computing has become an increasingly relevant topic in computer science due
to the development of functional quantum computers in recent years. Quantum process-
ing units (QPUs) use quantum particles in the form of qubits as information carriers.
By using properties of quantum particles, quantum algorithms have been developed that
can solve problems in polynomial time, for which only exponentially scaling classical al-
gorithms are known.

QPUs will not run on their own in the foreseeable future, due to high error rates and
low stability of qubits. Instead, quantum devices will be one component in a quantum-
classical (hybrid) computing system (distributed system). Quantum computers embed-
ded in distributed hybrid quantum-classical systems get instructions from a main CPU,
execute them and report their results. To fully utilize quantum calculations, a QPU
should be able to communicate with a CPU in “real-time”. This means the qubits’
information content should stay stable during communication time.

In this thesis, we will look at quantum computing systems with real-time feedback
between a QPU and a CPU. As quantum computers are going to be used in real-time
hybrid systems, we need optimization routines for code running on these systems. Ex-
isting works on the optimization of quantum code focus on the optimization of quantum
circuits only, and neglect potential classical calculations that are necessary on a hybrid
distributed system. We want to examine which kind of optimization routines are possible
and sensible for hybrid quantum-classical computations.

We will evaluate some of today’s quantum programming languages (QPLs), especially
with respect to their ability to support and optimize real-time hybrid calculations. We
will find that most languages support real-time calculations to some extent, but are more
adapted to the programming approach of static circuit creation. Additionally, none of
the QPLs offer optimization routines targeted at quantum-classical calculations.

Therefore, we will examine options for real-time quantum-classical optimization. For
this, we use the low-level QPL Quil. We will introduce optimization operations and apply
them to real-time quantum-classical algorithms. We will present metrics to evaluate the
performance of hybrid calculations. The results of applying our optimization operations
to Quil code will be evaluated against our performance metrics. We will find that we
are in principle able to optimize hybrid quantum-classical programs.

We encourage more research in this field. QPLs will become more abstract in the
future and need more compilation steps until they can be executed on hardware. This
will make the optimization of quantum-classical hybrid code more relevant.
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1. Introduction

In recent years, quantum computing has advanced from a theoretical concept in physics
towards the development of working quantum computers. Thus quantum computers
become an increasingly relevant topic in computer science. Quantum computing devices
use quantum particles in the form of qubits as information carriers, instead of voltage
differences used for classical bits. The calculations are done on a quantum processing
unit (QPU) instead of on a central processing unit (CPU). By using unique properties
of quantum particles, quantum algorithms have been developed that can solve prob-
lems in polynomial time, for which only exponentially scaling classical algorithms are
known [1, 2]. One famous example is the Shor algorithm [1] which achieves prime fac-
torization that scales in polynomial time.

Typically qubit numbers on a QPU are currently around a few hundred [3, |4} 5, 6].
The largest qubit numbers are 1180 qubits on a device by Atom Computing [7] and
1121 qubits on the IBM Condor chip [8].

The QPUs are programmed using a quantum programming language (QPL) (a domain-
specific language (DSL) for a QPU). In recent years, multiple QPLs have been developed,
with different properties, advantages and disadvantages.

The aim of quantum computing is to reach quantum advantage (or quantum supremacy).
Quantum advantage is the ability “to perform tasks with controlled quantum systems
going beyond what can be achieved with ordinary digital computers” [9]. I.e. we have
reached quantum advantage when we have a QPU that can calculate a problem in a
feasible amount of time that would take an unfeasible amount of time on a CPU, i.e.
several months or even years.

Whether we reach quantum advantage or not, QPUs will not run on their own in the
foreseeable future. The error rates on qubits are too high and the qubits are too unstable
(as we will examine more closely in . Instead, quantum devices will be one
component in a quantum-classical (hybrid) computing system (distributed system). In
this scenario, the QPU merely calculates problems that are classically unfeasible. Other
calculations are done by classical devices (e.g. CPU, or a graphics processing unit
(GPU)), where the lower error rates and easier execution is beneficial.

Quantum computers embedded in distributed hybrid quantum-classical systems get
instructions from a main CPU, execute them and report their results. To fully utilize
quantum calculations, a QPU should be able to communicate with a CPU in “real-time”.
This means the communication time should be much shorter than the qubits’ coherence
time (cf. . The coherence time is the time the qubits remain stable and
keep their information content. This concept is further looked into in

In this thesis, we will look at quantum computing systems with real-time feedback
between a QPU and a CPU. This kind of computing systems are the ones in which



1. Introduction

quantum computers are going to be used in in the foreseeable future (cf. [Section 2.2.1)).

Therefore, it will become necessary to enable developers to program these systems. This
results in the need for optimization routines for code running on quantum computing
systems with real-time feedback.

The optimization of code running on these kind of systems will be the main concern
of this thesis. Works on the optimization of quantum code |10} |11} 12, |13] focus on the
optimization of the quantum part only, and neglect potential classical calculations that
are necessary on a hybrid distributed system.

In this work, we want to examine which kind of optimization routines are possible and
sensible for hybrid quantum-classical computations. We will especially look at real-time
calculations, i.e. those where a classical and a quantum component communicate within
the qubits’ coherence times.

To do this, we will first look at some key concepts of quantum computation, distributed
computing and optimization techniques in as well as at related work in

In we will evaluate some of today’s QPLs, especially with respect to their
ability to support and optimize real-time hybrid calculations. We will find that most
languages support real-time calculations to some extent, but are more adapted to the
programming approach of static circuit creation (cf. . Additionally, none
of the QPLs offer optimization routines targeted at quantum-classical calculations.

Therefore, we will examine options for real-time quantum-classical optimization in
For this, we use the low-level QPL Quil [14]. We will introduce metrics to
evaluate the performance of hybrid calculations. Our optimization operations will be
applied to real-time quantum-classical algorithms. The results will be evaluated against
our performance metrics. We will find that we are in principle able to optimize hybrid
quantum-classical programs. For current algorithms, the difference between optimized
and original code is not very high. However, in the future this field will become more
relevant, when QPLs become more abstract and need more compilation steps until they
can be executed on the hardware.



2. Background

In this section, we will examine some concepts needed for the remaining parts of the
thesis. In we introduce the key concepts of quantum computing. We will
cover distributed computing and how quantum computers can be part of a distributed
system in[Section 2.2] Finally, we will look into compilation and optimization techniques
in classical computing systems in

2.1. Quantum Computing

In recent years, quantum computing has advanced from a theoretical concept in physics
towards the development of working QPUs. Therefore, quantum computing becomes
an increasingly relevant topic in computer science. Using unique properties of quantum
mechanics, quantum computers promise to offer calculation speedup for certain problems
like prime factorization [1], unstructured search [15], or chemical simulations [16].

Quantum computers are theoretically able to calculate the same problems as classical
computers. This means they are capable of performing Turing-complete calculations,
but cannot solve, e.g., the Halting-Problem [17, chapter 3.1.1]. Simulating QPUs with
a CPU, in general, scales exponentially with the number of qubits [18]. No efficient
algorithm to simulate a QPU with a CPU is known. On the other hand, CPUs can
be efficiently simulated on a QPU, e.g. by simulating NAND gates [17, chapter 1.4.1].
However, QPUs are currently slower and much more error-prone than CPUs, meaning
they will not replace CPUs in the foreseeable future.

In this section, we will look at concepts of quantum computing relevant for the re-
maining thesis. This will be a brief introduction into the topic of quantum computing
and only cover what is necessary to understand the succeeding parts of this thesis. We
refer the interested reader to Nielsen’s and Chuang’s book [17] for a more detailed in-
troduction to quantum computation.

introduces the properties of a qubit. Afterwards, will be
about calculations on a QPU, and is about quantum hardware and today’s
challenges around it.

2.1.1. Properties of Qubits

The big difference between classical computers and quantum computers is that the former
use bits for their calculations, while the latter use qubits.

Bits are expressed by voltage differences in a CPU. They hold classical information,
which is restricted to either 0 or 1. Values between 0 and 1 are not defined.
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Figure 2.1.1.: An illustration how the measurement of the qubit influences its state. The
qubit is originally in a superposition between two state. In the moment of
the measurement, the qubit randomly “decides” on 0 or 1 (here 0) and is
in this state afterwards, i.e. the superposition is lost.

Qubits consist of elements that can be in quantum states. There are different phys-
ical realizations for qubits available, e.g. superconducting qubits [19], or ion-trapped
qubits [20]. In contrast to bits, a qubit cannot only be either 0 or 1, but also in a
mixture (superposition) of 0 and 1, which is quantum information. The states that a
qubit can take on are known as quantum states.

Measurements

To transfer quantum information to classical information, a qubit needs to be measured.
While a qubit may be in a superposition between 0 and 1, the result of a measurement
can only be either 0 or 1. The quantum state of the qubit influences the likelihood of
the measurement outcome: E.g. the probability of the measurement outcome for a 0
can be 60% and the one for a 1 can be 40%.

However, while it is possible to predict the probability of a measurement outcome, the
measurement itself is an inherently non-deterministic process. It is impossible to predict
the measurement outcome (except if the probability for an outcome is 100%) due to the
laws of quantum physics.

In quantum physics, the measurement of a system influences the state of said system.
A measurement causes the quantum state to collapse into the result of the measurement.
This is commonly referred to the quantum state “deciding” on either 0 or 1 at the moment
of measuring. After the measurement, the qubit is not in superposition between 0 and
1 anymore, but at the state of 0 or 1 with 100% certainty. The state the qubit remains
in is the one that has been measured beforehand. This is illustrated in

A measurement process can therefore also be described as a process where quantum
information is destroyed in exchange for gaining one bit of classical information about
the quantum system.

10
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Formal Description of Qubits

To describe qubit states in a more formal matter, the braket notation |21] is used. This
notations consists of bras and kets. A ket is a complex vector v written in the form
of |v). A bra is the complex conjugate of |v), depicted as (v|. One can write a matrix
multiplication between a bra and a ket as (w|v).

In this thesis, we will mostly need kets, as they are commonly used to describe qubits.
A qubit in the zero-state is described by |0), a qubit in the one-state by |1). The states
can also be expressed as vectors in C2:

0) = m 1) = m . (2.1.1)

A (general) superposition of both states can be depicted by a summation:
al0)+ 41y, with o, 8 € C. (2.1.2)

The probability to measure |0) is |a|?, the probability to measure [1) is |3|?. From this
arises the condition that

la)? + (8> = 1. (2.1.3)

A classical bit could be depicted similarly, though its seldom done due to the simplicity
of bits. If the zero-state of a bit was depicted by By and the one-state by Bj, a general
bit-state would be:

a-By+b- By, witha,be {0,1} (2.1.4)

with the condition that a +b = 1.
We end up with a general qubit state |1) that is described by

W) = al0)+B11), witha,B€C, |af2+|B2=1 (2.1.5)

with |a|? being the measurement probability of 0 and |3|? being the measurement prob-
ability of 1.

To mathematically combine multiple qubits, a tensor product between the qubits is
calculated: [¢) ® |¢) @ --- @ [£). For further mathematical details, we refer the reader
to |17, chapter 2]. Relevant for this thesis is to note that the ® symbol can be omitted
and multiple qubits can simply be described as |1 ...§).

A general 2-qubits state is

a|00) + B]10) + v [01) + 5 ]11), with |af? + [B[* + 7[> + |0]* = 1. (2.1.6)

As we will later see, it is possible to negate qubits. Negating a classical bit means
putting a zero-state to a one-state and vice versa. Applying this to [Equation (2.1.4)|
the values of a and b would be switched.

Analogously, the negated qubit W> of |¢) has |1)’s values of o and (3 switched:

V) = B10) + o [1) (2.1.7)
= ) =al0)+]1). 2.1.8

11
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Figure 2.1.2.: Example for Bloch spheres. They have a radius of 1. The Bloch-vector
(thick line) depending on ¢ and 6 indicates a qubit state. As the vector of
the left Bloch sphere points to the upper half of the sphere, a measurement
is more likely to result in |0) than |1). The Bloch spheres on the right show
the qubit in the basis states |0) (upper) and |1) (lower).

The Bloch Sphere

The Bloch sphere is a way to depict qubits. We will look into this concept as it can help
understanding the effects of quantum gates.

Both « and § are complex numbers, meaning a priori the numbers have two degrees
of freedom each, one for their real (a) and one of their imaginary (b) part: a = a + ib.
This would lead to four degrees of freedom to describe one qubit.

However, we have the condition |a|? +|3|?> = 1. Due to this restriction, the degrees of
freedom for a qubit reduce to three.

Using the Hopf map, we can express a and [ with the three free parameters &, 0
and ¢ [22]:

a = e’ cos (g) (2.1.9)

B = &%) gin (g) : (2.1.10)

Both o and 3 have a so-called global phase of €. This global phase has no observable
physical effects [17, chapter 2.2.7] and can therefore be set to 1.

12
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rement result 10}

2-p(|0))

Measuremen result |1)

Figure 2.1.3.: How a measurement influences the Bloch sphere. The Bloch-vector’s z-
direction shows the probability for measuring |0) and |1). The probabilities
are derived from [Equations (2.1.9) and |(2.1.10)}

This leads to a and 8 having two degrees of freedom in total, 6 and :

o = cos (g) (2.1.11)
B = e sin <g> (2.1.12)

where 0 < 0 <7 and 0 < ¢ < 27.

The variables ¢ and 6 of [Equations (2.1.11) and |(2.1.12)| can be interpreted as angles
of a vector pointing to a spherical surface. This is used to depict a qubit value using the
Bloch-sphere [17, chapter 1.2], a 3D sphere with radius 1.

An example of a Bloch sphere depiction of a qubit is given in The state
of the qubit is shown by the position of the Bloch-vector. The z-direction of the Bloch-
vector indicates the probability for the measurement outcomes. A Bloch-vector in the
xy-plane represents a qubit that will be measured |0) and |1) with 50% probability each.
If the vector is completely on the z-axis, it is either |0) (if § = 0) or |1) (if § = 7) with
100% certainty. A measurement projects the vector onto the z-axis. This is depicted in

igure 2.1.

Pauli Basis States

If a Bloch-vector is on one of the coordinate axes, the qubit is in a Pauli basis state.
They represent the eigenvectors of the Pauli matrices o, o, and o, [17, chapter 2.1.3]:

01 0 —i 1 0
am—<1 0>, O'y—<i 0>, O'Z—<O _1>. (2.1.13)

13



2. Background

There are six Pauli basis states, two for each of the x-, y- and z-basis. The basis states
of the Pauli-z basis are |0) and |1). These are the states that typically correspond to the
classical 0 and 1 bit values.

The basis states of the Pauli-x basis are:

|+) = \}5 (10) + 1)) (2.1.14)
)= = (0) = 1) (2.1.15)
and of the Pauli-y basis:
6%) = 250 +i1D) (2.1.16)
67) = 55 (0 = i). (2.1.17)

The Pauli basis states are relevant for some theorems, e.g. the Gottesmann-Knill
theorem (23], which we will look at in [Section 2.1.2) We will also use the Pauli basis
states in some optimization routines in

No-Cloning Theorem

An important theorem about qubit states is the no-cloning theorem [24, 25]: An un-
known quantum state cannot be copied (cloned) perfectly on another quantum particle.
It is possible to transfer the state from one quantum particle to another, but as this
always destroys the state on the first particle, the state is not copied. This theorem is
especially relevant in quantum cryptography, where it prevents potential eavesdroppers
from copying the qubits used for communication [17, chapter 12.6.3].

We will have to consider the no-cloning theorem during optimization. The copying
of classical bits is relevant for some optimization routines, which we cannot do in the
quantum case.

2.1.2. Calculations on a QPU

In this section, we will examine how one can run calculations on a QPU.
One way of doing a quantum calculation is to apply quantum gates on qubits. This
is the most common approach (cf. [Chapter 4)) and the one we will look at in this thesis.

Quantum Gates

In classical computation, we do calculations by applying a series of gates onto bits and
checking the result. This procedure is usually abstracted away from software developers:
The gates are arranged in a CPU and the application of the gates is decided by CPU
instructions.

In gate-based quantum computation, we apply quantum gates to the qubits and even-
tually do measurements. We will look at some quantum gates that are needed to do

14
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Table 2.1.1.: Gates acting on a single qubit, their symbols and their effects on |0) and
|1). As |0) and |1) are a basis and the gates are linear, their effects on |0)
and |1) completely describe the gates.

Gate Symbol  Effect on [0)  Effect on |1)
Pauli-X / Not X [1) |0)
Pauli-Y Y i[1) —i0)
Pauli-Z / P(r) Z |0) —11)
Phase shift P(p) |0) e |1)
S/ P(3) s 0 ¢ 1)
T/ P(3) T 1 |0) ) e’ |1)
Hadamard H % (10) + 1)) NG (10) —11))

gate-based quantum calculations. We do this to get an intuition for how quantum cal-
culations work. Additionally, many current QPLs directly use quantum gates that are
applied on qubits, and an understanding for the gates is necessary to understand quan-
tum code.

To do arbitrary calculations, gate-based quantum calculations require a set of uni-
versal quantum gates [17, chapter 4.5]. This is analogous to the classical case, where a
functionally complete set of gates is needed.

There are several sets of universal quantum gate sets. We will look at some commonly
used gates in scientific publications and literature.

In general, quantum gates can be described as matrices that act on the vector repre-
sentation of a qubit (see [Equation (2.1.1)). An alternative description is that gates are
rotations of the Bloch-vector on the Bloch-sphere around an axis.

As quantum gates depict the transformation of a quantum state, they have to satisfy
some conditions to be physically possible:

Every quantum gate needs to be reversible. This, in particular, means that a quantum
gate needs to have as many input as output qubits. A quantum gate can neither create
nor destroy a qubit, but only change the state of the qubit(s). A gate like the AND
gate would therefore not be possible. If one wants to simulate a non-reversible classical
gate, we need to use ancilla qubits that are discarded without being measured. From
these requirements follows the mathematical condition that the matrix representation
of a gate U has to be unitary, i.e. UTU = 1, where U' is the result of transposing
and complex conjugating U. This is the only mathematical requirement on a quantum
gate [17, chapter 1.3.1].

A summary of gates that act on a single qubit is given in [Table 2.1.1f As |0) and
|1) are a basis and the gates are linear, their effects on |0) and |1) completely describe

the gates. In particular, the effects on |0) and |1) can be applied to a superposition by
applying the gate to each of the states, because the gate operations are linear.

15
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Original Bloch Vector Pauli X Pauli Y Pauli Z

D, (B R A
ALK

Figure 2.1.4.: An example of how Pauli gates influence the Bloch vector. Each gate
rotates the Bloch vector a half around the respective coordinate. The
thick line indicates the Bloch vector, the gray line its original position and
the dotted line the axis around which the Bloch vector is rotated.

An example of a Hadamard gate applied to the state —= (]0) + 1)) is

H-

(\O> +11)) = (H |0) + H |1)) (2.1.18)

(3
=l
il

To depict single qubit gates in a quantum circuit, we use lines to depict qubits, and
labeled boxes with the symbols of the gates to depict gates. E.g., the circuit

applies first a Pauli-Y gate, then an S gate, and then a Hadamard gate to the qubit.
The Pauli-X gate has two common depictions:

——

The first three gates given in are the Pauli gates. They are the application
of the three Pauli matrices (see [Equation (2.1.13)|) on the vector representation of the
qubit (see [Equation (2.1.1))).

The Pauli gates rotate the Bloch vector representing the qubit half a circle around
their respective axis in the Bloch sphere: The Pauli-X gate rotates the vector around
the x-axis, the Pauli-Y gate around the y-axis, and the Pauli-Z gate around the z-axis.

This is depicted in

-
I

S sl- sl
S

(0)-+ 1))+ 5 (0} - |1>>) (2.1.19)

12 + 12> 10) + \}5 - \2) |1>> (2.1.20)
) (2.1.21)
(2.1.22)

N)/—\

%\
&\
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Original Bloch Vector P(y)

z

Figure 2.1.5.: An example of how a phase gate P(¢p) is applied to the Bloch vector and
rotates the vector ¢ radians around the z-axis. The thick line indicates
the Bloch vector, the gray line its original position and the dotted line the
axis around which the Bloch vector is rotated.

Original Bloch Vector Hadamard
z

Figure 2.1.6.: An example of how a Hadamard gate is applied to the Bloch vector and
rotates the vector. The rotations is done a half around the xz-axis (dotted
line).

The Pauli-X gate can be interpreted as NOT-gate, because it swaps the coeflicients of
|0) and |1). The multiplication of two equal Pauli gates results in 1, meaning that two
equal Pauli gates after each other cause a qubit to be in its initial state.

The general phase shift gate P(p) takes a parameter ¢ and adds a phase €% to |1).
This is equivalent to rotating the Bloch vector ¢ radians around the z-axis, parallel to
the xy-plane. This is shown in

The parameters ¢ = 7, 5,7 describe special cases of the phase gate. ¢ = 7 is the
already mentioned Pauli-Z gate. ¢ = 3 describes the S-gate. It rotates the Bloch vector
a quarter around the z-axis. ¢ = 7 describes the T-gate. It rotates the Bloch vector
one eighth around the z-axis.

The matrix representations of the gates are

1 0 1 0 1 0

17



2. Background

Table 2.1.2.: Truth table of a CNOT gate. The target qubit is flipped if the control qubit

is |1).
Control (Input) Target (Input) Control (Output) Target (Output)
|0) 10) 0) 0)
0) 1) 10) 1)
) 0) ) )
1) 1) 1) 10)

The Hadamard gate puts the basis states |0) and |1) into superposition. It can be
interpreted as a rotation around an axis in the xz-plane that has an equal distance from
x- and z-axis. This can be seen in Its matrix representation is

H= \2 G _11> . (2.1.24)

As H - H = 1, two Hadamard gates after each other cause a qubit to be in its initial
state.

In addition to single qubit gates, a universal set of quantum gates requires at least
one multi-qubit gate. One of the most common multi-qubit gates is the controlled NOT
(CNOT) gate. Its truth table can be found in A CNOT gate is applied
to two qubits: A target and a control qubit. The target qubit is negated if the control
qubit is |1) and left unchanged if the control qubit is |0).

It is represented in a quantum circuit like this:

e

The two horizontal lines are the qubits the CNOT gate acts on. The black dot indicates
the control qubit, the bigger circle the target qubit.

A universal set of quantum gates contains the Hadamard gate, phase gate, and
CNOT [17, chapter 4.5.3].

One can add control qubits to arbitrary gates. For example, the circuit

applies an S gate to the second qubit if the first qubit is |1).
The symbol to indicate a qubit measurement is

A

18



2.1. Quantum Computing

Quantum Circuits

To perform a quantum calculation, the different quantum gates have to be put together
into a quantum circuit. One example of a circuit like this is:

0) H A

0) &

The single horizontal lines represent qubits and the double lines classical bits. In
this circuit, a Hadamard gate is applied to the first qubit. Afterward, a CNOT gate is
applied between both qubits and at the end the first qubit is measured. The result of
the measurement is saved in the classical bit of the circuit.

A quantum circuit consisting of gates (not measurements) can be depicted as a for-
mula. For this, the matrix representations of the gates are used. The gates that act on
the qubits first (left in the circuit) are written right in the formula, i.e. closest to the
qubit in the formula. For example, the circuit

0)

is represented by
H-S-Y|0). (2.1.25)
If a circuit consists of multiple qubits, a tensor product between two gates at the same

time on different qubits is used. The identity 1 is used to indicate that no gate is applied
to a qubit. E.g.

is represented by
(Y®H)- (H®1)|00). (2.1.26)

A subscript can be used to indicate which gates act on which qubits:

0)p —&—

is represented by
CNOT 45 - (Ha ® 1) 00) . (2.1.27)

An important part of quantum computing is classical feedback, e.g. classically con-
trolled gates. As the name suggests, these are quantum gates which are only applied if a

19
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classical bit is set to 1. These gates are especially useful if the classical bit has received
its value by a previous measurement, as in this circuit:

o @A
0) ¢ @

>

In this circuit, the first qubit is measured after a Hadamard- and CNOT-gate. Af-
terwards, a T-gate is applied to the second qubit if the measurement outcome of the
first bit is 1. Measurements write classical bits and other gates read classical bits. The
quantum circuit notation does not differentiate between reading and writing classical
bits.

Gottesman-Knill Theorem

An important set of quantum gates are the elements of the Clifford group [26], the
so-called Clifford gates. These are gates that normalize the Pauli group, i.e. they map
Pauli basis states to Pauli basis states. A set of quantum gates that generate the Clifford
group are the Hadamard gate, the S gate and CNOT [23]. The Pauli gates are Clifford
gates as well by definition.

Clifford gates are interesting to us because of the Gottesman-Knill theorem [23]: It
states that any quantum circuit that consists only of Clifford gates, preparation of qubits
in computational-basis states and measurements in said basis can be simulated efficiently
on a classical computer. This means that we have to use non-Clifford gates in calculations
for a chance to gain quantum advantage. Any quantum algorithm that consists of Clifford
gates only can better be executed on a CPU than on a QPU, as CPUs are much less
error-prone and bits much more stable than qubits.

We will use this theorem for optimization routines in For some of the
optimization routines, it is relevant to know which quantum gates can be simulated
efficiently by a classical computer.

Entanglement

Entanglement is a qubit property that causes the measurement of one qubit to influence
another qubit’s state. For example, we will look at a qubit that is in a superposition
between |0) and |1): |[+) 4 = % (J0) +|1)) and use it as control of a CNOT gate:

[4+) 4 —o—

0)p —B—.

As already established, the CNOT puts qubit B to |1) 5 if qubit A is [1) ,. However,
in this scenario, qubit A is both |0) 4 and |1) 4. Therefore, the CNOT puts qubit B into
a superposition that depends on qubit A. If qubit A is measured to be a |0) 4, qubit B
collapses to the state |0) ; as well and will be measured as such. The reverse is the case
if qubit A is measured to be a |1) 4. It is also possible to measure qubit B first, causing
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2.1. Quantum Computing

qubit A to collapse to either |0) 5 or |1) 5. This happens because the qubits are in an
entangled state.

From a mathematical point of view, an entangled state is a state for which no factorized
product can be found. A state for which a factorized product can be found would be
called a separable state. No existing factorized product is the mathematical definition
for an entangled state.

We will examine what this means. The mathematical expression of the above circuit
is

CNOT - (|4) , ®[0) ) = CNOT - (\2 (100) s + |10>A3)> (2.1.28)
= \2 (100) 4 + [11) ) (2.1.29)

= S(0ae0p)+ s (maeig).  130)

In [Equation (2.1.30) the states of qubit A and B cannot be factorized to a form of
[Y) 4 ® |@) . If that was the case, the equation would show a separable or product state.
An example for a separable state is

1 1
7 (100) 45 +101) 45) = |0) 4 @ NG (10) + 1)) 5 (2.1.31)

with [¢)) 4 = [0)4 and [®) 5 = 5 (0) +[1)) 5.

In an entanglement like [Equation (2.1.30) physically, the first measurement “decides”
on one of the factors for all of the qubits in the equation. If we measure |1) , for qubit A,
the coefficient for |0) , becomes zero. Therefore, it becomes mathematically impossible
for the coefficient of |0) 5 to be something else than zero, and qubit B collapses to |1) 5.
In general it is an NP-hard problem to determine whether a quantum state is entangled
or not [27].

No-Communication Theorem

Entangled states have caused discussion in physics, as the measurement on one qubit
instantaneously causes the other qubit’s state to collapse, seemingly transferring the
information about a measurement faster than the speed of light. However, it is consensus
in physics that any communication faster than the speed of light is impossible [28]. This
problem is solved by the fact that one cannot tell by measurement of one entangled
qubit whether the other entangled qubit(s) have already been measured |29, ILE]. A
classical communication channel (e.g. via internet) is needed to check that the qubits’
measurement results correlate. This classical communication is again limited by the
speed of light.

The no-communication theorem is a theorem restricting the information exchange be-
tween entangled qubits. As information exchange is restricted by the speed of light,
quantum particles should not be able to exceed this principle, even if they are entan-
gled. The no-communication theorem underlines this. It says that even if two qubits
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l90) b—

lq1) ———D—

Figure 2.1.7.: A quantum circuit to create one of the four Bell states. Depending on the
initial states of |go) and |g1), one of the four Bell states is created (see

Table 2.1.3).

lq0) —
lq1) —4

B

:

Figure 2.1.8.: A quantum circuit to measure one of the four Bell states. Depending on
the Bell state, one of the four combinations of |goq1) is measured (see

Table 2.1.3).

are entangled, local operations on only one qubit cannot affect the statistics of the mea-
surement on the other qubit [29, IL.E]. This means: If two people (Alice and Bob) both
have a qubit of one entangled system, Alice cannot receive information from Bob by only
working on her local qubit, no matter what Bob does with his qubit.

In a quantum computer, this is relevant for some optimization operations, as we have
to know which qubits can influence other qubits in successive operations.

Bell States

The Bell-states |17, chapter 1.3.6] are four important examples of entangled 2-qubit
states. We will look at them as their creation and measurement is relevant in some
quantum circuits, including one we will look at in

The Bell states are defined as:

|®T) = \;5 (100) + |11)) (2.1.32)
~ 1

|®7) = ﬁqoo) —[11)) (2.1.33)

Ut = \2 (J01) + |10)) (2.1.34)

) = = (jo1) — [10)). (2.1.35)

5

2

shows a circuit that creates a Bell state. Depending on the initial states
of |qo) and |q1), one of the four Bell states is being created. The created Bell states
depending on the initial values can be taken from

Figure 2.1.8| shows the circuit to measure a Bell state. The measured |gog1) corre-
sponding to the Bell states can be seen in
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2.1. Quantum Computing

Table 2.1.3.: Initial and measured values of |goq1) if a Bell-state is initialized /measured
by the circuits in [Figures 2.1.7| and [2.1.8

Initial |goq1) Bell-State Measured |goq1)

00) o) 00)
10) &) 110)
o) o) 01)
11) o) 11)

2.1.3. Quantum Hardware

Creating quantum devices with arbitrary many qubits that stay stable for an arbitrary
long time is one of the goals of quantum hardware developers.

Currently, we are in an era that Preskill called the noisy intermediate-scale quantum
(NISQ) era [30]. NISQ QPUs are characterized by 50 to a few hundred qubits. The
application of gates in these QPUs is error-prone, meaning the intended applied gate
and the actual applied gate can differ. Additionally, the qubits stay stable for only a
limited amount of time. NISQ QPUs can be useful for proof-of-concepts and may surpass
CPUs in some regards, but the ultimate goal is to leave the NISQ era in the foreseeable
future.

Decoherence in Quantum Devices

One challenge on the way to surpass the NISQ era is quantum decoherence. This is
the process of qubits loosing information to the environment, i.e., they become deco-
herent over time [31]. The coherence time is the time a qubit holds its superposition
(i.e. state) |32, chapter 4.1] and stays useful for calculations.

Another important parameter is the fidelity. Fidelity is a metric about the “closeness”
between two quantum states. Operation fidelity shows how successful quantum gates
and quantum measurements on qubits are. This means it quantifies how close gates and
measurements are to the ideal operation |17, chapter 9.3].

Decoherence and low-fidelity are two factors that pose a challenge in QPU develop-
ment.

IBM’s Marrakesh [4], Fez |3] and Torino [5] have a coherence time of around 100 ps.
Their error rates are between 1072 and 10, with read-out being especially error-prone
and single qubit gates being most robust. IonQ’s Aria [6] has a coherence time of around
1000 ms and error rates between 1072 and 10~* [6]. The error rate of CPUs is much
lower and usually negligible.

23



2. Background

DiVincenzo [33] formulated five requirements that have to be met for a quantum
computer that can offer quantum advantage (cf. |Chapter 1)). The QPU needs to ...

1. consist of scalable, well-defined qubits.
2. be able to put all qubits into a well-defined start state, e.g. |0).

3. have small error rates. How small exactly depends on the error correction abilities.
The errors should be corrected faster than they come up, or at least fast enough
to calculate all desired quantum circuits.

4. be able to apply an universal (functionally complete) set of unitary transformations
(gates) onto arbitrary qubits.

5. be able to measure the qubits in an orthogonal basis, e.g. |0) and |1).

Requirement 1 and 3 are particularly tricky to fulfill at the same time, as error rates
on qubits typically increase with the number of qubits in the QPU [8].

Concrete Hardware Implementations

There are different ways to physically realize a QPU. For example: Superconducting
qubits, realized by IBM [19] and Google [|34], ion-trapped qubits, realized by IonQ [20],
trapped neutral atoms, realized by Atom Computing [35], qubits created by nitrogen-
vacancy centres in diamonds [36], and photonic qubits [37].

The different hardware technologies have different advantages and disadvantages. For
example, superconducting qubits are sensitive to decoherence and therefore need to be
cooled down to a temperature close to 0K. Additionally, qubits in superconducting
QPUs influence each other easily [38]. On the other hand, superconducting qubits are
implemented by macroscopic electric circuits, while other qubit technologies use micro-
scopic quantum particles. This leads to advantages in coupling qubits and producing
QPUs [39]. Ion trap qubits have a rather long coherence time and a good fidelity, but
the operations on the ion qubits are comparably slow [40] (see the following subsection).
Photonic qubits are fast and scalable, but rather sensitive to noise [40]. Nitrogen-vacancy
centres in diamonds create qubits with long coherence times. Additionally, these kind of
QPUs can be operated at room temperature. On the other hand, the behavior of these
qubits is difficult to predict [40].

QPU Speeds

While QPUs based on different technologies have different calculation speeds, they are
generally all slower than a CPU. IBM indicates the speed of their QPUs in circuit
layer operations per second (CLOPS). CLOPS say how many layers of operations can
be applied to the qubits in one second [41]. It can be roughly compared to the tact
frequency of classical CPUs, at least in our case, as we will end up at several orders of
magnitude difference.

24



2.2. Distributed Computing

Typical clock frequencies of an Intel processor are in the GHz range [42]. Meanwhile,
IBM’s superconducting QPUs Marrakesh [4], Fez |3] and Torino [5] have around a few
hundred kCLOPS. IonQ’s trapped ion QPU Aria [6] takes 135pus for one-qubit gate
operations and 600 s for two-qubit gate operations. This results into a rate in the order
of magnitude of a few kHz.

Executing Gate-Based Quantum Hardware

There are two different state-of-the-art execution models for QPUs: Gate-based and
annealing.

In this work we only consider gate-based quantum hardware, i.e. QPUs that apply
gates on qubits to receive a result. Gate-based QPUs typically have a set of native
gates, i.e. gates that they can directly execute [43]. The QPUs can only execute cir-
cuits consisting of their native gates. This is why the circuits need to be transpiled
before submitting to QPUs. This is a functionality that is provided by many QPLs
(cf. Bection £.1:9).

A quantum circuit can be executed by submitting it to a QPU. Notable vendors are,
e.g., IBM [19], Amazon Braket [44], or IonQ [45]. A difficulty for direct programming
of quantum hardware is that the vendors do not publicly share their QPUs’ architec-
tures. After submission of the circuit, the execution is not transparent to the quantum
developer.

Next to gate-based hardware there is also annealing hardware [46]. A notable vendor
is D-Wave [47]. When using such hardware, quantum annealing is used to find the
minima of functions. Qubits are initially put into superpositions between |0) and |1).
The function that needs to be minimized is slowly applied to the qubits. Values of
the qubits that correspond to small function values are made to be more energetically
favorable. As physical systems naturally strive to states of low energy, the qubits will
end up in a state that corresponds to the minimum of the function.

2.2. Distributed Computing

Van Steen and Tanenbaum define: “A distributed system is a collection of autonomous
computing elements that appears to its users as a single coherent system.” [48]. These
computing elements can be a hardware device or a software.

To appear as a single system, the computing elements need to collaborate with each
other. Ensuring that the collaboration works error-free is one of the most important
tasks in computing distributed systems.

We carefully distinguish between hybrid and distributed computing. Hybrid com-
puting is computation using both classical and quantum components, while distributed
computation is what Van Steen and Tanenbaum defined [48] and does not need to contain
quantum devices.

Examples for distributed computing are high performance computing (HPC) clusters,
distributed information systems, or pervasive systems. It should be noted that there
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is a difference between distributed and parallel computing: Distributed systems con-
sist of multiple computing nodes connected through a network and do not share main
memory. Parallel computing/processing uses multiple processors that access the same
memory [48].

Distributed systems can be created by different communicating hardware components,
like CPUs and GPUs. This kind of system can be found in high performance clusters.

In the future, QPUs could be a component in distributed systems as well. In the next
section, we will discuss how QPUs can be added into a distributed system.

2.2.1. Distributed Quantum Computing

A QPU is much more error-prone than a CPU and more difficult to build and run
(cf. . This is one of the reasons why QPUs will not “replace” CPUs in the
foreseeable future. Instead, QPUs will probably become a new hardware component in
distributed systems, similar to GPUs. In such systems, a QPU can be used to calculate
specific problems and gets its instruction by (a) main CPU(s).

However, the communication between QPU and CPU would be too slow to happen
during the coherence time of the qubits. IBM’s Marrakesh [4], Fez [3] and Torino [5]
have a coherence time of around 100 ps, while IonQ’s Aria [6] has one of around 1000 ms.

Fu et al. [49] give a calculation example for the reaction time of a CPU: A CPU that
controls the qubits and is not close to the QPU has to communicate with the QPU
in some sort of way. The communication via bus or ethernet is not possible without
latency. The communication alone can take milliseconds. Additionally, due to the
operating system and scheduling, there is no guarantee as of how long the CPU takes to
process requests for a QPU.

A communication time of several milliseconds makes the distributed computation be-
tween CPUs and QPUs a non feasible option for the current superconducting QPUs’
coherence times. This is particularly inconvenient, as superconducting QPUs are one
of the most advanced technologies for quantum computation at the moment. In the-
ory, ion-trapped QPUs have a coherence time long enough to wait for communication
lasting milliseconds. However, ion-trapped QPUs are still in early stage of development
compared to superconducting QPUs, and do not offer as many qubits to work on [50].

Therefore, it is worthwhile to consider how to work with real-time feedback that is not
possible between a QPU and a (main) CPU. Real-time communication is communication
between CPU and QPU during the coherence time of a qubit, e.g. applying gates to
qubits depending on the output of a measurement. This kind of quantum communication
allows to dynamically adjust a quantum circuit depending on measurements. Therefore,
this kind of computation is called dynamic quantum circuit calculation [51].

Dynamic quantum circuit computing is needed for some algorithms and can be used
to reduce quantum resources of a calculation. Examples for dynamic circuit algorithms
are quantum teleportation [52], active reset [53], magic state distillation [54, 55l 56],
repeat-until-success [57, 58|, iterative phase estimation [49, 59|, and Shor’s algorithm for

2n 4 1 qubits [60, |61]. Some of these algorithms are explained in [Section 4.2.1
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(a) QRAM model (b) Restricted HQCC model (¢) Refined HQCC model

Figure 2.2.1.: The execution models for HQCC (from [49, Fig. 2]). Dotted lines indicate
slow communication (i.e. communication that takes longer than the co-
herence time of the qubits), continuous lines indicate fast communication
(shorter than qubit coherence time).

Currently, the possibility to do dynamic circuit calculations on real quantum hardware
is very restricted, even though vendors seem to be aware of the demand. IBM points
out “several considerations and limitations to be aware of” if one uses classical feed
forward and control flow, namely limited working memory and latency of the classical
computation [62]. Amazon’s Braket only supports classical operations and control on
their LocalSimulator, not on the QPUs [63, p. 67], which are provided by IonQ, IQM,
QuEra and Rigetti [64].

To implement dynamic circuit calculations, we do not only need the appropriate hard-
ware, but also a QPL that allows quantum-classical calculations. Fu et al. [49] sum-
marized three different execution models a QPL can be designed on with respect to
quantum-classical calculations. The models are depicted in

We will now look at the properties of the three different architectures.

The QRAM model (see has been proposed by Knill [65] in 1996. In this
model, a CPU controls qubits by applying operations in form of circuits on them. The
CPU can do measurements on the qubits and gets the measurement results. With the
CPU, only “slow” communication (longer than the coherence time) is possible.

The restricted heterogeneous quantum-classical computation (HQCC) model puts a
hardware component between CPU and qubits [49]. This hardware component is a
quantum circuit executor, which can apply a fired quantum circuit onto the qubits.
This does not allow real-time feedback, but prevents the CPU from having to control
the qubits itself. The quantum circuit executor can communicate with the qubits within
their coherence time (“quickly”).

The refined HQCC model upgrades the quantum circuit executor to a quantum control
processor (co-CPU). This processor can apply real-time feedback on the qubits and
execute classical instructions. The classical calculations are limited by the coherence
time of the qubits, but not by the abilities of the quantum control processor. The
quantum control processor and the qubits form a quantum component, which gets a
quantum program from the main CPU and returns the results to said main CPU.

Both hardware and software should be moving towards the refined HQCC architec-
ture, as it allows highest control and flexibility on quantum calculations. This is why we
will look at how programs intended for the refined HQCC architecture can be optimized.
In the remaining thesis, we will refer to the co-CPU as CPU and indicate when we are
specifically talking about the main CPU. We will check to which extent current pro-
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gramming languages already offer support for the refined HQCC model (cf. [Chapter 4)

and what kind of optimizations could be possible (cf. |Chapter 5)).
To be able to do so, we will first look at already established optimization routines

done by classical compilers in the next section.

2.3. Compilation and Optimization Techniques

Aho et al. define a compiler as “a program that can read a program in one language —
the source language — and translate it into an equivalent program in another language —
the target language” [66].

A compiler typically consists of multiple phases. Two required phases are analysis
and synthesis. The analysis phase creates an intermediate representation (IR) of the
program and checks whether the source program aligns with the syntactic and semantic
requirements of the source language. The synthesis phase creates the target language
from the IR.

2.3.1. Abstraction Levels

Compilers typically compile from a high-abstraction programming language to a low-
abstraction programming language [66, chapter 1.5]. “More abstract” means that more
of the actual hardware functionality is “hidden” and not relevant for the programmer.

Su and Yan [67, chapter 1.2] differentiate between high-abstraction and low-abstraction
by calling high-abstraction mankind-oriented and low-abstraction machine-oriented. They
describe Assembly and machine instruction sets as low-level (low abstraction). They call
the common feature of high-level (high abstraction) languages that “they broke away
from the restriction of the computer instruction set” [67, chapter 1.2].

It is rather challenging to formally define abstraction levels, and to make a fine-grained
decision about which languages are “how” abstract (in a quantitative sense). Classical
programming languages can use different abstraction options, e.g. instructions, func-
tions, objects, or first class functions. Typically, language developers choose an as co-
herent as possible set of abstractions for their languages, which provides a consistent
picture of the language’s abstraction level. QPLs most commonly work with the appli-
cation of gates to a program, as we will see in and do not have such clear
differences between the abstraction level as classical programming languages do.

2.3.2. Optimization Steps

One or multiple optimization phases are optional phases for a compiler. A typical se-
quence of phases in a compiler is given in [Figure 2.3.1] It shows that during the synthesis
of a program, a machine-independent and machine-dependent optimization phase can
take place. The effectiveness of the optimizations can be evaluated against different
metrics, for example wall-time or number of instructions.

A way of analyzing a program for different compilation steps is to do a control flow
analysis [68]. This can be done using a control-flow graph (CFG). A CFG represents all
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Source language

lcharacter stream

Lexical Analyzer

ltoken stream

Syntax Analyzer

lsyntax tree

Semantic Analyzer

lsyntax tree

Intermediate Code Generator

lintermediate representation

Machine-Independent Code Optimizer

lintermediate representation

Code Generator

ltarget—maehine code

Machine-Dependent Code Optimizer

ltarget—maehine code

Target language

Figure 2.3.1.: Typical phases of a compiler [66, fig. 1.6].

a = randomInt()
if a > 3:
a+=17
i=0
else: —
a+=1
i=a
print (i)
print(a)

a = randomInt()
ifa > 3:

print(i)
print(a)

Figure 2.3.2.: An example for the creation of a CFG.
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inti=20 inta=3
mti=20 T
inta=3 at—1
a+=1
1= a /
i=a

Figure 2.3.3.: An example for the creation of a DDG.

possible execution paths of a program. The directed edges of the graphs represent jumps.

The nodes describe a basic block, which are “sequences of statements that are always

executed one-after-the-other, with no branching” [66, chapter 2.8.1]. This means that a

jump on the current instruction as well as a label (jump target) at the next instruction

ends a basis block [66, chapter 8.4.1]. An example for the creation of a CFG is given in
igure 2.3.2)

Most optimization techniques depend on data-flow analysis [66, chapter 9.2]. One way
to do data-flow analysis is to create a data-dependence graph (DDG)D [69, chapter 5.3.2]
of the program. A DDG is a directed graph. Nodes represent basic blocks (or, in our
case, single instructions) of a program. An instruction A is a successor of instruction B
in the graph, if A has to be executed after B in order for the program to be correct, e.g.
if A and B access the same variable. Edges only appear between instructions/nodes if
no other instruction C' has to be executed between A and B. An example for a DDG
created from code can be seen in

To optimize code, a set of optimization methods are applied on the code. The oper-
ations change the instructions of the program without changing the semantics. This is
done to improve the program with respect to one or several metrics [66].

The operations are divided into analysation and transformation. Analysations are op-
erations that extract information about the program, but do not change it. Transforma-
tions change the program. Typically, transformations use the information analysations
extracted.

The optimization operations we look at are given in and taken from [66].
Optimization techniques targeted at loops are out of scope for this work and left out.

Available expressions is about checking whether an expression aeb is available at a
program point p. An expression is available if it is evaluated on every path between the
start node and p. Additionally, there must not be new assignments to a or b between
the last evaluation and p.

Constant-propagation means to check whether a variable holds a unique constant
value at a program point p.

! Also called program-dependence graph [66} chapter 11.8.2].
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Table 2.3.1.: Analysation and transformation techniques to optimize code, taken

from [66).
Analysation operations Transformations
Available expressions Constant folding

Constant propagation Copy propagation
Live-variable analysis  Dead code elimination
Reaching definitions

Live-variable analysis is used to determine which variables are still “in use” (alive)
at a point p of the program. If there is any usage of a variable’s value in the DDG between
p and the program halt, it is alive. Otherwise, it is dead. Values of dead variables have
no influence on the remaining program, and they do not need to be considered any
further.

Reaching definitions is used to determine which definitions of a variable can reach
a program point p.

Constant folding is evaluating constant expressions and replacing the expressions
by their values.

Copy propagation checks when a copy statement (e.g. a = b) is given, whether
a can be removed and b be used instead of a. Copy propagation is especially useful
followed by dead code elimination, as it can turn copy statements into dead code.

Dead code elimination removes “dead” (or useless) code from the program. This
affects unreachable code as well as code that computes values which are never used.

Most QPLs currently have a very low abstraction level, as we will see in
Programmers program by deciding which gate(s) to apply in which order onto which
qubit.

Research on optimization routines for quantum programs is usually restricted to the
quantum circuit of the program [10]. A main goal of these optimizations is to reduce the
quantum resources, e.g. by reducing the qubit count, the circuit depth or the two-qubit
gate count.

The quantum circuit optimization routines generally transform the quantum circuit
and work with the mathematical properties of the applied gates. For example, gates
whose respective matrices commute can be swapped. Alternatively, if it holds: AB =
BC, the gate corresponding to A can be swapped with the gate B if it is changed
to the gate corresponding to C. Additionally, the optimization routines are used to
find an optimal mapping of the programmed quantum circuit to the hardware, e.g. to
have minimal distance between qubits that have multi-qubit gates applied onto them
simultaneously or to minimize error rates.

When programming a refined HQCC architecture, we have hardware that has inherent
hybrid characteristics (the CPU and the QPU). The compilation and optimization stages
for programs on this devices have to consider this hybrid nature to do more efficient
optimization. We will examine this requirement and the optimization possibilities for
this device in the remaining thesis.
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Optimizing quantum circuits is an active field of research [10, 11}, |12} [13]. First ap-
proaches have been done in the 2000s [70, [71]. In recent years, the field as gotten more
attention due to the grown availability of functioning quantum hardware.

Optimization procedures typically work with the mathematical properties of the ma-
trices representing quantum gates. The gates can be swapped, removed or exchanged.
Additionally, a hardware-dependent optimization becomes necessary when the quantum
circuit is supposed to be executed by physical hardware. In this case, the qubits on
the programmed circuit need to be mapped to the physical qubits on the QPU. For the
mapping, parameters like error rates of single qubits and the distance between qubits
need to be considered.

In this thesis, we want to examine another approach. Our optimization procedures
are orientated on optimization procedures of classical compilers (cf. [Chapter 5)) and not
on the mathematical properties of quantum gates.

The optimization of quantum circuits brings up NP-hard problems, like T-count op-
timization [72], a fault-tolerant implementation of topological error-correction 73], or
parameter optimization with specific requirements on the circuit [74]. Research about
quantum circuit optimizations usually does not consider the interference between classi-
cal and quantum components of a larger computing system. This is something intended
to do in this thesis.

There have been multiple surveys and reviews about the current state-of-the-art of
quantum computing.

Jimnez-Navajas et al. [75] did a survey asking which quantum programming tool
(QPT) quantum researchers and developers use during the quantum software lifecycle.
They found that quantum-classical hybrid software is most commonly created by us-
ing Python that implements classical calculations alongside quantum circuits. We will
see in that many current quantum programming languages support these
implementations, as they are often Python frameworks themselves.

Elsharkawy et al. [76] examined how current programming tools can be used to inte-
grate quantum computing into an HPC environment. They categorize the potential of
different QPTs to integrate QPUs into HPC environments. However, the review does
not look at the optimization measures of the QPTs.

Barral et al. [77] did an extensive review on the aspects of distributed quantum com-
puting. They describe the relevant components from hardware to software, and look at
the current state-of-the-art. The survey examines optimization of distributed quantum
software, but not with respect to quantum-classical hybrid calculations.

Multiple QPTs have been published to support the implementation of quantum cal-
culations in hybrid environments. We will examine today’s QPLs in detail in [Chapter 4]
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Here, we will only look at some tools that are not mentioned or used in other parts of
this thesis:

Tweedledum [78] is an open-source compiler companion for quantum computation,
written in C+-+. The developers of tweedledum intend to support more abstract QPLs
with it. It can translate classical logic functions into quantum circuits. An important
part of tweedledum is its IR, which is used to support different abstraction levels of one
quantum circuit. The last commit in tweedledum’s GitHub repository was in November
2022 [79] (as of February 2025).

Qualtran [80] is an open-source Python library that can be used to analyze and present
quantum algorithms. It can create diagrams, e.g. circuit diagrams or compute graphs and
estimate the resources a program needs. Qualtran supports classical logic, but classical
data (e.g. from measurement results) is not yet considered in the compute graph. This
is a feature intended for future releases [81].

Quantum Intermediate Representation for Optimization (QIRO) [82) |83] is an multi-
level intermediate representation (MLIR) that has been designed to find quantum and
classical data dependencies, as well as determining the control flow. The authors bring
up the idea that QIRO could enable quantum-classical co-optimization. The GitHub
QIRO project has not been updated since November 2022 [84] (as of February 2025).
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Languages

In recent years, many different embedded and stand-alone DSLs for quantum computing
have been developed. The embedded DSLs are not a regular language with syntax. We
will still refer to them as language for the sake of simplicity. We want to examine which
optimization steps for quantum-classical heterogeneous architectures the languages pro-
vide.

The support of QPLs for a HQCC architecture, as well as general quantum-classical
programming, differs. In this section, we will first introduce different quantum languages
and compare them by their properties (cf. . Afterwards, we will look at the
support of a subset of these languages for quantum-classical computation in

4.1. Properties of the Quantum Languages

We want to look at the properties of some QPLs in more detail. The QPLs we assess
are taken from Elsharkawy et al.’s review of quantum programming tools [76], Barral et
al.’s review of distributed quantum computing [77] and popular languages from Jimnez-
Navajas et al.’s survey [75], i.e. languages that were used by more than 10 respondents.
Additionally, we will look at the language Silq (0.0.39) [100], which we found during
our research. It has been developed as a more high-level programming language than
the other languages we look at. As “[h]igh-level language constructs can introduce
substantial run-time overhead if we naively translate each construct independently into
machine code” [66, chapter 9], optimization becomes especially important for high-level
languages. This makes Silq interesting for our research question, as we want to find
optimization steps languages provide for quantum-classical computation.

This results into the QPLs given in [Table 4.1.1

4.1.1. Introduction of Known Quantum Programming Languages

Braket [44] is a cloud quantum computing service by Amazon. It includes a Python
software development kit (SDK) and a service to execute quantum circuits on quantum
hardware or simulators. The Python framework is a gate programming language (GPL),
meaning a developer has to individually decide which gates to apply to qubits. One can
submit a quantum circuit to the Braket cloud service. Additionally, the Amazon cloud
service can be addressed via Qiskit, PennyLane and OpenQASM.

Cirq [101] is an open-source Python framework developed by Google Quantum Al.
It is a GPL and can be run on QPUs or QPU simulators. A developer defines a circuit,
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4. Evaluation of Today’s Quantum Languages

Table 4.1.1.: Comparison of Quantum Computing Languages with respect to the implementation type, developer, and version.
The developers are categorized as major tech company (MTC), quantum tech company (QTC), or uni/research
institute (U/R). If no version number/last public activity is given, the programming language has no official

release. The last public activity has been checked in February 2025.

Language DSL Type Developer Version Last Public Activity
Braket Python-Emb. MTC (Amazon) 1.84.0 February 2025 (85
Cirq Python-Emb. MTC (Google) 1.4.4 February 2025 [86)
CUDA-Quantum Python/C++-Emb. MTC (NVIDIA) 0.8.0 February 2025 |87
D-Wave Ocean Python-Emb. QTC (D-Wave) 8.0.1 December 2024 [88]
InQulIR Stand-Alone U/R (Sokendai) - February 2023 [89]
NetQASM Stand-Alone U/R (QuTech) - January 2025 [90]
OpenQASM 3 Stand-Alone MTC (IBM) 3.1.0 January 2025 [91]
OpenQL Python/C++-Emb. U/R (QuTech) 0.12.2 January 2024 [92]
PennyLane Python-Emb. QTC (Xanadu) 0.38.0 February 2025 (93]
Q# Stand-Alone MTC (Microsoft) 1.8.0 February 2025 [94]
Qiskit Python-Emb. MTC (IBM) 1.2.4 February 2025 (95,
QMPI C++-Emb. MTC (Microsoft) - -

Quil Stand-Alone QTC (Rigetti) 2021.1 September 2024 |96
QWIRE Coq Impl. U/R (Univ. of Pennsylvania) - December 2023 [97]
Silq Stand-Alone U/R (ETH Ziirich) 0.0.39 February 2022 [98|
XACC Python/C++-Emb. U/R (Oak Ridge Nat. Lab.)  1.0.0 August 2023 [99]
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4.1. Properties of the Quantum Languages

which is optimized and transformed. The transformed circuit is sent to a quantum device
(or simulator) afterward.

CUDA-Q [102] by NVIDIA is a platform for hybrid quantum-classical computing,.
It provides the nvg++ compiler, which maps quantum expressions to a MLIR-based IR.
The compiler transforms and optimizes the IR, before lowering it to a Low Level Virtual
Machine (LLVM).

D-Wave Ocean [8§] is a Python framework developed by D-Wave. It is not a GPL,
instead, it implements quantum annealing (cf. , which makes it useful for
optimization problems. D-Wave Ocean uses D-Wave’s Advantage QPU 47|, which can
be accessed through an API.

InQulIR [103] is an IR for distributed quantum computing. It supports quantum and
classical communication between different devices. It allows quantum communication
and entanglement across devices. At the time of writing, InQulR’s GitHub repository
was last updated in February 2023 [89).

NetQASM [104] is a Quantum Assembly Language (QASM) variant that supports
distributed structure of quantum devices. It provides an instruction set architecture
(ISA) for quantum network processing units (QNPUs), with quantum instructions as well
as classical control and memory operations. The QNPUs are end-nodes in a quantum
network, e.g. quantum clients and servers. Next to writing NetQQASM code directly, one
can use a Python SDK for programming NetQASM applications.

OpenQASM 3 [105] is an attempt to create a QASM. It build on OpenQASM 2 [106],
but extends its functionality by the creation of real-time calculations, timing, pulse con-
trol, and gate modifiers. In this work, if we refer to OpenQASM we mean OpenQASM 3,
unless stated otherwise. OpenQASM is designed to be used as IR, like Assembly in clas-
sical compilation procedures. It is a GPL. Arbitrary classical functions can be computed
in addition to quantum circuits.

It is important to note that OpenQASM provides no own compilation or execution
structure. However, e.g. IBM Quantum [107] or Amazon Braket [108] support it.

OpenQL [109] is a quantum programming framework for C++ or Python. It is a
GPL. OpenQL provides two compilation stages: A hardware independent compilation to
an IR, and a hardware dependent compilation from the IR. It supports different backend
architectures and a developer can also specify a completely new backend.

PennyLane [110] by Xanadu is a Python quantum software framework. It is a GPL.
A developer can create circuits and submits them to a backend hardware, e.g. IBM’s or
Rigetti’s. New backend hardware can be added if desired. PennyLane allows simplifying
and transformation of quantum circuit [111].

Q# |112] by Microsoft is part of Microsoft’s Quantum Development Kit and an open-
source, stand-alone quantum language. Q# is a GPL and its compiler performs opti-
mizations on the code. It is possible to execute the code on a simulated QPU or on a
real QPU, of which Microsoft provides some through Azure Quantum.

Qiskit [113] by IBM Quantum is a very well known open-source development kit for
quantum hardware, embedded in Python. It claims to be the world’s most popular
quantum software.
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4. Evaluation of Today’s Quantum Languages

Qiskit is a GPL and provides out-of-the-box circuits for certain algorithms directly.
It can submit the quantum circuits to a real backend (or simulator). This functionality
is mainly designed to connect to IBM’s QPUs, but other hardware is possible as well.

Quantum MPI [114] is an extension to Message Passing Interface (MPI) |115] to
support quantum hardware. MPI is a message-passing standard to support parallel com-
puting architectures. It implements point-to-point and collective operations. According
to [114], a C++ prototype of Quantum MPI has been implemented. However, to the
best of our knowledge, no implementation of Quantum MPI is publicly available.

Quil [14] by Rigetti is an instruction set created for quantum-classical computation
on an abstract machine architecture. It is an assembly-style low-level language and a
GPL. Single quantum instructions are gates applied to one or multiple qubit(s).

Quil’s developers provide some additional tools to work with: PyQuil [116], a Python
library to generate and execute Quil code. Quilc |117], a compiler that compiles Quil
circuits to circuits a defined hardware can execute. It also performs optimization. And
the Quil-Lang quantum virtual machine (QVM) [118], that can simulate the execution
of Quil code.

QWIRE [119] is a language focused on formally verifying quantum circuits. It im-
plements the QRAM model. QWIRE was implemented in the Coq proof assistant [120]
but can be embedded in other host languages as well. At the time of writing, the Coq
implementation was last updated in December 2023 [97].

Silg [100] is a quantum language developed at the ETH Ziirich. It is a comparably
high-level quantum programming language: It works less with directly applying gates to
qubits, though applying gates to qubits is still possible in this language. Silq allows log-
ical operations on qubits (e.g. negations, conjugations) as well as conditional branching.
Conditional branching on a superposition can be translated to the CNOT gate acting
on a superposition. This means the conditional instructions only have an effect on the
states which fulfill the condition. Silq does not yet provide a possibility to execute its
code on real quantum hardware. It is only executed by a Silq interpreter.

XACC [121] is a quantum compilation framework. It is divided in a front- and
backend as well as a middle layer. The frontend compiles quantum code to an IR. The
middle layer optimizes and transforms the IR. The backend submits the code to an
executing hardware. XACC supports IBM, Rigetti and D-Wave hardware, as well as
some simulators.

XACC’s main goal is device interoperability. Its backend can target gate-based and
annealing QPU models. Its frontend code can be written in any language for which a
XACC compiler exists, e.g. C++ or Python. At the time of writing, XACC’s GitHub
repository was last updated in August 2023 [99].
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from braket.circuits import Circuit

qc = Circuit()
qc.h(1)
gc.cnot (1, 0)

gc.measure(1)

Listing 4.1.1: Braket bell entanglement.

from cirq import Circuit, LineQubit, H, CNOT, measure

gc = Circuit()

qubits = LineQubit.range(2)

qc.append (H(qubits[1]))
qc.append (CNOT (qubits[1], qubits[01))
gc . append (measure (qubits[1]))

Listing 4.1.2: Cirq bell entanglement.

4.1.2. Comparison of Quantum Language Properties

In this section, we will compare the QPLs listed in the last subsection in more detail. For
this, we focus on quantum languages developed for implementing quantum algorithms
in gate-based quantum computers. This work’s scope is the embedding of one QPU
into a distributed, classical system. Therefore, we do not consider languages specifically
designed to implement communication of multiple QP Us.

Due to these criteria, we remove the following languages from our comparison:

e D-Wave Ocean, as it is developed for quantum annealers.

e QWIRE, as it is a language to formally verify quantum algorithms, not to execute
them.

e QuantumMPI, InQulIR and NetQASM, as they have been created to imple-
ment communication between QPUs.

This leaves us to compare Braket, Cirq, CUDA-Quantum, OpenQASM 3, OpenQL,
PennyLane, Q#, Quil, and XACC.

Example implementations of a bell entanglement are shown in [Listings 4.1.1|to[4.1.11]
Of these eleven languages, seven are frameworks implemented in Python (and occasion-
ally also C++). This kind of implementation has the advantage of re-using existing
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from cudaq import QuantumCircuit, QuantumRegister

gr = QuantumRegister(2)
gc = QuantumCircuit(qr)
gc.h(1)

qc.cx(1, 0)

gc.measure(1)

Listing 4.1.3: CUDA-Q bell entanglement.

OPENQASM 3.0;

include "stdgates.inc";

qubit[2] q;

bit[1] c;

h ql1];

cx ql1], q[0];

c[0] = measure q[1];

Listing 4.1.4: OpenQASM bell entanglement.

from cudaq import QuantumCircuit, QuantumRegister

platform = ql.Platform('openql_platform', 'none')
kernel = ql.Kernel('bell_kernel', platform, 2)
kernel.h(1)

kernel.cnot (1, 0)

kernel .measure (1, 0)

Listing 4.1.5: OpenQL bell entanglement.
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import pennylane as gml

gml.Hadamard (wires=1)
gml.CNOT (wires=[1, 0])

m = gml.measure(1)

Listing 4.1.6: PennyLane bell entanglement.

namespace BellStateExample {
open Microsoft.Quantum.Intrinsic;
open Microsoft.Quantum.Canon;

open Microsoft.Quantum.Measurement;

operation CreateBellStateAndMeasure() : Result {
use q = Qubit[2];
H(q[11);
CNOT(q[1], q[01);
result = M(q[1]);
ResetAl1l(q);

return result;

Listing 4.1.7: Q# bell entanglement.

from qiskit import QuantumCircuit

gc = QuantumCircuit(2, 1)
gc.h(1)
qc.cnot (1, 0)

qc.measure (1, 0)

Listing 4.1.8: Qiskit bell entanglement.
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DECLARE c BIT[1]

H 1
CNOT 1 O
MEASURE 1 c[0]

Listing 4.1.9: Quil bell entanglement.

def main() {

q0 := 0:B;
ql := 0:B;
ql := H(ql);
if q1 {
g0 := X(q0);
}
m := measure(ql);

measure (q0) ;

Listing 4.1.10: Silq bell entanglement. Note that instead of using CNOT, the high-level
if-statement is used.

import xacc

provider = xacc.getIRProvider('quantum')

program = provider.createComposite('initial-state')
program.addInstruction(createInstruction('H', [1]))
program.addInstruction(createInstruction('CX', [1, 0]))

prog.addInstruction(xacc.gate.create("Measure", [0]))

Listing 4.1.11: XACC bell entanglement.
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coding infrastructure. Additionally, aspiring quantum developers that are already famil-
iar with Python (or C++) do not have to learn a completely new programming language
if their QPL of choice is a framework. Also, the developers of the quantum languages
have to put less thought into the syntax if they do not create a completely new language
from scratch. This is especially handy if the focus of a framework lays elsewhere, e.g. the
compilation and optimization of circuits (e.g. OpenQL) or interoperability (e.g. XACC).

The challenge of creating a framework for an existing classical programming language
is the dependence on said programming language. The developers have to work with the
syntax and execution model said languages offer, and are less flexible in the creation of
their code.

The developers of the languages we look at can be divided into three groups:

e Major tech companies which have been founded for another purpose than quan-
tum technologies, e.g. Microsoft.

e Quantum tech companies which have been founded with the intention of de-
veloping and enhancing quantum technologies, e.g. Rigetti.

e Universities or research institutes, e.g. ETH Ziirich.

Six of eleven of the quantum languages we look at are developed by major tech com-
panies, three by universities or research institutes and two by companies that have been
founded to work on quantum technologies.

The quantum languages that are frameworks of Python and C++4 follow a similar
programming approach, which Q# follows as well. We will call it object-oriented static
circuit creation: The programmer defines a programming structure (generally an object)
that represents a quantum circuit. One can apply different operations, e.g. quantum
gates or measurements, on the qubits in the circuit. When the complete circuit has been
created, the programmer can submit it to a QPU or a quantum simulator. An example
for the programming process of an object-oriented static circuit creation program written
in Qiskit can be found in

The quantum frameworks in general offer to transpile or compile circuits, as most
QPUs accept quantum circuits consisting of only their native gates only |122} 123].

This way of implementing quantum algorithms can be perceived as low abstraction
level compared to common classical programming languages (cf. . It directly
depicts the way gate-based QPUs work and is not developed to implement more abstract
routines that do not require direct understanding of quantum gates by the developer.
However, some languages offer methods to apply multiple gates at once in order to
implement well-known quantum algorithms, e.g. the variational quantum eigensolver or
the quantum phase estimation 16} 59]. This is for example possible in Qiskit [124] and
PennyLane [125].

Three of the examined quantum language follow different programming approaches:
OpenQASM, Quil and Silq.

Silq offers the possibility to directly add gate operations to quantum circuits, but also
offers higher levels of abstraction. For example, one can apply an or-operator on qubits

as well as if- and else-structures (see |Listing 4.1.10)).
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from qiskit import QuantumCircuit, transpile

# Initialize a quantum circuit

gc = QuantumCircuit(number_qubits, number_classical_bits)

# Apply gates to circuit
gc.h(0)

# Transpile circuit to native gate set of used GPU/Simulator
simulator = AerSimulator()

circ = transpile(qc, simulator)

# Run circutt and recetve result

result = simulator.run(circ).result()

Listing 4.1.12: An example of an object-oriented static circuit creation program written
in Qiskit.

OPENQASM 3;

include "stdgates.inc";

qubit[1] q;
bit[1] creg;
int[32] t = 10;

h q[0];
creg[0] = measure qubit[0];

if (cregl0] == 1) {
t =t * t;

} else {
t

t - 5;

Listing 4.1.13: An example of OpenQASM measuring a qubit and applying a classical
calculation on a bit depending on the measurement outcome.
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DECLARE creg BIT[1]
DECLARE t INTEGER[1]

MOVE t 10

HO
MEASURE 0 cregl[0]

JUMP-UNLESS @ELSE creg[0]
MUL t[0] t[0]

JUMP GEND

LABEL QELSE

SUB t[0] 5

LABEL QEND

Listing 4.1.14: An example of Quil measuring a qubit and applying a classical calculation
on a bit depending on the measurement outcome.

On the other hand, OpenQASM’s and Quil’s abstraction levels can be perceived as
lower than the object-oriented static circuit creation quantum languages’. They can be
found at [Listings 4.1.13| and [4.1.14] for comparison.

OpenQASM has been proposed as IR. It requires the declaration of the qubits and
classical bits used in its program. One can define gates and measurements on the qubits,
as well as arithmetic operations, branching and looping on the classical bits. Some of
its functionalities can be compared to object-oriented static circuit creation, especially
the application of gates to qubit variables for quantum calculations. However, contrary
to languages implementing the static circuit creation model, it does not create a circuit
object. OpenQASM also does not offer functions or methods to transpile or execute a
quantum program, as it is not necessary for its intended use as IR. This is why we describe
it of lower abstraction level than object-oriented static circuit creation languages.

Quil has been proposed as an instruction set architecture. It is comparable to classical
Assembly and offers (conditional) jumps only as classical control structures. The lack
of if and while control structures as well as the lack of an execution or transpilation
functionality is the reason we describe Quil as the language of the lowest abstraction
among those we examine.

Quil and OpenQASM provide two options of low-level programming languages that
a compiler could compile towards. Nevertheless, none of them are a fixed standard yet.
The object-oriented static circuit creation languages offer transpilation functionalities,
but they do not necessarily compile to Quil, OpenQASM or another IR. This is ampli-
fied by the fact that QPU hardware has also no standard way of accepting execution
instructions yet. For example, IBM’s devices can be addressed with OpenQASM [12§],
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Rigetti’s devices accepts Quil programs and QIR bitcode [129] and IonQ’s devices can
be addressed by expressing quantum circuits in . json format [130]. Additionally, any
code modification after submitting to a cloud QPU service is usually not disclosed. This
makes an understanding of the quantum code compilation and possible standards more
difficult.

However, some of the static circuit creation languages accept input written in Quil
or OpenQASM and transpile it to the language’s respective circuit representation. This
is for example the case with Braket [108], Qiskit [126] or XACC [127]. These transpi-
lation functionalities are typically restricted to a modification of the quantum circuit.
Optimizations on classical control or hybrid structures in a refined HQCC architecture
are, to the best of our knowledge, not yet available. This even holds for Silq, which we
expected to offer optimization steps due to its high level of abstraction.

Most programming languages are more adapted to the QRAM than the (refined)
HQCC model. They work with the static creation of a circuit that is supposed to be
completely executed, before a CPU receives the result or reacts to it. Optimizations on
the circuits do not consider classical instructions.

However, Silq, OpenQASM, Quil and some of the static circuit creation languages
allow adding classical control structures in their control flow. We will look at the support
for heterogeneous architectures of the different languages in the next section.

4.2. Support for Heterogeneous Architectures

We want to examine which quantum languages allow real-time feedback of quantum-
classical computing (dynamic circuit creation). Not all languages allow unrestricted
application of classical control structures and classical calculations next to the quantum
calculations. To check which languages do allow dynamic circuit creation, we will look
at two algorithms that require real-time classical control structures and check which
languages allow the implementation of these algorithms.

4.2.1. Real-Time Feedback Algorithms

To check which languages support dynamic circuit creation, we implemented two exam-
ples of heterogeneous algorithms on the QPLs: Quantum teleportation and active
reset.

Quantum teleportation |52 is the process of transferring quantum information
from one qubit to the other using one ancilla qubit. We will look at a brief introduction
to the workings of the algorithm. For a more detailed explanation, we refer to Nielsen
and Chuang [17, chapter 1.3.7].

The quantum state is transferred without any gates that act directly on original and
target qubit at the same time, which is why the term teleportation is being used. The
state might be in a superposition, meaning we would not be able to measure it classically
and transfer the information using bits. It is important to note that the state of the
original qubit is not copied, which is impossible according to the no-cloning theorem [24}
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Q1) L A
¢ :10) Tw A
x Xz 14)

g2 : |0) @ .

Figure 4.2.1.: The quantum circuit that teleports the quantum state |¢) from gg to ¢s.

Table 4.2.1.: The measured states of the first two qubits in the quantum teleportation
circuits, and the succeeding required gates on |g2).

Measured Bell State Measured |qoq1) lg2) Necessary gates on |g2)
|27) |00) (a]0) + B 1))
@) |10) (a]0) = B[1)) Z
&) |01) (a[1)+4]0)) X
) 11) (a]1) = 3]0)) X7

25] (cf. [Section 2.1.1)). Instead, the quantum state of the original qubit is destroyed by
measurement during the process.

The quantum circuit used for teleportation is given in [Figure 4.2.1 The arbitrary
state |10) = a|0) + B |1) is teleported from gy to g2. We calculate the equation depicted
by the teleportation circuit until the first barrier (dotted line):

(1 ® CNOT21) - (1 ® 1 ® H) [400) (4.2.1)

— (1 CNOTy) (;5 140) & ((0) + u>>) (12.2)
1

= ﬁ [v) @ (]00) + [11)) (4.2.3)

~ (@l0) + B11) & = (100) + 1) (1.2.4)

The quantum state of the three qubits can be reordered and depicted using Bell states

(cf. [Section 2.1.2)).
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We use the properties

|00) = 7(]<I>+>+|‘I> )) (4.2.5)
|01) = 7(|\IJ+> w7)) (4.2.6)
110) = }(|\1z+>+yxp ) (4.2.7)
[11) = 7(|<I>+> |®7)) (4.2.8)
to calculate
(a|0) 4+ 511)) \}5 (100) + |11)) (4.2.9)
:\2( «[000) + a [011) + B]100) + B [111)) (4.2.10)

1 _
=5 (02 +127) al0) + (107) ~[¥7) a1} )
(1) +127)) B10) + (j2%) — [87)) 8 11) )
:%(|<I>+>(oz]0>+ﬁ|1))+|¢_>(a|0>_5|1>)
(4.2.12)

+[TT) (af1) +80)) — [7) (a]1) —ﬁ!0>))-

We can see from |[Equation (4.2.12)| that measuring the first two qubits in the Bell
basis results into the last qubit taking one of four specific forms which can be seen
n The Bell measurement is done by a CNOT and Hadamard gate with
a following measurement, as explained in Depending on the Bell state
measurement outcome, we need to apply certain gates to the target qubit to recreate
).

shows the necessary gates to apply on |g2) to re-create [1)). These gates

correspond with the classically controlled gates applied to |g2) in [Figure 4.2.1
The application of gates depending on measurement outcomes while |g2) has to stay

coherent causes quantum teleportation to be an algorithm needing dynamic circuit cre-
ation.

Active reset [53] is used to achieve high-fidelity zero-state qubits. Resetting a qubit
to state 0 has a small probability of failure. This is why the active reset requires having
measured the qubit in state 0 twice, as shown in If the qubit is measured
to be in state 1, the qubit is flipped and afterwards measured again.

Even though being rather primitive, this algorithm has high requirements for its pro-
gramming language. A measurement has to be possible mid-circuit, and a classical count
variable has to be used, which is dependent on measurement outcomes. The calculation
whether to execute the next loop hast to be done in real-time, as well as the branching
inside the loop.
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number0fSuccesses = 0
while (numberOfSuccesses < 2):
measure qubit, store result in bit
if bit ==
number0fSuccesses++
else:
number0fSuccesses = 0

apply X on qubit

Listing 4.2.1: A pseudocode of the active Reset Algorithm.

4.2.2. Evaluating Languages

In this section, we will look at the languages we examined in We tried to
implement quantum teleportation and active reset to check which ones support real-time
hybrid calculations.

The languages must be executable to check if the classical control structures can be
executed correctly. This results in removal of four languages from this section of the
thesis, because their code could not be executed:

e We were unable to get XACC'’s interpreter running following the installation pro-
cess given in the XACC documentation [131]. We could not use the pre-configured
integrated development environment (IDE) offered on XACC’s GitHub page 99|
either, as this IDE lacked Python modules needed for XACC execution.

e CUDA-Q’s semantic is restrictive and forbids many operations. The documen-
tation and error messages of the Python interpreter were not helpful enough to
execute a program in this language.

e OpenQASM delivers no native way to execute its code.

e OpenQL delivers no native way to execute its code, it only compiles towards
OpenQASM.

summarizes which languages can implement quantum teleportation and
active reset.

Braket is the only quantum language which cannot implement either of the algo-
rithms. Braket does not support classical control structures in any way, and neither do
Amazon’s QPUs support HQCC computing models [63, p. 67].

All other languages allow implementing quantum teleportation, but only Q# and Quil
additionally allow active reset.

Quil and Q# offer a turing-complete classical instruction set, thus one can implement
any executable quantum-classical algorithm.
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Table 4.2.2.: Ability of QPLs to implement real-time hybrid quantum algorithms.

Language Quantum teleportation Active reset

Braket X X
Cirq v/ X
PennyLane v/ X
Q# v/ 4
Qiskit 4 X
Quil v v/
Silq v/ X

Table 4.2.3.: Operations of the object-oriented static circuit creation languages to im-
plement classical branching and looping.

Language Conditional Branching Looping

Cirq CircuitOperation
with repeat_until.

PennyLane cond while loop

Qiskit c_if while_loop

Silq allows conditional logic on classical variables, which means one can implement
quantum teleportation in it. We can also implement loops that depend on classical logic
and classical arithmetic in Silgq. However, when we measured a qubit once, we cannot
use it again without redefining it. Therefore, while we can in principle implement loops
depending on measurement results, we cannot implement the active reset algorithm.

The remaining object-oriented static circuit creation languages Cirq, PennyLane
and Qiskit have operations to add gates depending on classical variables to the circuit.
They offer both conditional application of gates and looping. The necessary instructions
are listed in[Table 4.2.3] However, while the branching allows to implement the quantum
teleportation algorithm, the loops fail to implement active reset. The reasons are:

e (Cirq cannot do arithmetic on two classical values which are afterwards used in the
repeat_until condition.

e PennyLane’s loop cannot iterate over a classical value that is updated by a mea-
surement in the loop.

e Qiskit offers a loop, but it cannot assign a value to a classical register without a
measurement or do arithmetic on two classical values.
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4.3. Summary

4.3. Summary

In this section, we examined the properties of existing QPLs. We found that most
languages follow the programming approach of object-oriented static circuit creation
and are implemented as Python framework. All languages of different approaches than
object-oriented static circuit creation are stand-alone languages and not frameworks.
This could indicate that stand-alone languages work better than embedded languages on
programming approaches that are different from object-oriented static circuit-creation.

We saw that most quantum languages lack not only optimization specifically for het-
erogeneous quantum-classical architectures, but also the possibility to implement ar-
bitrary quantum-classical algorithms. Programming languages that support quantum-
classical algorithms are still in early development, but crucial for the progress of quantum
computation.

In the next chapter, we will examine possibilities of optimizing code for heterogeneous
quantum-classical architectures in the future.
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5. Optimizing Quil-Programs

As we have seen in existing QPLs offer little to no optimizations for hetero-
geneous architectures. In this section, we want to assess which static optimizations can
be done by the main CPU of a refined HQCC architecture, before the program is sent
to the QPU/CPU component (cf. [Section 2.2.1]).

Classical compilers typically apply many small optimization strategies to a program,
such as constant-propagation, constant-folding, liveness analysis, reaching definitions or
available expressions [66] (cf. . We aim to create a similar set of optimiza-
tion methods for heterogeneous quantum-classical architectures. For this, we wrote a
program that parses, analyzes, optimizes, and evaluates Quil code.

Quil has been used for these examinations, as Quil with its assembly-like syntax
and goto branching is straightforward to analyze. Additionally, Quil programs can be
created with PyQuil [116] and executed with Quilc [117] and the Quil-Lang QVM [118]
(cf. [Section 4.1]), which is helpful for our work.

We will first look at Quil’s instructions in [Section 5.1 and examine how to execute Quil
on a HQCC architecture (cf. . Afterwards we will explain how we analyzed
Quil programs (cf. and how we evaluated them in

In we will propose a set of optimization methods to optimize a Quil
program with respect to heterogeneous architectures. We will evaluate the optimization
methods in and discuss the results in

The GitHub repository containing the code we developed is given in

5.1. Quil Instructions

In this subsection, we will give an overview of the instructions that Quil provides, to
the extent that it is relevant in this thesis. For a more extensive overview, we refer the
reader to the paper introducing Quil [14].

In Quil, integer indices are used to refer to qubits. As integers can also occur in
other parts of the program (e.g. as classical parameters), this leads to an ambiguity
considering the usage of integers. However, the position of an integer clearly indicates
if the integer is used as qubit or a parameter, as qubits follow after gate instructions or
measurements. Qubits do not need to be declared upfront.

Quil supports four classical variable types: BIT, OCTET, INTEGER, and REAL. Classical
variables need to be declared before usage, e.g. DECLARE a BIT to declare a bit value of
the name a. Afterward, the value can receive a value (MOVE a 0) and be used in classical
instructions.

Classical variables can be declared as an array, e.g. DECLARE a BIT[2]. The values
can then be accessed by [n], e.g. MOVE a[1] O.
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5. Optimizing Quil-Programs

Quil offers different categories of instructions, namely

e quantum gates: Instructions that name a gate and at least one qubit that is
applied to the gate, e.g. H 0, or CNOT O 1.

e classical instructions: Calculations applied on classical variables. The classical
instruction set is turing-complete.

e parameterized quantum gates: Quantum gate instructions with gates that re-
ceive a classical parameter, e.g. RZ(angle) 0, with the classical parameter angle.
Quantum gates that receive a fixed value (e.g. RZ(1.57)) do not count as param-
eterized.

e measurements: Instructions that measure the value of a qubit. The value can
be saved in a classical parameter. E.g.: MEASURE 0 ro[0].

e control structures: One can define labels (LABEL @label_name) and jumps in
Quil. Jumps can be conditional (e.g. JUMP-WHEN @label name cond) or uncondi-
tional (e.g. JUMP @label_ name).

Quantum gates that are not parameterized can be exclusively executed by a QPU and
are therefore quantum instructions. Classical instructions can be exclusively executed
by a CPU and are therefore classical instructions. All other instructions need to be
executed by QPU and CPU at the same time, and are therefore hybrid instructions.

5.2. Naive Quil Execution

Quil provides instructions for both quantum and classical instructions. We will assume
that each Quil instruction takes one time step to be executed for our proof-of-concept.
We neglect the communication time between QPU and CPU, as we do not know its
speed and it depends on the concrete hardware.

Purely quantum or classical instructions can be executed in parallel, as they are exe-
cuted by two different devices. Hybrid instructions (like measurements, parameterized
gates, or branching) need to be executed by both devices at the same time.

We assume the following execution process for the CPU — QPU component:

e If the next instruction is a hybrid instruction, it is executed by the CPU and QPU
in parallel.

o If the next instruction is a classical (or quantum) instruction, it is sent to the CPU
(or QPU). Additionally, if there is a quantum (or classical) instruction in the code
before the next hybrid instruction, it is sent to the QPU (or CPU) as well. Both
instructions are then executed in parallel.

CPU and QPU can work in parallel, and at the next hybrid instruction, the devices have
to wait for each other.
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5.3. Analyzing Quil Programs

DECLARE theta BIT[1] CPU QPU
DECLARE m BIT[1] DECLARE theta BIT[1] | H0
HO DECLARE m BIT[1] H 1
H 1 —_— CNOT 0 1
CNOT 0 1 RZ(1.57) 1
RZ(1.57) 1 ONOT 01
CNOT 0 1
MEASURE 0 m[0] CPU and QPU
MOVE theta 0.7 MEASURE 0 0

CPU

MOVE theta 0.7

Figure 5.2.1.: An example how a naive execution of Quil would cause the CPU to wait
for a hybrid instruction (MEASURE), even though the succeeding MOVE in-
struction would be executable.

This execution model can cause unnecessary idling of a device. An example for this
can be seen in[Figure 5.2.1] It shows a CPU that needs to wait for the QPU, even though
a succeeding classical instruction would be executable. A previous optimization routine
could find that an instruction is executable before the hybrid instruction and change the
order of the instructions in the program.

We want to explore the possibility of optimizing Quil code with respect to hetero-
geneous architecture. At the moment, this architecture is not considered during Quil
compilation or the execution on the Quil QVM to the best of our knowledge.

5.3. Analyzing Quil Programs

We did analyzation procedures that can be applied to arbitrary Quil programs. In this
work, we will use a few algorithms as ongoing example, namely:

e Quantum teleportation [52]

e Magic state distillation [54} 55, |56]

e Repeat-until-success [57}, 58]

e Iterative phase estimation (IPE) [49, 59]

We will not go into detail about how the algorithms work. This is not necessary
for this work, and we refer the reader to the given sources for further reading. The
important point about the algorithms for this thesis is that they all require dynamic
circuit creation in order to work, and thus communication between CPU and QPU.

We created a CFG [68] for all programs we evaluate. Recall that a CFG is used to
depict all possible execution paths of a program (cf. . Each node/basic
block of the CFG consists of either only quantum instructions, classical instructions, or
hybrid/control structures. Quantum and classical instructions that are executed without
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Quil Program Control-Flow Graph

Hybrid Instruction
Hybrid Instruction
Quantum Instruction A

Classical Instruction A
Quantum Instruction B _
Classical Instruction B
Quantum Instruction C

Classical Instruction C
Control Instruction
Control Instruction

Figure 5.3.1.: Creating basic blocks in the CFG from alternating quantum and classical
instructions.

Classical Instruction A
Classical Instruction B
Classical Instruction C

Quantum Instruction A
Quantum Instruction B
Quantum Instruction C

a hybrid/control instruction in between are written into two parallel basic blocks. An
example of this is shown in By creating a CFG in this way, one can easily
see which parts of the code are executed by which device(s).

Recall that a DDG is a graph that shows which instructions need to be executed
before another instruction (cf. [Section 2.3). We create a DDG using information from
the Quil program and the CFG. Every node of the DDG holds a single Quil instruction.
The edges indicate which instructions have to be executed before their instruction can
be executed. This is done by checking variable dependency. Unconditional jumps are
resolved before creating the DDG and not listed as nodes.

Conditional jumps in the program pose a problem to the DDG. If a conditional jump
targets an already executed line, it introduces circular dependencies. This could only
be resolved exactly if we knew the number of iterations, which would be analogous to
solving the Halting problem, and therefore not generally possible.

We resolve this issue by creating a DDG only up to the next conditional jump. By
that, we can receive multiple DDGs for a single program, all depicting a part of the
program. One of the DDGs is the start DDG, which is the DDG describing the entry
of the program. Additionally, we have one or multiple halt DDGs, which include the
program instructions last executed before the program terminates. An example for a
program that results in multiple DDGs is given in and the corresponding
DDGs in

As an example, the code for the IPE is given in and the corresponding
CFG in[Figure 5.3.3] The given code calculates two bits of the phase ¢ of a given matrix,
with the matrix’ eigenvalue A = e’%.

In the algorithms we implemented to evaluate our optimizations, an algorithm that
calculates five bits was used. The shorter algorithm is given here for simplicity.

An DDG of the IPE code is given in For the IPE, we
resolved conditional jumps before DDG creation. In the executable IPE, we use the code
given in to add 1 to param no_pi[0] if lastMeasurement [0] is 1.

Conditional jumps have to be used, as Quil’s semantic does not allow adding a bit-
value to a real value. In the IPE that is used for the DDG and during the optimization,
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5.3. Analyzing Quil Programs

DECLARE m BIT

HO

MEASURE O m
JUMP-WHEN @label m
YO

LABEL @label

Zz 0

MEASURE 0 m

Listing 5.3.1: An example for Quil code that results into multiple DDGs. The corre-

sponding DDGs can be found in [Figure 5.3.2

Start DDG Halt DDG 1 Halt DDG 2
DECLARE m BIT HO YO Z0
MEASURE m 0 Z0 MEASURE m 0
JUMP-WHEN @label m MEASURE m 0

Figure 5.3.2.: An example for multiple DDGs originating from one Quil code. The code

can be found in [Listing 5.3.1
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5. Optimizing Quil-Programs

DECLARE theta REAL[1]

DECLARE result REAL[1]
DECLARE param_no_pi REAL[1]
DECLARE lastMeasurement BIT[1]

MOVE thetal[0] O
MOVE param_no_pi[0] 0
MOVE lastMeasurement[0] O

HO

CONTROLLED targetMatrix_two O 1 2
RZ(theta[0]) O

HO

MEASURE O lastMeasurement [0]
RESET 0

MOVE thetal[0] 3.1415

JUMP-UNLESS ©@noaddl lastMeasurement [0]
ADD param_no_pi[0] 1

LABEL @noaddl

DIV param_no_pil[0] 2

MUL thetal[0] param_no_pil[0]

HO

CONTROLLED targetMatrix_zero O 1 2
RZ(thetal[0]) O

HO

MEASURE 0 lastMeasurement [0]

MOVE thetal0] 3.1415

RESET 0

JUMP-UNLESS ©@noadd2 lastMeasurement [0]
ADD param_no_pi[0] 1

LABEL @noadd2

DIV param_no_pil[0] 2

MUL theta[0] param_no_pi[0]

MOVE result[0] 3.1415
MUL result[0] 2
MUL result[0] param_no_pil[0]

Listing 5.3.2: Calculating two bits of targetMatrix zero’s phase ¢, which is stored in

result[0]. The matrix’ eigenvalue is A = ¢e*¥.
targetMatrix_zero squared.
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5.3. Analyzing Quil Programs

QPU:
10: HO

11: CONTROLLED targetMatrix one 0 1 2

CPU:

1: DECLARE theta REAL[1]

2: DECLARE result REAL[1]

3: DECLARE param no_pi REAL[1]

4. DECLARE lastMeasurement BIT[1]
6: MOVE theta[0] 0

7: MOVE param_no_pi[0] O

8: MOVE lastMeasurement[0] O

d

‘ CPU:

16: MOVE theta[0] 3.1415 ‘

~,

N

‘ CPU:

18: ADD param no pi[0] 1 ‘

CPU:
20: DIV param_no_pi[0] 2
21: MUL theta[0] param _no_pi[0]

Hybri
25: RZ

(theta[0]) O

Hybrid:
27: MEASURE 0 lastMeasurement[0]

.

CPU:
28: MOVE theta[0] 3.1415

QPU:
29: RESET 0

N

Hybrid:
30: JUMP-UNLESS @noadd2 lastMeasurement[0]

/

’ CPU:

31: ADD param no_pi[0] 1

|

Hybrid:
32: LABEL @noadd2

CPU:

33: DIV param_no_pi[0] 2
34: MUL theta[0] param_no_pi[0]
36: MOVE result[0] 3.1415

37: MUL result[0] 2

38: MUL result[0] param no pi[0]

Figure 5.3.3.: The CFG created from [Listing 5.3.2




5. Optimizing Quil-Programs

DECLARE param_no_pi REAL[1]
DECLARE lastMeasurement BIT[1]

JUMP-UNLESS @noaddl lastMeasurement [0]
ADD param_no_pi[0] 1
LABEL @noaddil

Listing 5.3.3: Executable version of adding 1 to param_no_pip[0] if lastMeasurement[0]
is true. Quil’s semantic does not allow to add a BIT variable to a REAL
variable. Therefore, we need conditional jumps.

DECLARE param_no_pi REAL[1]
DECLARE lastMeasurement BIT[1]

ADD param_no_pi[0] lastMeasurement [0]

Listing 5.3.4: Version we use for analyzation of adding 1 to param_no_pip[0] if lastMea-
surement[0] is true. The BIT value is directly added to param_no_pi[0] to
avoid conditional jumps.

the above code is changed to the one in [Listing 5.3.4; The bit value is directly added to
the real value.

While Quil’s semantic forbids this construction, it has the same logical effect: Adding 1
to param no_pi[0] if lastMeasurement[0] is 1. This is done to prevent conditional
jumps in the IPE algorithms, which makes the optimization and the evaluation of the
optimization simpler. This has only been done for IPE, not for the other algorithms.
The CFGs and DDGs for the other algorithms can be found in the GitHub repository

with our code (cf. [Appendix A.T).

The properties of the created DDG are listed in As the IPE algorithm
contains no conditional jumps, it is depicted by one DDG only, while the other algorithms
need at least three DDGs. We calculated a naive execution time for every DDG by
using the execution procedure from We assume an execution time of 1
per instruction. We make this assumption as we do not have sufficient insight in real
hardware. Depending on the hardware, we could have large differences between the
execution time of quantum and classical instructions.

In the following, we will look at evaluation metrics for Quil programs and try to
optimize the programs with respect to the metrics.
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5.3. Analyzing Quil Programs

CPU:
38: MUL result[0] param_no_pi[0]

CPU: CPU:
34: MUL theta[0] param_no_pi[0] 37: MUL result[0] 2

— !

CPU:
33: DIV param_no_pi[0] 2

CPU:

QPU:
31: ADD param no pi[0] lastMeasurement[0] | 29: RESET0

N

Hybrid: CPU:
27: MEASURE 0 lastMeasurement[0] 28: MOVE theta[0] 3.1415

CPU:
36: MOVE result[0] 3.1415

CPU:
2: DECLARE result REAIL[1]

Hybrid:
25: RZ(theta[0]) 0

CPU:
21: MUL theta[0] param_no pi[0]

QPU:
24: CONTROLLED targetMatrix_zero 0 1 2

CPU:
20: DIV param_no_pi[0] 2

\

15;}%E5ETH|

| CPU: ‘ Hybrid:

7: MOVE param_no_pi[0] 0 14: MEASURE 0 lastMeasurement[0] |

QPU:
23:HO
QPU:

CPU: CPU:
16: MOVE theta[0] 3.1415 18: ADD param _no_pi[0] lastMeasurement[0]

3: DECLARE param_no_pi REAL[1] 13:HO 8: MOVE lastMeasurement[0] 0

'

Hybrid: ‘ CPU: ‘

‘ CPU: ‘ QPU: ‘ CPU: ‘

12: RZ(theta[0]) O 4: DECLARE lastMeasurement BIT[1]

CPU: QPU:
6: MOVE theta[0] 0 11: CONTROLLED targetMatrix one 0 1 2

CPU: QPU:
1: DECLARE theta REAL[1] 10: HO

Figure 5.3.4.: The DDG created from |Listing 5.3.2l The conditional jumps have been
changed to an addition of param no_pi[0] with lastMeasurement [0], to
avoid conditional jumps.
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5. Optimizing Quil-Programs

Table 5.3.1.: Properties of the example programs and their respective DDG(s). Instruc-
tion number and naive wall time are given per DDG. The wall time is
calculated using the naive algorithm explained in and assuming
a time of 1 for each instruction.

Example program Lines Instruction Number Naive Wall Time
Quantum teleportation 14 8, 2,2 6, 2,1
Magic state distillation 76 67, 63, 6 62, 62, 6

Repeat-until-success 24 12, 11, 10, 7 9,10,9,6
IPE 67 55 45

5.4. Metrics to Evaluate Quil Programs

We will look at three metrics statically to evaluate Quil programs. The metrics can be
used to optimize Quil programs against or to evaluate how well optimization methods
worked. We implemented this functionality and evaluate our optimization methods
against these metrics. The results are given in

Wall time: Considering that all instructions have the execution time 1, it is assessed
how long the program would take to execute. Whenever possible, the CPU and QPU
execute instructions in parallel. Two parallel executed instructions receive execution
time 1 together. At a hybrid or control instruction, one device waits for the other. For
example, the program in has a wall time of 7.

The wall time is calculated for all DDGs of a program and summed up for comparison
of syntactically different representations of the same program.

Quantum instruction number (QIN): Count the number of quantum instructions
per DDG and sum the result up for comparison to other codes. Hybrid instructions
are included in the counting, as the QPU and the quantum state are considered during
hybrid calculations. Minimizing the QIN is sensible, as quantum instructions are more
likely to introduce errors than classical instructions (cf. [Section 2.1.3)).

Quantum calculation time (QCT): As quantum states in a QPU have a limited
coherence time, it makes sense to minimize the time the QPU has to keep the qubits
coherent. This value is the QCT. As we assume that each instruction needs a time value
of 1, the time is given in units of the instruction number.

For the calculation of QCT, we assume the best case: The QPU starts with the first
quantum instruction on the latest possible time such that the CPU does not have to
wait for the QPU at the first hybrid instruction. Additionally, the QPU calculates the
quantum instructions after the last hybrid instruction directly after the hybrid instruc-
tion. Between the first and the last hybrid instruction, the wall time is equal to the time
the qubits have to stay coherent.

It should be noted that a reasonable program has no quantum instructions after the
last hybrid instruction. This would only create quantum information which is destroyed
again, as it would have to be measured for further usage. Measurement, again, would
be a hybrid instruction.
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5.4. Metrics to Evaluate Quil Programs

DECLARE r REAL Classical
Mg before = 2 DECLARE m BIT Classical
HO Quantum
YO Quantum
MEASURE 0 m Hybrid (first)
HO Quantum
Z 0 Quantum
Otpetween =6 | MOVE r 2 Classical
RZ(r) 0 Hybrid
HO Classical
MEASURE 0 m Hybrid (last)
Ngafter =1 { 70 Quantum

Figure 5.4.1.: An example of how to determine dtpetipeen, g before a0d Mg g fter from Quil
code. The QCT is the sum of these three values.

This results in a QCT 7¢ of

TQ = 6tbetween + Ng_before + Ng_after (541)

with the wall time between first and last hybrid instruction (including these hybrid
instructions) 0tpetween, the number of quantum instructions before the first hybrid in-
struction ng pefore, and the number of hybrid instruction after the last hybrid instruction

Mg after- An example can be seen in [Figure 5.4.1

A difficulty of this metric arises when the program is divided into more than one DDG.
The first hybrid instruction in the start DDG is the globally first hybrid instruction. The
last hybrid instruction in the halt DDG is the globally last hybrid instruction. If there
are multiple possible last DDGs, we take the one that causes the longest QCT (worst-
case). The QCT is calculated by the number of quantum instructions before the first
hybrid instruction and after the last hybrid instruction. Additionally, the wall time of all
other DDGs and between the first and the last hybrid instruction (included) are added.

If the last DDG has no quantum instruction, it does not add to the QCT. The wall
time of all other DDGs is simply added, as every DDG necessarily ends at a hybrid
conditional jump.

Note that, in an ideally optimized program, a DDG with only classical instructions

should not exist, as this could be calculated completely by the main CPU and does not
have to be sent to a CPU-QPU complex.

shows the values of the different metrics for our initial implementations
of the algorithms. We will look at strategies to improve (i.e., reduce) the values in the
next sections.
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Table 5.4.1.: Wall time, QIN (quantum instruction number), and QCT (quantum calcu-
lation time) of the original Quil files of the different algorithms. The Wall
time is calculated by the naive execution time described in and

per DDG.
Example program Wall time QIN QCT
Quantum teleportation 6,2, 1 9 10

Magic state distillation 62, 62, 6 66 130
Repeat-until-success 9,10,9,6 34 35
IPE 45 25 33

5.5. Optimization Strategies

In this section, we aim to create a set of optimization methods for heterogeneous
quantum-classical architectures.

In the beginning, we will derive some optimization strategies from already well estab-
lished classical (machine-independent) strategies. As introduced in loops
play a critical role when analyzing program structures. Nevertheless, they are out of
scope for this work and we will not target optimization strategies that aim to work with
loops.

5.5.1. Adapted Classical Optimization Operations

We will examine if and how the classical machine-independent optimizations mentioned
in can be applied to the quantum-classical heterogeneous case. Some op-
timization methods are not sensible for the quantum case, but could in principle be
implemented for the classical part of the algorithms. We will not implement these opti-
mizations, to keep our focus on quantum-classical hybrid code.

It is insensible to try to determine available expressions in Quil. Instructions
that calculate an expression a e b and assign the result to another variable do not exist.
Instead, quantum operators act directly on qubits and the results of classical calculations
are stored in one of the involved variables. For example,

ADD a b (5.5.1)
is interpreted as

a:=a-+b. (5.5.2)
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DECLARE a INTEGER
DECLARE b INTEGER
MOVE a 3
ADD a 10
MOVE b 7
MOVE a 10

Listing 5.5.1: An example of Quil code with live and dead variables. Assuming a is a
readout variable, it counts as dead in line 4, as the addition result is not
read anywhere before a is written to in line 6. b is dead in line 5, as it is
not read afterward.

We apply constant propagation to the classical and the quantum part of the code.

For the classical part of the code, the algorithm works as follows: A classical value is
recognized as constant by a MOVE instruction if the instruction moves a constant value
onto it. E.g

MOVE a 10 (5.5.3)

results into a having the constant value 10.
A variable remains constant until it is being written to again.

ADD b a (5.5.4)

writes and reads b, but only reads a, thus a remains constant. This means the algorithms
recognizes b to be constant at the reading part of the instruction, but b looses its constant
state afterward. This would even hold if a was replaced by a constant value. Constant
folding will replace the instruction by a MOVE instruction if a and b were constant.

For the quantum part of the code, we restrict ourselves to the Pauli-basis and single
qubit gates. A qubit is constant at the start of the program and after a RESET with the
value Pauli X Zero. The constant propagation checks at which instructions a constant
qubit “arrives” with a specific value, either because it has been initially used or reset
before, or because constant folding has shown that it remained in a constant Pauli basis
after a gate application.

Live-variable analysis can be used for the classical and quantum parts of heteroge-
neous programs.

A classical variable counts as dead if it is written to and the value of the variable is not
read until the variable’s value is overwritten. For the application of the algorithm, we
need to know which classical variables hold readout values, i.e. which values need to be
reported back to the main CPU at the end of the quantum program. These variables are
by default alive at the end of the program, which is handled as if there was an additional
read of the variable after the halt of the program. An example is given in
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A quantum variable counts as dead if its information content does not influence any
classical information from the current instruction until the end of the program.
The quantum variable can safely be called dead at a program point p if it is

e not used by any multi-qubit gate, and
e not measured
until
e the end of the program, or
e the next reset.

These conditions even hold if the instruction at p is a measurement, as long as this
measurement is not saved in a classical variable.

The variable may be entangled with other variables. Due to the no-communication
theorem [29] (cf. [Section 2.1.1)), operations on a qubit A cannot influence the measure-
ment result on other qubits without using a measurement result of A. This even holds
if A and the other qubits are entangled. Single qubit operations on an entangled qubit
cannot influence other qubit states either (cf. [Section 2.1.2)). Therefore, we do not have
to check for entanglement if a qubit will not be used in any multi-qubit gates and if the
result of a measurement on it will not be considered in the program.

We can only apply live-variable analysis at the halt DDG of the program, as we
cannot say whether the variable will be used in future DDGs. This limits the usage of
the live-variable analysis. Live-variable analysis could be applied to non-halt DDGs in
a restricted manner: All values count as alive at the end of the DDG (handled as if a
read-instruction is about to follow). If a variable is dead because its value is overwritten
within one DDG, it can still safely be called dead. However, our current implementation
does not support this.

Reaching definitions can be implemented for the classical Quil variables by checking
DECLARE and MOVE statements. Quil programs do not offer define/declare statements for
qubits, neither direct assignment of a value to a qubit. Therefore, applying reaching
definitions to the quantum part of the program is not sensible.

Constant folding can be applied on classical and quantum parts of our hybrid code.
In classical instructions, all constant values that are read are replaced by their constant
values. This means, e.g.,

ADD a b (5.5.5)
is replaced by
ADD a 10 (5.5.6)

if b has a constant value of 10. The same holds for parameterized quantum gates. If the
classical parameter is constant, it is replaced by the constant value.
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If a value that is written to is constant and additionally, all read values in the instruc-
tions are constant, the instruction is replaced by a MOVE instruction. As example: If a
is 5, b is 7 and the instruction is

ADD a b, (5.5.7)
it is replaced by
MOVE 12 (5.5.8)

as a would be 12 after the addition.

For the quantum part of the program, constant folding calculates the result of the ap-
plication of a gate on a qubit. This is only calculated if the qubit is constant beforehand
(i.e.in a Pauli basis, as defined by constant propagation) and a single-qubit Clifford gate
acts on it. We calculate the next Pauli state and still assume the qubit as constant (in
the respective Pauli state).

Constant folding for quantum variables can be done efficiently for Clifford gates
(cf. [Section 2.1.2). To avoid dealing with entangled states during constant propaga-
tion, we generally assume qubits to be non-constant after a multi-qubit gate.

Due to this, we only trace the constant value of a qubit until the first non single-qubit
or non-Clifford gate acts on it. This means we are tracing the six Pauli basis state as
values of the qubits.

Measurements are in general considered to be random and write non-constant values
in the classical values. The only exception is if we know that a qubit is either in the |0)
or |1) state. In that case, the classical value receives the constant value 0 or 1.

Copy propagation can be used in the classical part of heterogeneous code. It is not
sensible for quantum code due to the no-cloning theorem (24} 25] (cf. [Section 2.1.1)).

Dead code elimination can be applied to classical and quantum instructions. We
use the results of the live-variable analysis of which variables are dead. Classical code is
dead if all variables written to in the instruction are dead. Quantum code is dead if all
quantum variables an instruction acts on are dead All dead instructions are deleted.

These were optimization methods taken from the compilation routine of purely clas-
sical code. We end up with implementing constant propagation, live-variable analysis,
constant folding, and dead code elimination.

5.5.2. Optimizations for Quantum-Classical Calculations

Besides the classical methods, we can apply algorithms that are specific for the het-
erogeneous quantum-classical architecture. We introduce three algorithms targeting
quantum-classical architecture in this thesis: An analysis operation that finds hybrid-
dependencies, and the two transformation operations instruction reordering and latest
possible quantum execution. All three operations have been implemented in our code.
Finding hybrid-dependencies checks which instructions have to be executed be-
fore a hybrid node becomes executable. This analysis first finds all hybrid instructions,
and afterwards determines which instructions have to be executed before the respective

67



5. Optimizing Quil-Programs

DECLARE m INTEGER[1]
H O

MEASURE 0 m

RZ(m) O

Listing 5.5.2: An example of Quil code with hybrid instructions that depend on previous
lines.

hybrid instruction by using the DDG. A hybrid instruction can have other hybrid in-
structions as dependencies. A hybrid instruction “blocks” the instruction dependencies
for all other hybrid instructions.

For example, contains the hybrid instructions MEASURE and RZ(m). All
other lines have to be executed before RZ(m). But the only direct dependency we save
for it is MEASURE, as MEASURE is a hybrid instruction and depends on H and the DECLARE
instruction as well. For MEASURE, the dependencies H and DECLARE are saved.

Instruction reordering can be done as long as instructions dependent on each
other are still in the same order. The DDG provides information about the dependent
instructions.

The goal is to reorder the instructions to maximize the number of parallel executions
of the CPU and QPU. In other words, the time in which only one device is calculating
and the other one is idling should be minimized.

The two devices only influence each other through hybrid nodes. To prevent long
waiting times of one device for the other, we use the knowledge we gained from the
DDG and the finding hybrid-dependency analysis.

Listing 5.5.3|shows the pseudocode of the instruction reordering algorithm. If the CPU
or the QPU have to wait for the other device before a hybrid instruction, the algorithm
aims to avoid that the waiting device does not execute instructions. It is checked whether
there are instructions for the waiting device that can already be executed, i.e. for which
all dependencies have been executed. If this is the case, the waiting device can to execute
the instructions while waiting instead of doing nothing.

Latest possible quantum execution is one method to keep the total execution
time of the quantum device small.

The goal of this algorithm is to execute as many classical instructions as possible
before the QPU starts to work. For this, the execution of instructions is reordered in
the following way:

e All classical instructions that are not dependent on quantum device are executed
at the start.

e The first quantum instruction is executed such that QPU and CPU reach the first
hybrid node simultaneously. This is again done with the assumption that each
instruction has an execution time of 1.
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5.5. Optimization Strategies

Input:
instruction_ddg: The instructions of the programm with the dependencies of the

< instructions.

Output:

execution_queue: The (probably new) order in which the instructions should be executed.

— Must keep the topological order of instruction_ddg.

execution_queue ¢+ empty list
relevant_instructions_list ¢ hybrid instructions and last instruction of
— instruction_ddg
next relevant_instruction to be executed:
dependencies ¢ instructions that still need to be executed before
— relevant_instruction in instruction_ddg
quantum_number ¢+ amount of quantum instructions in dependencies
classical_number + amount of classical instructions in dependencies
Add dependencies to execution_queue
while new instructions in instruction_ddg are excutable wrt current execution
— queue and quantum_number != classical_number:
if quantum_number > classical_number:
Add executable classical instructions to execution queue
else:
Add executable quantum instructions to execution queue
Update quantum_number and classical_number according to the number of
— added instructions
add relevant_instruction to execution_queue

repeat

Listing 5.5.3: Instruction reordering algorithm.
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5. Optimizing Quil-Programs

Table 5.6.1.: Best (i.e. minimal) wall time, instruction number, and QCT that could
be reached by random application of 50 optimizations. No given number
indicates that no improvement could be done compared to the original
program. The QIN has never been improved. The original values can be

found in [Tables 5.3.1] and [5.4. ll

Example program Wall time Instr. no. QCT

Quantum teleportation - — -

Magic state distillation 53, 53, 6 - 112
Repeat-until-success - - _
IPE 35 51 30

After setting up this set of optimization operations, we will check in the next section
how these operations could optimize the example algorithms introduced in

5.6. Evaluate Optimization Methods

In this section, we will examine how the optimization operations introduced in[Section 5.5]
affect quantum algorithms. We use our own implementation for this.

Determining the best order to apply optimization operations on a given code (phase-
ordering) is an open question in classical compiler architecture [132, [133]. Finding a
sensible order is out of scope for this work, and we will simply draw operations to ap-
ply to the codes at random. We do this 500 times for each algorithm and apply 50
optimization operations every time. While the operation drawing was random, cer-
tain analysis-transformation routines had to follow directly after each other, as certain
analysis operations lay the groundwork for succeeding transformation operations. The
optimization routine consisted of a permutation of the following operations succeeding
each other:

e Constant propagation — constant folding.

e Live-variable analysis — dead code elimination.

e Finding hybrid-dependencies — instruction reordering.

e Finding hybrid-dependencies — Latest possible quantum reordering.

Which means we did 25 random draws per optimization routine.
After all optimization operations had been applied, the metrics of were
calculated for the optimized Quil program. The best resulting values for the metrics to

evaluate Quil programs against can be seen in
For quantum teleportation and repeat-until-success, no improvement compared to the
original programs could be found. The iterative phase estimation’s wall time, instruction
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Table 5.6.2.: The results of optimizing the iterative phase estimation with respect to
the metrics we evaluate the code against. 500 runs have been done. The
frequencies of the different combinations of wall time, instruction number,
QIN and QCT are given. The bold results are the best ones for this metric
(only given if the metric does not have the same result for all sets).

Wall time Instr. no. QIN QCT Result frequency

35 51 25 30 49.2%
36 51 25 30 43%
36 51 25 31 6.6%
37 52 25 30 0.6%
37 93 25 31 0.2%
39 51 25 33 0.2%
39 95 25 32 0.2%

number, and QCT could be reduced by 22% (wall time), 7.3% (instruction number), and
9.1% (QCT).

The magic state distillation’s wall time (summed over all DDGs) could be reduced by
14%, its QCT dropped by 14% as well. It yields the same values for all metrics in every
optimization iteration.

The different result sets of the IPE algorithm and their frequencies can be found in
[Table 5.6.2l The most frequent results are a wall time of 35, an instruction number of
51, and a QCT of 30. This is not only the most frequent result set, but also the result
set with most optimal values for all metrics.

The second most frequent result has a value of 35 for the wall time.

5.7. Summary

In this section, we could see that we are able to optimize code for heterogeneous quantum-
classical architecture. We implemented parsing, analysation, optimization, and evalua-
tion procedures for algorithms written in Quil. The optimization procedures were able
to improve some of the metrics we evaluate the code against.

It could be shown that the order of instructions has to be carefully considered in an
HQCC architecture. The integration of two devices (CPU and QPU) into one component
results into new properties that have to be taken into account for optimization.

Two of the algorithms we looked at could not be improved, and only some parameters
improved for the examples that did improve at all. This is most likely a consequence of
the fact that the programming language we are looking at has very low abstraction. This
means we do not have the necessity for optimization that is the result of more abstract
programming languages being compiled to a less abstract language.

The suggested optimization routines did not manage to reduce the total number of
quantum instructions for any algorithm. This raises the question how sensible it is
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5. Optimizing Quil-Programs

to try and optimize a quantum circuit by routines derived from classical optimization.
Another way to optimize quantum circuits is to re-order and exchange quantum gates
based on their physical properties [10] (cf. [Chapter 3)). This optimization only considers
the quantum part of a program and is possibly the more sensible way of optimizing
quantum circuits.

To sum up, we showed that we are able to optimize programs for the heterogeneous
case. The order of the instructions is especially relevant for this kind of programs.
However, we have also seen that current quantum algorithm have only a limited potential
for being optimized. Nevertheless we can expect this field to become more relevant in the
future. QPLs will most likely become more abstract, like classical languages did. This
will also cause more necessity for code optimization, for which heterogeneous properties
will have to be considered.
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6. Conclusion

In this thesis, we looked at QPUs in heterogeneous quantum-classical systems. Our
focus was on the refined HQCC architecture [49]. This architecture defines a quantum
component which is part of a distributed computing system. The quantum component
consists of a CPU and a QPU, which can communicate within the coherence time of the
qubits. We examined how programs dedicated to the refined HQCC architecture can be
optimized.

We will now discuss the results and examine the possibilities for future work.

6.1. Discussion

The aim of this thesis was to examine optimization routines for heterogeneous calcu-
lations. There is already research about the optimization of quantum circuits, but the
existing research neglects the classical part of real-time quantum-classical calculations.
We wanted to find out which kind of optimization routines are possible and which al-
ready exist. We looked at some of today’s QPLs in We found that most
QPLs are best adapted to static circuit creation, i.e. one creates a quantum circuit that
does not have to be updated by a CPU during execution on a QPU. Additionally, none
of the languages we looked at support optimizations specifically targeting heterogeneous
quantum-classical architectures.

Due to that finding, we examined some optimization options ourselves in
We used the programming language Quil [14] for that, as it is low in abstraction and there
are some tools that support developing and executing Quil. We introduced performance
metrics to evaluate a program in namely wall time, quantum instruction
number and quantum calculation time. In we suggested some optimization
operations for heterogeneous Quil programs, namely constant propagation, live-variable
analysis, constant folding, dead code elimination, finding hybrid-dependencies, instruc-
tion reordering, and latest possible quantum execution. We tried out and evaluated the
operations in We found that we are in principle able to optimize programs
with respect to our performance metrics with the operations we suggested.

The optimization operations we worked with were derived from classical optimizations
during [Chapter 5l In [Chapter 3] we examined that there is a research field about
optimizing quantum circuits using physical and mathematical properties. Working with
these kind of optimizations was out of scope of this thesis.

The programs we used were only improved a small amount. This could be because the
programs we used were programmed on a very low-level of abstraction. Nevertheless, it
is highly probable that the optimization of heterogeneous quantum-classical programs
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6. Conclusion

becomes more relevant in the future. The development of more abstract quantum pro-
gramming languages will lead to more compilation steps between the written program
and the hardware, which will also lead to a bigger need of optimization routines. There-
fore, the optimization of quantum-classical code is something that should be investigated
in more detail. We will look into some possibilities for this in the next section.

Within the evaluation process of this thesis in multiple DDGs of a Quil
program were created, as we split the program after each conditional jump. We did
this to avoid having to work with circular dependencies and loops. Classical programs
execute loops most of the time, which is why optimizing loops has a high impact on
program performance [66].

During we assumed that the instruction time of one instruction would be 1,
independent on the type of measurement. In reality, CPUs execute an instruction much
faster than QPUs, and the execution time for one instruction in a QPU varies greatly
with the qubit technology used (cf. . Additionally, the execution time of
one-qubit and multiple-qubit gates often differs [3], |4} 5, [6] and one gets latency times
due to communication between classical and quantum hardware.

6.2. Future Work

In this thesis, we examined some principles for the optimization of quantum software
running on heterogeneous quantum-classical architecture. There are many ways to do
further research in this direction.

As previously discussed, the limitation on loops and circular dependencies opens ad-
ditional fields for future research. It would be interesting to examine how loop optimiza-
tions and branch prediction can be applied to a quantum-classical program. One of the
simplest additions would be to remove a condition if we can say during static analysis
that a result is certain. However, this case can be expected to be the minority of cases,
due to the non-deterministic nature of quantum mechanics.

In we mentioned that there is research on circuit optimization focused
solemnly on the quantum circuit. Combining these quantum circuit optimizations with
the optimizations we derived from classical procedures is another non-trivial problem
that could be interesting to look into.

As we assumed an execution time of 1 per instruction, future research could be about
considering real execution times. Additionally, the speed of the hardware is just one
property of the hardware to be considered. One challenge of this thesis was that we
have only little insight into the concrete hardware architecture of QPUs. When sufficient
information about QPU hardware gets available, it would be interesting to consider these
as well during the optimization process.

One of the quantum languages we looked at inwas Silq [100]. Silq is special
in the way that it is the most abstract language we examined. However, at the moment,
Silg cannot be compiled to quantum circuits. Silq combines quantum and classical
calculations and is comparably abstract which makes it interesting for future works.
Compiling Silq — or a comparable language — to a less abstract form and optimizing it
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during compilation would be one step towards abstract quantum languages that demand
less quantum mechanical insights of the developer.
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Generative Al was used for the following purposes in this master’s thesis:

e GitHub Copilot while working on the code as an integrated tool in the inte-
grated development environments (IDEs). It has been used to assist during
code-writing, helped writing documentation strings, deciding on variable/-
function names and wrote first drafts of some methods/functions.

e GitHub Copilot as an integrated tool in the IDE to write the README.md of
the GitHub repository corresponding to this thesis [134]. It has been used
for formulation suggestions and for Markdown formatting.

7






A. Appendix

A.1. Code and Data Availability

The code wrote to analyze, optimize and evaluate Quil code in can
be found at [134] (release v0.0.1). The repository contains descriptions of how
to compile and execute the code for reproducibility. It provides the functionali-
ties of creating CFGs, creating DDGs and applying the optimization techniques
introduced in this thesis.

The repository contains the Quil codes as well as the CFGs and DDGs for quan-
tum teleportation, magic state distillation, repeat-until-success, and IPE, which
have been used for the optimizations evaluated in [Chapter 5 Additionally, the
detailed optimization results can be found at [135].
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A.2. List of Abbreviations

CFG control-flow graph

CLOPS circuit layer operations per second

CPU central processing unit

DDG data-dependence graph

DSL domain-specific language

GPL gate programming language

GPU gate processing unit

HPC high performance computing

HQCC  heterogeneous quantum-classical computation

IDE integrated development environment
IR intermediate representation

ISA instruction set architecture

IPE iterative phase estimation

LLVM  low level virtual machine
MLIR multi-level intermediate representation

MPI message passing interface

NISQ noisy intermediate-scale quantum
QASM  quantum assembly language
QCT quantum calculation time

QIN quantum instruction number

QIRO  quantum intermediate representation for optimization
QNPUs quantum network processing units

QPL quantum programming language
QPU quantum processing unit

QPT quantum programming tool
QVM quantum virtual machine

SDK software development kit
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