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Abstract Lower stratospheric ozone between 60°S and 60°N has continued to decline since 1998, despite
the reduction of ozone‐depleting substances following the Montreal Protocol. Previous studies have shown that,
while chemistry‐climate models reproduce the negative ozone trend in the tropical lower stratosphere as a
response to increased upwelling, they fail to capture the ozone decline in northern midlatitudes. This study
revisits recent lower stratospheric ozone trends over the period 1998–2018 using two types of simulations from
the new Chemistry Climate Model Initiative 2022 (CCMI‐2022): REF‐D1, with observed sea surface
temperatures, and REF‐D2, with simulated ocean. The observed negative trend in midlatitudes falls within the
range of model trends, especially when considering simulations with observed boundary conditions. There is a
large spread in the simulated midlatitudes ozone trends, with some simulations showing positive and others
negative trends. A multiple linear regression analysis shows that the spread in the trends is not explained by the
different linear response to external forcings (solar cycle, global warming, and ozone‐depleting substances) or to
the main variability modes (El Niño‐Southern Oscillation and the quasi‐biennial oscillation) but is instead
attributed to internal atmospheric variability. Moreover, the fact that some models show very different trends
across members, while other models show similar trends in all members, suggests fundamental differences in
the representation of the internal variability of ozone transport across models. Indeed, we report substantial
intermodel differences in the ozone‐transport connection on interannual timescales and we find that ozone
trends are closely coupled to transport trends.

Plain Language Summary Stratospheric ozone is essential for life as it protects from harmful solar
ultraviolet radiation. In the late 20th century, the anthropogenic emission of ozone‐depleting substances (ODS),
especially chlorofluorocarbons (CFCs), significantly reduced the ozone layer, leading to the adoption in 1987 of
the Montreal Protocol to regulate CFC production and consumption. However, in some regions, lower
stratospheric ozone have continued to decline since 1998. In this work, we revisit ozone trends over 1998–2018
using state‐of‐the‐art chemistry‐climate models. We find that chemistry‐climate models with observed sea
surface temperatures are able to capture the recent decline in midlatitude lower stratospheric ozone, but there are
discrepancies between different models. These ozone trends are due to internal variability of the atmosphere
rather than a linear response to the main climate variability modes (El Niño‐Southern Oscillation or the quasi‐
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biennial oscillation) or to external forcings (solar cycle, global warming, and ODS). We show that stratospheric
ozone trends are related to transport trends, and indeed, the differences between models come from differences
in the ozone transport and its interannual variability in each model. This highlights the need to better understand
atmospheric transport processes in order to improve modeling of past and future ozone trends.

1. Introduction
Stratospheric ozone is a crucial component of the climate system, exerting a key role in the radiative budget and in
protecting the Earth from harmful solar ultraviolet (UV) radiation. In the late 20th century, stratospheric ozone
was drastically reduced due to anthropogenic emissions of ozone‐depleting substances (ODS), especially chlo-
rofluorocarbons (CFC). This problem was tackled by the 1987 Montreal Protocol and subsequent amendments
and, as a result, the concentration of ODS in the stratosphere has been declining since the mid‐late 1990s
(Newman et al., 2007; WMO, 2022). As a consequence, total stratospheric ozone is expected to recover to pre‐
1980 levels over the 21st century (Chipperfield et al., 2017; Dhomse et al., 2018; Keeble et al., 2021;
WMO, 2022).

The recovery of ozone is not only affected by the decline of ODS concentrations but also by the increase of
greenhouse gases (GHG). The GHG‐induced stratospheric cooling slows down temperature‐dependent catalytic
ozone loss reactions and thus increases ozone, especially in the upper stratosphere (Brasseur & Hitchman, 1988;
Oman et al., 2010). Moreover, increasing anthropogenic GHG emissions accelerates the stratospheric residual
circulation (Abalos et al., 2021; Butchart, 2014), enhancing ozone transport from the tropical lower stratosphere
to higher latitudes. In addition to the dependence on ODS and GHGs, recent studies have reported a non‐
negligible future contribution of very short‐lived halogens substances (VSLS) in the tropical lower strato-
sphere (Villamayor et al., 2023).

In recent years, motivated by the turnaround of the ODS concentration in the mid‐90s, several studies have looked
for signs of recovery of the ozone layer. Indeed, total column ozone (TCO) recovery over Antarctica has already
been detected during austral spring (Pazmiño et al., 2018; Solomon et al., 2016) and, very recently, Weber
et al. (2022) showed that the near‐global (60°N–60°S) TCO trend is on the verge of a statistically significant
increase. In contrast, TCO trends in northern midlatitudes and tropics are not significant despite the increase of
ozone in the troposphere (Ball et al., 2018; Gaudel et al., 2020; Zhang et al., 2021; Ziemke et al., 2019) and upper
stratosphere (Ball et al., 2020; Dietmüller et al., 2021; Godin‐Beekmann et al., 2022; Petropavlovskikh
et al., 2019; Steinbrecht et al., 2017). These increases have to be offset by changes in the lower and the middle
stratosphere, and indeed, there is evidence that ozone in the lower stratosphere has continued to decline since
1998, although the statistical significance of these trends depends on the methodology and data source used in
each study (Ball et al., 2018, 2019, 2020; Bognar et al., 2022; Chipperfield et al., 2018; Godin‐Beekmann
et al., 2022; Orbe et al., 2020; Wargan et al., 2018; Zeng et al., 2024). In the tropics, negative ozone trends in
the lower stratosphere are caused by enhanced tropical upwelling due to climate change, which raises more ozone‐
poor air from the tropopause region where the ozone concentration is more than an order of magnitude lower
(Dietmüller et al., 2021; WMO, 2022), and the role of VSLS (Villamayor et al., 2023). However, negative ozone
trends at midlatitudes are not so easy to understand. In this region, vertical advection by the residual circulation
tends to increase the ozone concentration, while horizontal mixing has the opposite effect (Abalos et al., 2013).
The expected enhanced downwelling, balancing the enhanced upwelling in the tropics, should lead to an increase
in ozone in the midlatitudes, which is not found in the observations.

Previous studies are often contradictory about the reasons for the observed negative ozone trends. By using a nine‐
member ensemble of free‐running model simulations, Stone et al. (2018) indicated that dynamical variability
dominates the ozone changes in this region over 1998–2016. Wargan et al. (2018) suggested, using MERRA‐2
reanalysis, that the negative trend in the midlatitude lower stratosphere could be due to increased mixing be-
tween the tropics and midlatitudes. This idea was partially supported by Ball et al. (2020), who found that the
CCMVal2 models with the highest mixing efficiency were also those simulating negative trends at midlatitude
and provided evidence that mixing across subtropics increased in the period 1998–2016. On the other hand, Orbe
et al. (2020) found, using the GEOS general circulation model, that the recent ozone changes in the lower
stratosphere at northern subtropics and midlatitudes are mainly driven by a poleward expansion of the shallow
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branch of the residual circulation. Chipperfield et al. (2018), by extending the period by 1 year to 1998–2017, did
not find any robust trend and concluded that the previously reported trends in lower stratospheric (LS) ozone were
the result of large natural variability rather than long‐term changes. However, further studies have shown that
although natural variability plays an important role in the northern midlatitudes LS ozone trends, the observed
negative trend is robust even when changing the end points of the period by a few years (Ball et al., 2019, 2020;
Dietmüller et al., 2021; Godin‐Beekmann et al., 2022).

Previous studies have applied a multimodel approach to investigate how well chemistry‐climate models (CCMs)
reproduce the observed trend patterns in the middle latitudes of the lower stratosphere. Ball et al. (2018) showed
for the first time the inability of two CCM models run with specified dynamics to reproduce LS ozone trends.
Following this, Ball et al. (2020) and Dietmüller et al. (2021), by using CCMVal2 and CCMI‐1 simulations,
respectively, concluded that these models were not able to reproduce the observed trend pattern in the lower
stratosphere. Instead of a decrease, both sets of models simulated an increase in midlatitudes. Both studies dis-
cussed different reasons to explain this disagreement, such as the misrepresentation of ozone transport processes
in the models, the misrepresentation of ODS and GHG effect on LS ozone, or that natural variability is not well
captured in these sets of models. To our knowledge, the actual reasons for the discrepancies in LS ozone trends
between models and observations have not been identified to date.

Importantly, the multimodel evaluations of recent ozone trends by Ball et al. (2020) and Dietmüller et al. (2021)
only used long‐term simulations with sea surface temperatures (SST) simulated by a coupled climate model, as
neither CCMVal2 nor CCMI‐1 provided simulations with historical boundary conditions covering the observed
period up to 2016 or later (CCMVal2 up to 2006 and CCMI‐1 up to 2013). This raises the question whether the
particular climate variability over the period of interest may have played a role in the observed ozone trends. We
therefore take advantage of the latest Chemistry Climate Model Initiative 2022 (CCMI‐2022), which provides
historical simulations with observed climate variability extending up to 2018, in addition to long‐term simulations
with modeled ocean. This allows us to revisit recent ozone trends in the new generation of the model and further
study the impact of natural climate variability and transport on these trends by comparing simulations with and
without observed natural variability.

The remainder of the paper is organized as follows: a brief description of the methodology, observational data set,
and model simulations analyzed is presented in Section 2. Section 3.1 provides a detailed assessment of ozone
trends in CCMI‐2022 models over the period 1998–2018, while Sections 3.2 and 3.3 analyze how ozone trends
are affected by natural and forced variability and link them to changes in stratospheric ozone transport. Finally,
Section 4 discusses the main results and summarizes the conclusions of this study.

2. Data and Methods
2.1. Observations and Reanalysis Data

The BAyeSian Integrated and Consolidated (BASICSG; Ball et al., 2017, 2018) merged ozone data set is used for
ozone observations. This data set merges the Stratospheric Water and OzOne Satellite Homogenized (SWOOSH)
version 2.6 (Davis et al., 2016) and the Global OZone Chemistry And Related trace gas Data records for the
Stratosphere (GOZCARDS) version 2.20 (Froidevaux et al., 2015, 2019). The BASICSG method uses information
from both data sets to account for and reduce artifacts arising from merging data from different instruments. For
our study, monthly mean zonal mean ozone data on pressure levels covering the period January 1985–December
2018 have been used. BASICSG covers the latitudinal range from 60°S to 60°N, with a horizontal resolution of 10°
latitude, and has 27 vertical levels between 1 and 147 hPa (13–48 km), with a vertical resolution of 1.34 km.

For consistency with the SST data set prescribed in the REF‐D1 simulations (described in Section 2.2), we use
monthly mean SST data at 1° longitude‐latitude resolution from the HadISST data set (Rayner et al., 2003) for the
period 1960–2018. For the same reason, we employ the SOLARIS‐HEPPA solar flux data set. also used to force
the REF‐D1 simulations. This data set is consistent with the historical forcing data set produced for CMIP6
(Matthes et al., 2017), but extended to the end of 2019 (More information can be found on https://solarisheppa.
geomar.de/solarisheppa/ccmi2022). For surface temperature and zonal wind, we use monthly mean data from the
ERA5 reanalysis (Hersbach et al., 2020). In order to calculate the residual stream function (ψ∗), we use daily mean
data of the meridional component of the residual circulation (v∗) derived from the ERA5 reanalysis (Serva, 2022).
The stream function is obtained as
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ψ∗(φ,p) =
− cos(φ)
g

∫

0

p

v∗ⅆpʹ (1)

where p is pressure, φ is latitude, g the gravitational constant on Earth, and it is assumed that v∗ tends to zero
as p→0.

2.2. CCMI‐2022 Model Simulations

We analyze output from 12 CCMs participating in the Chemistry Climate Model Initiative 2022 (CCMI‐2022,
Plummer et al., 2021). All the models, together with the ensemble size of each model and data availability, are
listed in Table 1. We consider two different experiments available in CCMI‐2022: historical simulations (REF‐
D1) and future projection simulations (REF‐D2).

The REF‐D1 historical hindcast simulations cover the period 1960–2018 and use forcings that closely follow the
observed historical evolution. These simulations have prescribed monthly mean SST and sea ice cover (SIC)
following the HadISST data set (Rayner et al., 2003). The quasi‐biennial oscillation (QBO) should be nudged in
all models, regardless of whether they are capable of internally generating a QBO or not, to ensure correct
synchrony with the observations (Plummer et al., 2021). However, further analysis of the QBO in the REF‐D1
simulations reveals that the QBO is not nudged, but internally generated, in some models (i.e., ACCESS,
CNRM‐MOCAGE, LMDz‐REPROBUS, NIWA, and UKESM1; not shown), and thus, the modeled QBO phases
are not synchronized with the observations. ODS follow the WMO‐2018 baseline scenario (Carpenter et al., 2018;
Plummer et al., 2021). Long‐lived GHG are specified following the historical CMIP6 database (Meinshausen
et al., 2017) until 2014, while they follow SSP2‐4.5 scenario from 2015 to 2018 (Meinshausen et al., 2020;
O’Neill et al., 2016).

Free‐running simulations of the REF‐D2 baseline projection span the period 1960–2100. They follow the SSP2‐
4.5 scenario of CMIP6 (Meinshausen et al., 2020; O’Neill et al., 2016) and the WMO‐2018 baseline scenario for
ODS. Note that in REF‐D2 simulations, each model uses different SST and SIC. Some models are fully coupled to
a 3‐D ocean model (ACCESS, CESM2‐WACCM, MIROC‐ES2H, and SOCOL), while other models use pre-
scribed SST and SIC provided by another simulation of an atmosphere‐ocean coupled model from the same
institution (MIROC3.2, CMAM, and CNRM‐MOCAGE) or by a different coupled model from another institution
from the CMIP6 archive (EMAC and NIWA). Regarding the model representation of the QBO, some models

Table 1
List of the CCMI‐2022 Models Used in This Study

Model Reference(s)

Simulations

O3, U, EESC TEM data AoAREF‐D1 REF‐D2

ACCESS‐CM2‐Chem Dennison and Woodhouse (2023) 3 1 ✔ ✔ ‐‐‐‐

CCSRNIES‐MIROC3.2 Akiyoshi et al. (2023) 3 1 ✔ ✔ ‐‐‐‐

CESM2‐WACCM Gettelman et al. (2019) 4 3 ✔ ✔ ✔a

CMAM Jonsson et al. (2004) and Scinocca et al. (2008) 5 3 ✔ ✔ ✔

CNRM‐MOCAGE Cussac et al. (2020) and Josse et al. (2004) 4 4 ✔ ‐‐‐‐ ✔

EMAC Jöckel et al. (2016) 1 3 ✔ ✔ ✔

GEOSCCM Liu et al. (2022) and Oman et al. (2013) 1 ‐‐‐‐ ✔ ‐‐‐‐ ✔

LMDz6.2‐LR‐REPROBUS Marchand et al. (2012) 1 ‐‐‐‐ ✔ ‐‐‐‐ ‐‐‐‐

MIROC‐ES2H Kawamiya et al. (2020) and Tatebe et al. (2019) ‐‐‐‐ 3 ✔ ✔ ✔

NIWA‐UKCA2 Morgenstern et al. (2009) 3 3 ✔ ‐‐‐‐ ✔

SOCOL Sukhodolov et al. (2021) 3 3 ✔ ‐‐‐‐ ✔a

UKESM1‐StratTrop Archibald et al. (2020) and Sellar et al. (2019) 3 ‐‐‐‐ ✔ ✔ ✔
aIn the CESM2‐WACCM and SOCOL models, age of air data are only available in the REF‐D1 simulations.
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internally generate a QBO (ACCESS, GEOSCCM, LMDz‐REPROBUS, MIROC‐ES2H, and NIWA), but other
models nudge zonal winds in the QBO domain (MIROC3.2, CESM2‐WACCM, CMAM, EMAC, and SOCOL).

For comparison purposes, a set of REF‐C2 long‐term simulations from CCMI‐1 is analyzed. The 15 CCMI‐1
models used are (numbers in brackets indicate the ensemble size) as follows: ACCESS‐CCM (2),
CCSRNIES‐MIROC3.2 (2), CHASER‐MIROC (1), CMAM (1), EMAC‐L47 (2), EMAC‐L90 (1), GEOSCCM
(1), HadGEM3‐ES (1), MRI‐ESM1 (1), NIWA‐UKCA (5), SOCOL3 (1), ULAQ‐CCM (3), UMSLIMCAT (1),
UMUKCA‐UCAM (2), and CESM1‐WACCM (3). All the details of these simulations can be found in Mor-
genstern et al. (2017). They are analogous to the REF‐D2 experiment but with the previous CCMI‐1 baseline
scenario RCP6.0 for long‐lived GHG and WMO‐2010 for ODS.

2.3. Statistical Analyses

Throughout this study, trends over the 1998–2018 period have been computed from a simple least squares linear fit
of monthly deseasonalized time series for all variables, in contrast to Ball et al. (2018, 2019, 2020), who used a
dynamical linear modeling (DLM) approach, or Godin‐Beekmann et al. (2022), who used the LOTUS regression
model (Petropavlovskikh et al., 2019). In our results, statistical significance is evaluated at the 95% confidence
level (p< 0.05) using a Student's t test. Instead of computing a traditional multimodel mean with the trend of each
simulation,we construct a probability density function following themethodology byDietmüller et al. (2021) to get
an estimate of the behavior of the multimodel trend. In this fashion, we have more complete information of the
trends—and their uncertainties—across models, and we make a better comparison between REF‐D1 and REF‐D2
simulations and the observed trend values. To do so, we perform a bootstrap method as follows. First, we randomly
choose one of the available models (m) and one of its ensemble members (e) if the model provides more than one
simulation. Next, we calculate the linear regression slope coefficient (Tm,e) and its associated uncertainty (Δm,e) for
thismodel (m) and simulation (e) using the least squaresmethod. Then, the computed ozone trend for this particular
simulation is described as a normal distributionwithmean μm,e=Tm,e and standard deviation σm,e=Δm,e. Finally, a
trend value within this normal distribution N (μm,e, σm,e) is randomly selected. We repeat the above‐explained
process 106 times in order to have a large sample of simulated trends and build a robust probability distribution
for the multimodel ozone trends.

3. Results
3.1. Assessment of Ozone Trends in CCMI‐2022 Models Over the Period 1998–2018

The aim of this section is to analyze ozone trends for the 1998–2018 period in REF‐D1 and REF‐D2 CCMI‐2022
simulations and to compare them with the observed ozone trends from the observational data set BASICSG. We
select this period for several reasons—first, to be consistent with previous studies that used the same initial year;
second, because ODS began to decline as a result of the Montreal Protocol around 1998; and finally, because the
REF‐D1 simulations only provide output up to the year 2018.

Figure 1 shows the latitude‐pressure cross‐section of the relative ozone trend over the period 1998–2018 for
observations and the REF‐D1 simulations, while Figure 2 shows trends for REF‐D2 simulations. Overall, the
spatial pattern and magnitude of trends in observations (green box in Figure 1) are highly consistent with those
found in previous studies using different approaches and observational data sets (WMO, 2022). Upper strato-
spheric ozone (above 10 hPa) presents a consistent and almost hemisphere‐symmetric increase in observations
and in all model simulations. This behavior is associated with the reduction of ODS; thanks to the Montreal
Protocol and also with a slowdown in ozone depletion reactions rates as the stratosphere cools due to the increase
in GHG (Dhomse et al., 2018; Keeble et al., 2021; Oman et al., 2010; Portmann & Solomon, 2007). In the middle
stratosphere (10–30 hPa), ozone trends are close to zero, so there is no overall change in this period.

More interestingly, observed LS ozone (below 30 hPa) shows a significant decrease peaking in the tropics and
extending to the northern midlatitudes. Most of CCMI‐2022 simulations (both REF‐D1 and REF‐D2) are not able
to reproduce this observed pattern of ozone trends in the lower stratosphere, presenting large differences between
simulations, even between different realizations of the same model, especially in midlatitudes. In the tropics, all
the REF‐D1 simulations exhibit negative trends in tropical LS ozone, in agreement with observations. As dis-
cussed in Introduction, these trends are associated with enhanced tropical upwelling due to increasing GHG
(Dietmüller et al., 2021; WMO, 2022). However, only 8 simulations in REF‐D1 (26% of the total) show a
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Figure 1. Latitude‐pressure cross‐section of the relative ozone trend in % per decade over years 1998–2018 from the
observational data set BASICsg and all the REF‐D1 simulations. The relative trend is calculated with respect to the 1998–
2018 climatology. The simulations are ordered by the partial column ozone trend value in the northern midlatitudes lower
stratosphere region (black boxes; 35°–55°N, 50–150 hPa). The numbers in the panel titles indicate the ensemble member.
The WMO tropopause is indicated by the thick green line. Black dashed contours denote statistically significant trends at
95% confidence level (p‐value <0.05). The green box marks the observations panel.
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significant ozone decrease in LS ozone in the northern midlatitudes. For the REF‐D2 simulations, most of the
realizations also simulate ozone decrease in the tropics, although there are 3 simulations with positive ozone
trends (MIROC3.2, WACCM‐2, and SOCOL‐2). In addition, only 2 simulations in REF‐D2 (8%, NIWA‐1 and
NIWA‐3) have significant negative ozone trends, both in the tropics and in the northern midlatitudes LS, in
agreement with observations. The large intersimulation spread is dominated by intermodel differences, although
in some cases, there are also major differences between realizations of the same model (e.g., WACCM, NIWA,
and SOCOL).

It is important to keep in mind that there are some CCMs that use similar atmospheric components. Specifically,
UKESM1 and ACCESS, which are two of the models that show the most negative trends in the lower strato-
sphere, are based on the same atmospheric model (MetUM‐HadGEM3) and have similar chemistry. The NIWA‐
UKCA model, the other model with the most negative trends, uses an older version of the same atmospheric base
model with a different dynamic core. The disagreement between observations and free‐running models on LS
ozone trends has been reported in previous studies using CCMVal‐2 models (Ball et al. (2020) for the period
1998–2016) and CCMI‐1 models (Dietmüller et al., 2021). None of the simulations analyzed in those studies were

Figure 2. Same as Figure 1 but for REF‐D2 simulations.
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able to reproduce the LS ozone trend pattern, except for one simulation of
UMUKCA‐UCAM in the REF‐B2 configuration (Ball et al., 2020). In
contrast, in the new CCMI‐2022, more simulations are able to reproduce, at
least qualitatively, the observed trend pattern, and in particular, the ozone
decrease in the northern midlatitudes.

In order to assess the degree of agreement between models and observations
on northern midlatitudes LS ozone trends, we analyze the probability distri-
butions of the simulated partial column ozone trend over the region 35°–
55°N, 50–150 hPa (Figure 3, see Section 2.3 for details on the analysis). We
compare the value of the observed trend (− 1.00 ± 0.64 DU per decade) with
all possible trends derived from different sets of model simulations. The most
likely trend in the models is defined as the peak of the trend distribution (the
mode of the distribution).

Although CCMI‐2022 REF‐D2 simulations show a preference for positive
trends and REF‐D1 for close to zero values, both the left tail and the mode of
the distributions are shifted toward negative values compared to the previous
REF‐C2 CCMI‐1 simulations. The ozone trend derived from the REF‐D1
simulations, run with observed SST, is 0.19 DU per decade with a 90%
confidence interval ranging between − 2.71 and 2.26 DU per decade, while
the most likely trend in the long‐term REF‐D2 simulations is 0.85 DU per
decade ([− 1.52, 2.30]). Thus, the observed trend (− 1.00 ± 0.64 DU per

decade) lies inside the 90% confidence interval for both sets of simulations in the CCMI‐2022 models. In contrast,
when compared to the CCMI‐1 REF‐C2 simulations, the observed trend lies outside the 90% confidence interval
([− 0.93, 2.81]), consistent with Dietmüller et al. (2021). The slight improvement from the CCMI‐1 REF‐C2
simulations compared to the CCMI‐2022 REF‐D2 simulations is likely associated with improved boundary
conditions and forcings in CCMI‐2022 versus CCMI‐1 rather than improvements in model formulation, as some
models have minimal changes between CCMI‐1 and CCMI‐2022 versions.

The comparison between REF‐D1 and REF‐D2 trend distribution reveals a better simulation of midlatitudes LS
ozone trends in the former. The observed trend can be considered as a plausible realization within REF‐D1
simulations (24th percentile, the observed value is almost within the 50% central values of the distribution),
while it would be an extreme though possible realization for REF‐D2 simulations (9th percentile). It is important
to point out that not having the same models in the REF‐D1 and REF‐D2 groups can affect our results. In
particular, the UKESM1 model, which shows the most negative trends in the tropics and midlatitudes in REF‐D1,
did not have REF‐D2 simulations available at the time of this study. When we computed the trend distributions
including only the models that provide data for both experiments, our results still hold the following: both the
mode and the left tail of the REF‐D1 distribution shifts to more negative values, and thus, the mode is closer to the
observations in REF‐D1 than in REF‐D2 (Figure S1 in Supporting Information S1).

Using the same approach, Figure 4 displays the comparison of the ozone profile trends between models and
observations. The trend value for REF‐D1, REF‐D2, and REF‐C2 is calculated as the most likely trend value of
the trend probability distribution for each pressure level (see Section 2.3 for more information); the 90% con-
fidence interval for REF‐D1 trend distribution is shown by the blue envelope. Consistent with previous studies
using observational data sets and older CCMI simulations (Godin‐Beekmann et al., 2022; Petropavlovskikh
et al., 2019), there is good agreement in the magnitude of ozone increase in the upper stratosphere (above 10 hPa)
between observations and models, both in the tropics and midlatitudes. In particular, the similarity between the
REF‐D1 and REF‐D2 simulations confirms that in the upper stratosphere, trends are due to long‐term (externally
forced) changes and are not affected by interannual natural variability.

In the lower stratosphere, as expected from Figures 1–3, the observed and simulated ozone trend values diverge,
but to different degrees depending on the region and the type of simulation, and with large uncertainties in the
trend value. The agreement is better in the tropics, where CCMs and observations show negative trends, albeit
with an underestimation by the models below 50 hPa, especially for the REF‐C2 and REF‐D2 simulations. For the
REF‐D1 experiment, the simulated negative trend is closer to the observed value, and when taking into account
the large intermodel uncertainty, the REF‐D1 trend is consistent with observations. In the northern midlatitudes,

Figure 3. Probability density function of the northern midlatitudes LS partial
column ozone trends for CCMI‐1 REF‐C2 simulations (in green), CCMI‐
2022 REF‐D1 simulations (in blue), and CCMI‐2022 REF‐D2 simulations
(in red). Dashed lines indicate the 5th and 95th percentiles of the
distributions. The black line indicates the observational ozone trend value.
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the difference between observed and simulated trends is larger, although the improvement in the simulation of
trends when part of the natural variability is prescribed is confirmed, as the ozone trend value in REF‐D1 is closer
to observations than in REF‐C2 and REF‐D2. When the ozone profile trends are computed using a traditional
multimodel mean instead of the “most likely trend” method (not shown), our conclusions remain valid.

To investigate if REF‐D1 simulations also reproduce the ozone trend pattern better than REF‐D2 simulations, and
not just the trend value in the lower stratosphere, we next analyze the relationship between trends in the northern
midlatitudes region and the spatial pattern of trends. For this purpose, Figure 5 shows the across‐simulation
correlation coefficients between local ozone trends and northern midlatitudes LS (35°–55°N, 50–150 hPa re-
gion) partial column ozone trend. Focusing on the lower stratosphere, the main differences between the REF‐D1

Figure 4. Stratospheric ozone profile trends in (a) the tropics (20°S–20°N) and (b) northern midlatitudes (35°N–55°N), for
REF‐C2 (in green), REF‐D1 (in blue), REF‐D2 (in red), and BASIC observations (in black). The trend value for each set of
simulations is the most likely trend value of the trend probability distribution for each level pressure. Dashed black lines
indicate the uncertainties in the observed trend. Blue shaded areas represent the 90% confidence interval for REF‐D1
distribution.

Figure 5. Correlation coefficients between midlatitudes LS partial column ozone trends integrated over the box shown in black and local ozone trends at each point
across simulations for (a) REF‐D1 and (b) REF‐D2. The black box indicates the region where midlatitude LS ozone is integrated. The tropopause is indicated by the
thick green line.
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and REF‐D2 patterns appear in the tropics. In the REF‐D1 simulations (Figure 5a), the intersimulation correlation
between tropical and midlatitude LS ozone trends is positive, with values around 0.5–0.6. This correlation in-
dicates a link between trends in the midlatitudes and tropical lower stratosphere consistent with the observed
trends, which feature the same sign in the tropics and midlatitudes (and opposite sign with respect to trends in the
middle and the upper stratosphere). In contrast, REF‐D2 simulations present near‐zero intersimulation correlation
between tropical and midlatitude LS ozone trends. This result was previously highlighted by Dietmüller
et al. (2021) for REF‐C2 simulations, although the correlation they found was slightly more negative.

In summary, the analysis above (Figures 1–5) shows that overall, the new set of CCMI simulations has an
improved representation of LS ozone trends, but yet only a few simulations are able to correctly reproduce the
observed trends. The comparison between historical hindcast simulations (with prescribed observed SST and SIC,
REF‐D1) and the coupled simulations (REF‐D2) indicates that when at least part of the natural variability is
prescribed, the models are able to reproduce LS ozone trends more accurately. Interestingly, there is a large spread
among simulations not only in REF‐D2 but also in REF‐D1, suggesting an important role of internal atmospheric
variability for trends over the shorter period. To investigate this further, the next section analyzes how natural and
forced variability contribute to the midlatitude LS ozone trends.

3.2. Contribution to Lower Stratospheric Ozone Trends From Natural and Forced Variability

To quantify the contribution of different modes of climate variability, as well as different external forcings, to the
midlatitudes LS ozone trends (partial column integrated over the region 35°–55°N, 50–150 hPa), we perform the
following multiple linear regression (MLR) including terms to account for both the influence of natural variability
and the forced response to GHGs and ODSs:

O3(t) = α1 ·QBO1(t) + α2 ·QBO2(t) + α3 · N3.4(t) + α4 · f10.7(t) + α5 ·GW(t) + α6 ·EESC50hPa(t) + ϵ(t). (2)

In Equation 2, QBO1 and QBO2 are indices corresponding to the first two empirical orthogonal functions (EOFs)
of the zonal wind between 5°S and 5°N over the layer 10–70 hPa (Wallace et al., 1993), f10.7 is the 10.7‐cm solar
radio flux used as proxy for the 11‐year solar cycle, and N3.4 is an ENSO index with the standardized SST
anomalies in the Niño3.4 region (5°N–5°S, 170–120°W). We consider these sources of natural variability because
previous work has shown that they strongly affect stratospheric ozone (Benito‐Barca et al., 2022; Diallo
et al., 2019; Randel & Wu, 2007; Wang et al., 2022; Xie et al., 2020). Volcanic effects have not been included as
no major volcanic eruptions have occurred in the period 1998–2018. The forcing response to GHG is assessed
with a global warming index (GW), calculated as the area‐weighted global mean surface temperature (ts). The
ODS signal is evaluated using the area‐weighted global mean equivalent effective stratospheric chlorine (EESC)
at 50 hPa (EESC50). EESC is a convenient metric to quantify the effects of halogens (chlorine and bromine) on
stratospheric ozone depletion (Newman et al., 2007). The residual is denoted by ϵ(t). All indices have monthly
frequency and have been deseasonalized before including them into the regression model.

The analysis of the contribution to LS ozone trends from each term included in Equation 2 has been carried out as
follows. First, the coefficients associated with each regressor (αi) are obtained by performing the MLR for the
period 1960–2018. Then, the time series of ozone associated with each proxy is calculated by multiplying the
coefficient by the time series of the index. Finally, the linear trend of the time series is calculated over the period
1998–2018 using a least square linear fit. The second column of Figure 6 displays the trend of the original
midlatitude LS ozone series for each REF‐D1 simulation, while the remaining columns show the contribution to
the trend of each of the different regressors. Note that the QBO column is the sum of the contributions related to
the QBO1 and QBO2 indices.

Overall, the linear effects of natural variability associated with the QBO and ENSO have a small contribution to
the ozone trend in this period. The trend associated with the QBO is negative and smaller (in absolute value) than
0.20 DU per decade in all simulations that have the QBO nudged to the observed. The negative sign is due to the
fact that during the easterly phase of the QBO, there is more ozone in midlatitudes than during the westerly phase
(Wang et al., 2022), and 1998 is an easterly phase year, and in 2018, the westerly phase begins. The trend related
to ENSO is slightly positive in all simulations and in observations, conditioned by the low ozone values associated
with the 1998/2000 La Niña and the high values associated with the 2015/16 El Niño in relation to the ozone
transport toward midlatitudes by the residual circulation of the shallow branch and two‐way mixing (Benito‐
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Barca et al., 2022; Calvo et al., 2010). Regarding the solar cycle, the associated ozone trend is very slightly
negative in most of the simulations. When the analysis is performed with the REF‐D2 simulations (Figure S2 in
Supporting Information S1), with each model having different QBO and ENSO phases, the same conclusion is
reached: the trends associated with the linear response to these natural variability modes are small, and there are
no significant differences between simulations.

The ozone trend induced by global warming is given by column “GW” in Figure 6. The models disagree on the
sign of the response in this short period. However, in all simulations, the trend is smaller in absolute value than 0.5
DU per decade, and therefore of low relevance for explaining ozone trend values. This result is in good agreement
with the findings of Dietmüller et al. (2021), who showed, using CCMI‐1 sensitivity simulations, that global
warming has a minor net role in the ozone trend in the midlatitude lower stratosphere in the period 1998–2018.

As expected, the trend associated with the reduction of ODS in the stratosphere from 1998 onward is consistently
positive in all simulations and also in observations, with values even above 1 DU per decade. This maybe due to
the reduction in local ozone depletion following the ODS decrease or to ozone transport from the upper strato-
sphere, where ozone increases strongly during this period. The ozone increase caused by the decrease in ODS may
explain why there are simulations showing positive trends in this period. Following this, Dietmüller et al. (2021)
indicated that positive midlatitude LS ozone trends simulated in CCMI‐1 models come mainly from changes in
ODSs and that a potential overestimation of this effect in models could lead to disagreement with the observa-
tions. Accordingly, our results show that the ODS‐driven ozone recovery in observations is lower than in most

Figure 6. Decomposition of the northern midlatitudes LS (35°–55°N, 50–150 hPa) ozone trends in the period 1998–2018 into
the contribution of the different explanatory variables used in the MLR for REF‐D1 simulations. In the first column, the
number in parentheses indicates the ensemble member. The limits in each column range from − 3.5 to 3.5 DU per decade. The
yellow‐shaded row corresponds to the observed trend. The last column shows the trend of the MLR residual.
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models. However, note that this ODS‐driven ozone recovery in observations is not consistently lower in the
simulations with the most negative ozone trends, so this hypothesis is rejected. Moreover, there are no major
differences in this contribution between REF‐D1 simulations, suggesting that ODS‐related trends cannot explain
the wide spread found in the simulated ozone trends.

In fact, Figure 6 clearly shows that the differences between simulations mainly come from the trends of the
regression residuals, which are either negative or slightly positive and clearly correlated with the overall trend.
The simulations in which the trend of the residual is most negative are those with the largest net ozone reduction.
This residual may include several factors not included in the regression. For instance, given the linear nature of the
analysis, the residuals could be related to nonlinear effects of the natural variability modes included in the linear
regression, nonlinear effects of the ODS and GHG or their interaction with natural modes, or other natural
variability not included in the MLR. Another possibility is that the residuals are linked to internal variability not
included in the MLR related to dynamical transport of ozone. As mentioned in Introduction, several studies have
suggested that the spread in simulated ozone trends stems from differences in ozone transport trends and
dynamical variability in each model. Thus, in the following section, we study the relationship between mid-
latitudes LS ozone trends and changes in stratospheric ozone transport (and their variability) in more depth.

3.3. How do Changes in Transport Processes Affect Recent Trends in Lower Stratospheric Ozone?

The global distribution of stratospheric ozone is controlled by advection due to the residual circulation, by two‐
way mixing following Rossby wave dissipation, as well as by chemical production and loss (Abalos et al., 2013;
Garcia & Solomon, 1983; Plumb, 2002). Hence, trends in ozone are expected to be controlled by changes in the
residual circulation, changes in mixing, and also changes in chemistry through changes in concentration of other
chemical species and stratospheric temperatures. The chemistry‐driven trend has been discussed in the previous
section, analyzing the contribution of the ODS. In this section we aim to explore how transport processes affect
recent trends in lower stratospheric ozone.

First, we study residual circulation changes in the period 1998–2018. Using a replay simulation of GEOS nudged
to the MERRA‐2 reanalysis, Orbe et al. (2020) found that the negative ozone trend in the Northern Hemisphere
lower stratosphere is associated with a poleward expansion of the residual circulation in the lower stratosphere,
with downwelling reduced in the subtropics and enhanced at higher latitudes. They noted that opposing effects of
mixing played negligible role for the ozone trends. Figure 7a shows the residual stream function (Ψ*) trend for
ERA5 reanalysis over the 1998–2018 period. Focusing on the Northern Hemisphere, the positive trend centered
north of turnaround latitudes (maxima in the streamlines) below 50 hPa indicates a poleward expansion of the
shallow branch of the residual circulation, consistent with the results of Orbe et al. (2020). The poleward

Figure 7. Latitude‐pressure cross‐section of the residual stream function (Ψ*) trend in kg/s per decade over years 1998–2018 (color shading) from (a) ERA5 and
(b) WACCM‐1 simulation. Green contours show 1998–2018 climatology of Ψ*. Contours are drawn every 10^8 between ±10^9 and every 2 × 10^8 in the rest. The
tropopause is indicated by the thick green line.
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expansion of the shallow branch implies that the streamlines are stretched northward, because the Ψ* positive
trend is larger north of the turnaround latitudes than south of them. This stretching generates an increase in
poleward horizontal transport in the region of interest (∼35–60°N) and a reduction in downwelling just north of
the turnaround latitudes. When we carry out this analysis in the REF‐D1 simulations, we find that some simu-
lations are capable of reproducing a similar behavior. In particular, Figure 7b displays the Ψ* trend for the first
ensemble member of the WACCM model (WACCM‐1), which presents the Ψ* trend pattern that qualitatively
resembles ERA5: positive trend north of the turnaround latitudes, indicating the poleward expansion of the
shallow branch. The reduced downwelling and the enhanced poleward transport drive the reduction of ozone
advection into the midlatitudes lower stratosphere (not shown). However, the Ψ* trend amplitude is much smaller
in WACCM‐1 than in ERA‐5, consistent with the results presented in Orbe et al. (2020) using MERRA‐2
reanalysis and free‐running simulations of the GEOSCCM model. Note that this WACCM‐1 realization also
presents an ozone trend pattern that resembles observations at midlatitudes (see Figures 1 and 6), although its
magnitude is smaller, likely due to the smaller amplitude of the Ψ* trend. These similarities support the hy-
pothesis of the poleward expansion of the shallow branch as a potential driving mechanism for negative ozone
trends over this period. If we look the Ψ* trends in the other WACCM ensemble members, we find notable
differences between them, which is consistent with the large intermember variability observed in the WACCM
model also in the ozone trends (see first column of Figure 6). These large differences between members highlight
the important role of internal variability in the trends over a shorter period such as 1998–2018 and again confirm
that the trend is not an externally forced change.

In Section 3.2, we hypothesized that the intersimulation spread in ozone trends may result from differences in
transport trends. To explore this, Figure 8a shows the point‐by‐point correlation between stratospheric mean age
of air (AoA) trends and ozone trends across a subset of 13 REF‐D1 simulations with available data (WACCM‐1/4,
CMAM‐1/5, EMAC, and UKESM1‐1/3; see Table 1). AoA is defined as the transit time of an air parcel since its
entry into the stratosphere through the tropical tropopause and provides an integrated measure of stratospheric
transport (Waugh & Hall, 2002). Focusing on the lower stratosphere, we find high positive correlation values,
larger than 0.8, in the tropics and northern midlatitudes. This confirms that intersimulation differences in ozone
trends are highly influenced by differences in transport trends. The positive correlation in the tropics is consistent
with the well‐known relationship between ozone and upwelling trends. Increased upwelling raises younger,
ozone‐poor air parcels from the tropical tropopause, leading to negative trends in both AoA and ozone. To further
study the positive correlations in midlatitudes, we analyzed the relative role of residual circulation and two‐way
mixing on the spread in ozone trends in the midlatitude region.

Figures 8b and 8c display the correlation between ozone trends and the residual circulation transit time (RCTT)
and aging by mixing (AbM) trends, respectively. RCTT is the transit time of hypothetical transport only by the
residual circulation, so lower RCTT values means faster residual circulation. RCTT is calculated from the
backward trajectories driven by the monthly mean TEM residual circulation (v∗,w∗) in the latitude‐height plane
with a standard fourth‐order Runge‐Kutta integration. The backward trajectories end at the thermal tropopause,
and the elapsed time is the RCTT. AbM is the difference between AoA and RCTT, quantifying the effect of two‐
way mixing in the AoA, which is typically aging air parcels due to recirculation in the stratosphere (Garny
et al., 2014). This term actually includes mixing on resolved scales and additional effects of mixing processes on
unresolved scales (namely parametrized and numerical diffusion). For more details on RCTT and AbM, we refer
to Birner and Bönisch (2011), Dietmüller et al. (2017), and Garny et al. (2014).

In the tropical lower stratosphere, RCTT trends correlate positively with ozone trends with correlations larger
than 0.8 extending up to 40°N. In the midlatitude region, we find that RCTT and ozone trends are positively
correlated in the lowermost stratosphere, whereas negative correlations, albeit weaker, appear above 70 hPa. This
dipolar pattern in midlatitudes suggests that both the shallow and deep branches of the residual circulation in-
fluence ozone trends. Positive correlation at lower levels can be associated with the shallow branch, indicating
that a stronger acceleration of the circulation leads to more negative ozone trends in the region, as younger, ozone‐
poor air is transported from the tropical tropopause to midlatitudes. In contrast, the negative correlation at upper
levels is related to downwelling from the deep branch of the residual circulation, because an enhancement of the
circulation not only brings younger air from tropics to extratropics but also ozone‐rich air from the middle
stratosphere. Moreover, two‐way mixing effects are also important as shown in Figure 8c. The correlation be-
tween AbM and ozone trends in the midlatitudes LS is positive but with large differences between the equatorial
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and polar flank. This gradient suggests that the midlatitudes LS region is affected by two‐way mixing between
tropics and extratropics, which reduce ozone not only in midlatitudes but also between midlatitudes and the polar
region, increasing ozone in our region of interest. Overall, Figure 8 reveals that the northern midlatitudes LS is a
complex region, influenced by many competing transport processes connected to both the tropics and the polar
region. Therefore, the different balance between them results in the intermodel differences in the LS ozone trends.

To further explore the differences across models in ozone transport, the interannual point‐by‐point correlation
between ozone and AoA is shown in Figure 9. Because in this analysis the differences between different sim-
ulations of the same model are negligible, Figure 9 shows only the first ensemble member for each model. There
are clear intermodel differences, indicating that the transport‐ozone covariability is different in each model. In
particular, the UKESM1 and NIWA models, which show the most negative trends in ozone, feature the weakest
interannual covariability between ozone and AoA in the lower stratosphere. The different relationship between
ozone and transport reflects a different ozone response to the dynamical variability across the models, which may
help explain the large intermodel differences in ozone trends. An analysis of the standard deviation of ozone
concentrations shows the different internal variability of ozone across models, with ACCESS, NIWA, and
UKESM1 models showing the largest variability and MIROC3.2 and CMAM the weakest (not shown).

4. Conclusions and Discussion
We present here an updated analysis of recent trends in LS ozone, motivated by previous results highlighting the
lack of ozone recovery and the disagreement between observations and model trends in this region (WMO, 2022,
and references therein). The main novelty of our study is that we use simulations with prescribed SST from
observations covering the period 1998–2018 in addition to simulations run with modeled ocean, which allows us

Figure 8. Point‐by‐point correlation between local ozone trends and (a) local AoA trends, (b) local RCTT trends, and (c) local
AbM trends across a subset of 12 REF‐D1 simulations (WACCM‐1/3, CMAM‐1/5, EMAC, and UKESM1‐1/3). The black
box represents the northern midlatitudes region (35°–55°N, 50–150 hPa). The tropopause is indicated by the thick green line.
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to better address the role of natural variability on the recent ozone trends. The main findings of our study are
summarized as follows:

• LS ozone trends over the period 1998–2018 are better represented by CCMI‐2022 models than by previous
generations of chemistry‐climate models, likely because of improved boundary conditions and forcings in
CCMI‐2022 compared to CCMI‐1 rather than improvements in their model formulation. In the tropical lower
stratosphere, almost all models simulate negative trends over this period, consistent with the observed trend
sign, albeit with a slight underestimation of its magnitude. In the northern midlatitudes, there are still few
simulations able to reproduce the observed negative trends. Moreover, there is large intersimulation spread,
highlighting the important role of internal variability in the trends over a short period such as 1998–2018.

• The observed trend pattern in the lower stratosphere is better simulated in models when the SST are prescribed
to the observations (REF‐D1 simulations) than when the SST are modeled (REF‐D2). This finding supports
the hypothesis from previous studies that natural variability, and in particular, associated with SST variability,
has an influence on ozone trends over a short period such as 1998–2018. However, the influence of this natural
variability cannot be described as the linear response to the main climate variability modes (ENSO and QBO),
which make a small contribution to the ozone trend over this period.

• The ozone trend associated with the decrease in ODS is consistently positive in all simulations. Our results
show that the response to ODS cannot explain the intermodel differences in recent trends and discard the
possibility that an overestimation of the response to ODS in models could account for the disagreement with
the observations.

• Observed changes in the residual circulation suggest a poleward expansion of the shallow branch as a potential
dynamical mechanism for the negative ozone trend in midlatitudes. We show that one simulation is able to
reproduce the observed change in both ozone and residual circulation, and the fact that other members of the
same model feature completely different trends confirms the key role of internal variability.

• Differences in the representation of ozone transport internal variability across models play a major role in the
intersimulation spread in ozone trends. The midlatitude lower stratosphere is a particularly complex region
affected by multiple competing transport processes. The model representation of these processes and their
impact on ozone (advection by the shallow and deep branches of the residual circulation and two‐way mixing
with tropics and the polar region) and their internal variability are crucial to determine the ozone trends over a
shorter period.

We acknowledge that our analysis based on a multiple linear regression cannot fully clarify the role of natural
variability as it does not consider nonlinear effects. For instance, ozone trends in midlatitudes can be affected by

Figure 9. Interannual correlation between AoA and ozone for the model ensemble member #1 for REF‐D1 simulations. The
black box represents the northern midlatitudes region (35°–55°N, 50–150 hPa). The tropopause is indicated by the thick
green line. The models are sorted by their first occurrence of any ensemble member in the first column of Figure 6.
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the QBO through QBO‐induced secondary circulation and also through QBO
seasonal‐depending interactions (Ball et al., 2019). Moreover, linear and
nonlinear interactions between the QBO and ENSO signals have been pre-
viously reported (Xie et al., 2012, 2020).

We have argued that when SSTs are prescribed to observations in models, the
simulation of the observed ozone trend in the lower stratosphere is signifi-
cantly improved, highlighting that natural variability plays an important role
in ozone trends. However, this does not necessarily mean that the influence of
natural variability is correctly captured in the models. A preliminary check is
presented in Figure 10. This figure shows the midlatitudes LS ozone trends
for varying start years between 1994 and 2000 and end years between 2014
and 2018 for observations and REF‐D1 simulations, in which the SST follows
the observations. Although trends for REF‐D1 simulations show a preference
toward positive values for all periods compared to observations, the variations
of the simulated trends for different periods are consistent with variations of
the observed trends for the same periods (Spearman's correlation value of
ρ = 0.56). Thus, this preliminary analysis suggests that the influence of
natural variability on the simulated trends is consistent with the observations.
However, the slope of the linear fit is different from 1, which could indicate
possible model problems. Overall, the assessment of how well the influence
of natural variability on ozone and transport is represented in the CCMI‐2022
REF‐D1 simulations requires a more in‐depth analysis.

One of the findings of the paper is the identification of a poleward expansion
of the residual circulation as a potential driving mechanism for negative
ozone trends over 1998–2018. This was previously proposed by Orbe

et al. (2020), who also showed that the free‐running simulations of the GEOSCCM model produced weaker
residual circulation and ozone changes over the period 1998–2018 than MERRA‐2 and ERA‐Interim reanalysis.
This also occurs in our study, as the changes in the residual circulation in the ERA‐5 reanalysis (and the associated
ozone trend in the observations) are larger than those shown by the WACCM‐1 REF‐D1 simulation. Much larger
residual circulation changes in reanalyses (MERRA‐2, ERA‐Interim, and ERA‐5) than models could indicate
problems in calculating a highly derived quantity like Ψ* in reanalysis, which might produce spurious trends.
However, MERRA and ERA families of reanalysis employ completely different assimilation systems, which
makes unlikely that this would be the actual reason for the differences between reanalyses and models. Thus, one
emerging possibility could be the difficulty in the models to correctly reproduce changes in the large‐scale cir-
culation, and in particular, changes in the lower stratospheric residual circulation. Future research is needed to
determine why reanalyses produce much larger residual circulation trends than free‐running models and how this
affects trends in lower stratospheric ozone.

Finally, we note that models that simulate negative midlatitudes ozone trends (i.e., UKESM1, NIWA‐UKCA2,
and ACCESS‐CM2) are not necessarily those that reproduce stratospheric dynamics more realistically. As noted
in Section 2.2, the QBO in these models does not follow the observed phases in the REF‐D1 simulations.
Furthermore, UKESM1 and NIWA‐UKCA2 have an unrealistic representation of the mean wintertime polar
vortex in the period 1998–2018, with winds that are up to 35% stronger than ERA‐5 (not shown). This can affect
ozone trends indirectly through two‐way mixing, as the polar vortex acts as mixing barrier, and could also be an
indication of unrealistic wave activity, affecting the residual circulation. In addition, we have found that the
UKESM1 model presents too young AoA values compared to the rest of the models, mainly due to a too low AbM
compared with the other models (not shown). In this sense, it would be interesting to study different transport
diagnostics, such as passive tracers with multiple timescales, to evaluate how the CCMI‐2022 models reproduce
transport. Unfortunately, these diagnostics have not been produced by most CCMI‐2022 models. We encourage
modeling centers to produce a broad range of passive tracers spanning multiple sources and timescales in order to
perform more in‐depth studies of transport in these types of models.

Overall, our results show that the observed negative ozone trends in the midlatitudes lower stratosphere are a
plausible realization for state‐of‐the‐art chemistry‐climate simulations given the observed boundary conditions,

Figure 10. Scatterplot of northern midlatitude LS ozone trend for REF‐D1
simulations (vertical axis) versus observations (horizontal axis) for varying
start years from 1994 to 2000 and end years from 2014 to 2018. The REF‐D1
trend is calculated as the peak of the REF‐D1 trend probability distribution
(see Section 3.1 and Figure 3 for more information). The green point
represents the value for the period 1998–2018. The least squares fit is shown
by the red line.
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and result from internal variability rather than being externally forced. On the other hand, our study finds sub-
stantial discrepancies in the ozone transport variability across models, which calls for further understanding in
order to advance the modeling of past and future ozone recovery trends.

Data Availability Statement
The BASICSG data set (Alsing & Ball, 2019) has been downloaded from https://data.mendeley.com/datasets/
2mgx2xzzpk/3. The CCMI‐1 and CCMI‐2022 data used in this study are stored at the Centre for Environmental
Data Analysis (CEDA) and have been obtained through the British Atmospheric Data Centre (BADC) archive.
CCMI‐1 data have been downloaded from https://data.ceda.ac.uk/badc/wcrp‐ccmi/data/CCMI‐1/output and
CCMI‐2022 from https://data.ceda.ac.uk/badc/ccmi/data/post‐cmip6/ccmi‐2022. Data from the ERA‐5 reanalysis
(Hersbach et al., 2020) are available in the Climate Data Store (Copernicus Climate Change Service, Climate Data
Store, 2023) at the following link: https://cds.climate.copernicus.eu/datasets/reanalysis‐era5‐pressure‐levels?
tab=download. Data of the TEM residual circulation for ERA‐5 are available at https://doi.org/10.5281/zenodo.
7081436 (Serva, 2022).
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