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Abstract
In the aerospace industry, there is an increasing inclination to
replace costly and time-consuming prototyping with computer sim-
ulations. These simulations are characterized by their complexity
and the necessity of not only a proper physical representation, but
also the capacity to meet time-to-solution expectations. Numerous
specialized software packages have been developed in recent years,
incorporating a range of numerical techniques. However, the major-
ity of these packages are designed to address specific problems such
as structural mechanics or computational fluid dynamics problems.
Real-world applications, however, are more involved and require
the consideration of coupling approaches, which allow the combi-
nation of available tools to realize complex and interdisciplinary
simulations, involving not only multi-scales, but also multi-physics.
In this regard, supercomputing systems are indispensable, as they
allow the realization of complex problems. The main question per-
sist, how to enhance the efficiency of computations beyond the
scaling with increased computational resources. Hererby, machine
learning has the potential to play a pivotal role by not only reduc-
ing the computation but also allow for predicting the numerical
solutions that do not necessitate extensive hours of computing
time on supercomputing systems. This, in turn, has the effect of
significantly reducing the time to solution, which is an important
factor from the industrial perspective. However, it is important to
ensure the reproducibility and reliability of the predicted results
for critical decision-making processes. The processes involved in
such an approach are complex and data-driven. The incorporation
of this approach requires not only the software itself, but also data,
batching, preprocessing, and other related components, to utilize
the training and validation of the machine learning algorithm. In
this context, provenance emerges as a crucial element in the docu-
mentation of the entire process, from the initial configuration of
a simulation to the prediction of results and the identification of
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the ultimate solution. In this work our goal is the utilization and
integration of existing powerful tools in a framework, that enables
accurate and efficient workflows for complex simulations in an
automated manner. Moreover, the central aim is to facilitate com-
plex simulations by making sustainable use of available software
packages, without in-depth knowledge of the underlying algorithm.
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1 Introduction
In recent years, advances in the numerical simulation have been
witnessed across various disciplines, including the development
of novel techniques to allow for real-world applications, such as
those related to aircraft turbines. However, the majority of these
software packages are primarily designed to address specific prob-
lems, including structural or incompressible fluid solvers [3, 6]. It
is important to acknowledge that real-world applications are in-
herently complex, involving multi-scales and physics that have to
be considered. In the case of e.g. a turbine, we have the rotating
blades (structural mechanics), the flow field (fluid dynamics), and
the sound generation (aeroacoustics) that needs to be taken into
account. Simulating all these different physical phenomena with
a single solver is not only difficult, but also costly, even on mod-
ern supercomputers. Consequently, there have been developments
towards the integration of dedicated tools and simulation environ-
ments [1, 2, 7], deploying advanced software capabilities, including
the utilization of multiple solvers to address complex, multi-scale,
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and multi-physics problems. This approach enables the execution
of complex simulations by coupling different solvers, hence enhanc-
ing efficiency. Due to the recent advancements in this domain, the
potential implementation of even more sophisticated techniques
has become more important. Machine learning (ML) has emerged
as a pivotal element in this context. Although coupling different
solvers can help to reduce the computational effort and the time to
solution expectations, the growing era of AI-based techniques has
led to increased attention being given to the incorporation of ML
methods. The integration of ML techniques in the field of numerical
simulations has shown to offer numerous advantages, including
enhanced efficiency and the potential to achieve comparable results
as classical numerical simulations [10, 11]. However, it is important
to acknowledge the lack of reliability of these results, given the
inherent complexities of the ML methodologies employed. These
methodologies can be seen as a ’black box’, in that the underlying
decision-making processes used for prediction are not transparent
to be trusted. There are approaches for explainable AI trying to
make AI predictions more suitable for safety critical applications.
But these approaches are still in development. Instead of using XAI
we believe for a real understanding of the underlying simulation
process, the understanding of the data and its flow is important.
Consequently, provenance has gained attention in this field, to
address this drawback, by tracking the workflow and collecting
required information [4, 5, 8, 9]. This enables not only a transparent
workflow, but also one that is reproducible and reliable for even
critical decision-making. The software and strategies previously
refered to, have been demonstrated to enhance the efficiency of nu-
merical simulations. In addition, provenance frameworks have been
developed to facilitate the documentation of simulation processes.
However, as of our knowledge, there has been no framework that
combines available tools with each other in an automated manner,
to allow for (i) a sustainable use of availabe tools and (ii) efficient
combination of different solvers to enable complex simulations and
(iii) transparent, reproducible and reliable outcomes. The objective
of this work is to propose a framework that allows enhanced ac-
cessibility and utilization of various solvers and their underlying
methodologies, without in-depth knowledge of the underlying code
and its development process.

2 An automated framework for large and
complex simulations

The availability of software packages is considerably high, with
each dedicated to solving specific problems efficiently. While each
have their strengths andweaknesses, they address specific problems
to be solved. The objective of this work is to establish an automated
framework, where multiple solvers can be used to enable large
and complex simulations, not necessitating in-depth familiarity
with the underlying algorithm. This allows researchers to utilize
solvers available, despite their inherent complexity and their lack
of knowledge of the underlying developed code. Though the user is
required to have at least a solid knowledge of the simulation field
to interpret the outcomes. The framework is meant to coordinate
the interaction between the user and the underlying model. Based
on the problem to be solved, the user provides information about
the simulation that needs to be executed to the framework. The

framework utilizes large language models (LLMs), where source
code analysis and documentation analysis are taken into account.
According to the received information, themodel will suggest after a
comprehensive analysis of different solvers, which solver or solvers
to use (source code analysis) and generates the specific setup and
interface if needed to connect them (source code generation). The
suggestion is based on the available information or best practice
experiences. This will require special techniques using AI models
specifically LLMs, that will allow better understanding of the code
and its generation. Is the solver or solver combination chosen,
the LLM will first generate a configuration file with the settings
required to execute the simulation. The user has here the option
to either accept the suggestion or provide further information. In
the latter case, the underlying model will be able to reconfigure
the settings for the simulation in order to provide an appropriate
configuration file that can be executed on a supercomputing system.
In Fig. 1 the basic principle of the framework is depicted. The
input is the user-provided information about the simulation. This
information is directed to the LLM (referred to as a ’Black box’ in
Fig.1) that analyzes available softwares and identifies the suitable
tools, while generating the required interface, in case multiple tools
are needed to address the problem. Moreover, the configuration file
is generated to facilitate its execution. Provenance is utilized at all
stages of the framework, to keep record of decisions that have been
made.

Figure 1: Workflow of an automated framework to run com-
plex simulations without in-depth familiarity of the under-
lying algorithm. The input information (the request) is pro-
vided by the user. The automated framework does a compre-
hensive investigation of the available solvers (Black box) and
provides a configuration file that can be executed (Yes) or can
be adjusted (No) by providing additional information to the
framework. The final configuration will be submitted to a
supercomputing system (Submit job).

3 Conclusion
In this work we propose the idea of an automated framework used
to enable complex multi-scale, multi-physics and coupled simula-
tions in the domain of aerospace engineering. The main focus of
this framework is the utilization of available tools, that have been
developed for specific problems, which allow for their sustainable
use for different numerical problems. Moreover, this approach al-
lows their combination based on the technical intention of the user
and its interpretation by an LLM. The advantage of the framework
is its capability to use tools without necessitating a comprehensive
understanding of the underlying code and its development process
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by the user. Instead, the methodology employed and the results
obtained from the simulation are of significance.
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