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Abstract— A new generation of spaceborne synthetic aperture
radar (SAR) systems with digital beamforming capabilities is
currently under development. In particular, multiple azimuth
channels provide access to a large Doppler bandwidth, which
can be used to improve the azimuth resolution. In the ScanSAR
mode, however, the resolution is given by the burst time. However,
the exploitation of a large Doppler bandwidth leads to a wider
azimuth coverage and, therefore, to a larger overlap between
consecutive bursts. This overlap can be exploited interfero-
metrically in order to retrieve an improved measurement of
the azimuth differential shift between two acquisitions. The
retrieval performance is hereby limited by the antenna pattern,
which can severely deteriorate the image quality toward the
edges of the extended bursts. The reduced quality leads to
a decreased deformation retrieval accuracy in these parts of
the acquisition. We analyze the performance of the along-track
deformation retrieval using a two-look ScanSAR processing
for the particular case of the upcoming ROSE-L mission.
For this purpose, we analyze the influences of thermal noise
and azimuth ambiguities on the performance and show their
impact on the retrieval. The derived performance is validated
with simulations using distributed targets and realistic scenes.
The results show that the retrieval is subject to a tradeoff
between spatial resolution and retrieval accuracy. However,
even for low multilooking factors, the azimuth displacement
is retrieved with better accuracy than single-look approaches.
The retrieval accuracy is also shown to be sufficient in
most cases in order to decouple the along-track and across-
track components of the deformation at medium resolutions.
In this way, the phase jumps between bursts usually observed
in interferograms of nonstationary scenes are significantly
mitigated.

Index Terms— ScanSAR, synthetic aperture radar (SAR) inter-
ferometry, two-look ScanSAR.

I. INTRODUCTION

ARTH surface deformation measurements are one of the

numerous applications of synthetic aperture radar (SAR)
and are frequently used for observing tectonic and volcanic
processes [1], [2], [3]. Existing SAR systems are often limited
by their quasi-polar orbits, which limit the accuracy with
which deformations in the north—south direction can be mea-
sured using interferometry. As a technique to overcome this
limitation in burst acquisition modes, a two-look mode, which
is an extension of the spectral diversity [4] or multiaperture
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InSAR (MAI) [5] techniques applied to the ScanSAR mode,
is often used. ScanSAR is a wide-swath acquisition mode,
which increases the coverage at the expense of resolution
by sharing the synthetic aperture time among several sub-
swaths [6]. The two-look technique exploits overlapping areas
of neighboring bursts to obtain images from different azimuth
look angles or squints and thus exploit this angular diversity in
order to retrieve the shifts along the azimuth direction. It has
been validated with the TerraSAR-X and TanDEM-X satel-
lites [7], [8], [9], however at the cost of a deteriorated azimuth
resolution compared to the single-look mode. The same
technique has been applied to Sentinel-1 acquisitions [10],
[11], [12], [13], whereby here only a limited coverage is
achieved due to the small overlap areas of the bursts. Similar
experiments have been conducted in the L band using ALOS-2
acquisitions [14].

The upcoming Radar Observing System for Europe at
L-band (ROSE-L) mission [15], [16] features a SAR instru-
ment that is suitable for exploiting a two-look processing
approach on a larger scale without deteriorating the azimuth
resolution. ROSE-L is part of the Copernicus Sentinel Expan-
sion Program led by the European Commission and supported
by the European Space Agency (ESA). The system uses
ScanSAR in combination with multiple azimuth phase centers
(MAPS) [17] as well as digital beamforming on receive in
elevation, also known as scan-on-receive (SCORE) [18]. The
accuracy of the two-look technique on the ROSE-L mission
is limited by the deterioration of the signal quality toward the
edges of the two-look bursts. This deterioration is caused by
the low relative gain of the transmit antenna pattern in these
areas, which results in a decreased signal-to-noise ratio (SNR)
and azimuth-ambiguity-to-signal ratio (AASR) compared to
the burst center.

Two-look processing for ROSE-L has also been proposed
in [19], where different tapering configurations of the transmit
antenna have been investigated in order to improve the image
quality beyond the single-look Doppler bandwidth, obviously
at the expense of a slight quality degradation for the single-
look band. In contrast, this article focuses on a thorough
analysis of a two-look processing strategy for deformation
retrieval for the current configuration of the ROSE-L sys-
tem, without changing the transmit antenna pattern and thus
keeping the image quality levels for the single-look Doppler
bandwidth. The work is hereby based on analytical evaluations
as well as on end-to-end simulations. Even though this work
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focuses on the ROSE-L case, the principle of the analysis can
also be applied for different system configurations.

This article is structured as follows. Section II introduces
the principle of the two-look processing in the frame of
the ROSE-L mission. Section III presents an analytical per-
formance estimation for the azimuth deformation using the
two-look approach, while Section IV presents the results of
the end-to-end simulations. Finally, conclusions are drawn and
an outlook is provided in Section V.

II. TWO-LOOK PROCESSING WITH ROSE-L

ScanSAR is the main acquisition mode for the ROSE-L
system. ScanSAR is a wide-swath acquisition mode, where
the antenna footprint on ground switches between several
subswaths [6]. Within a subswath, the adjacent bursts are
generally timed to have continuous ground coverage with a
slight overlap between bursts. The ground coverage of a single
burst hereby depends on the processed Doppler bandwidth,
as further explained in Appendix A. In combination with
ScanSAR, ROSE-L uses an antenna that is divided into
five azimuth channels. Hereby, the pulse repetition frequency
(PRF) is reduced in order to cover a wider swath, which also
leads to each channel signal being undersampled. Hence, the
first step during the on-ground processing is to perform the
azimuth reconstruction of all N, channels with bandwidth
PRF,, in order to obtain one unaliased SAR image [17].
Digital processing algorithms as described in [20] are used
such that, after the reconstruction step, a signal with bandwidth

Brec = 1¥ch * PRFch (1)

is retrieved.

In order to obtain two looks for every point on ground,
a doubling of the spatial coverage in azimuth for each
burst is needed when compared to the single-look case. This
requires the processing of a larger azimuth Doppler bandwidth,
as derived in Appendix A, as well as a proper coverage of the
two-look bandwidth by the antenna pattern. ROSE-L fulfills
the basic requirements to apply a two-look processing tech-
nique as a large Doppler bandwidth is available for processing
without changing the system parameters, as shown in Fig. 1
for the exemplary parameters given in Table I. In this table,
Ry is the slant-range distance, 6, is the mean incident angle,
and v is the effective platform velocity.

Note, however, that the ROSE-L system has been designed
in order to meet certain requirements in terms of spatial cov-
erage, spatial resolution, noise equivalent sigma zero (NESZ),
and distributed target-to-ambiguity ratio (DTAR) considering
only a one-look ScanSAR operation. These requirements are
summarized in Table II. Only the central part of the Doppler
spectrum within the 1.3-kHz interval meets these require-
ments, which is equivalent to a focused burst length of about
25km with a very small overlap between consecutive bursts.
When extending the processed bandwidth to obtain two looks,
the interferometric performance will be especially limited by
the two pattern minima located at around 1.8 kHz. The low
gain will cause decorrelation due to a decreased SNR and
increased AASR in the case of incoherent ambiguities, while
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Fig. 1. Normalized two-way antenna pattern of the ROSE-L satellite in

azimuth dimension. Assuming the parameter set of Table I, the vertical dotted
lines enclose the available bandwidth after the MAPS reconstruction, the
vertical dashed lines enclose the bandwidth used for the nominal single-look
processing approach, and the vertical dashed-dotted lines enclose the band-
width of the two-look ScanSAR approach used in this article.

TABLE I
SIMULATION PARAMETERS FOR ROSE-L

Number of channels Nep 5
Effective platform velocity Veff 7142.76 ms—1
Sub-swath index 1 (nearest range)
Channel pulse repetition frequency PRF.j, 1567.85 Hz
Slant-range distance of closest approach Ry 804 km
Incident angle inc 32°
Azimuth Doppler bandwidth of a target Brarget 635 Hz

TABLE I

REQUIREMENTS FOR THE ROSE-L INTERFEROMETRIC
WIDE-SWATH MODE [15]

Swath width 260 km
Resolution 50 m2
NESZ <—28dB
DTAR <—23dB

coherent ambiguities might introduce biases to the signal. The
severity of these effects is further analyzed in the following.

By properly enlarging the processed Doppler bandwidth,
each target on ground is covered with two adjacent bursts,
hence automatically generating the two looks. In other words,
a 50% overlap between consecutive bursts is achieved.
By computing the difference of the interferometric phases
of the two looks and performing the phase unwrapping, the
unwrapped spectral diversity phase ¢y uw is obtained. The
measured geometric shift in azimuth d, is then proportional
to the unwrapped spectral diversity phase of the two looks and
given by [7], [8], [9], [14]

Ug

da = @Psduw * 5 4
LS P NT

2)
where v, is the platform velocity over ground and Af is the
spectral separation of the looks.

The retrieved azimuth shift can be used in addition to
update the single-look interferogram in order to obtain the
deformation in the zero-Doppler direction. This step effec-
tively removes the phase jumps between consecutive bursts
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Fig. 2. Suggested processing chain to retrieve deformation estimates in the
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and eases the further processing of the single-look interfer-
ometric phase. As a result, the processing scheme provides
two different deformation values for each radar pixel: a value
for the azimuthal component of the deformation and a value
for the zero-Doppler component of the deformation, i.e., the
2-D deformation in radar coordinates is retrieved. Note that,
in general, the accuracy in the azimuthal direction is worse
than the one in the zero-Doppler direction for two-look
ScanSAR systems due to the different phase sensitivities
to deformation. However, the two-look ScanSAR approach
allows going beyond the accuracy one can achieve by solely
exploiting the azimuth spatial resolution, as is implied in [21].
A scheme of the described processing strategy is shown in
Fig. 2. Note that this figure presents a simplified scheme,
where steps such as phase filtering and unwrapping have been
omitted for the sake of simplicity.

By combining ascending and descending passes, it is then
possible to compute the 3-D deformation (easting, northing,
and vertical), e.g., by means of a conventional weighted
least squares inversion [22]. One shall consider that the
measurement in the azimuth direction will have in general a
worse performance, as indicated in Section III. One possibility,
as suggested next, is to achieve a similar accuracy as the line-
of-sight measurement by using more looks when estimating
the azimuth shift, i.e., at the expense of spatial resolution.

III. PERFORMANCE ANALYSIS

In order to analyze the performance of the deformation
measurements we assume distributed Gaussian scatterers and
derive the Cramér—Rao bound. For conventional SAR acquisi-
tions, the optimal estimator for the azimuth shift is the cross
correlation operation. Its Cramér—Rao bound is given by [21]

3 1—y2 v,
2]vlooks Ty

3)

cccr Btarget

where Ngoks 1S the effective number of averaged samples,
y is the interferometric coherence, and Biyge is the target
Doppler bandwidth. Note that the performance is limited by
the azimuth resolution. The standard deviation of the two-look
ScanSAR case can be derived equivalently to the one of
the split-bandwidth case shown in [21]. While for the split-
bandwidth case, a similar coherence can be assumed for
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both looks, this assumption does not hold here due to the
significantly lower antenna gain around the minima of the
normalized antenna pattern. The two looks are thus considered
separately and the resulting standard deviation of the two-look
measurement oy sc is computed as

oLsC = \/GLzl + 07, 4)

The standard deviation for each look follows the equation
similar to the split-bandwidth case

1 — 2
1 Y2y v,
Or{1,2) =
2 V2Niooks YLz 2mAS
where the subscript L{1, 2} refers to the indices of the respec-

tive looks. The combination of both looks results in a two-look
measurement accuracy of

(&)

2 2
oLsC = ! \/<1 ZyLl + ! ZVL2> % (6)
V2Niooks Yi1 Yi2 2nAf

In order to properly determine the interferometric coherence
of the looks, several factors have to be considered. Temporal
changes, thermal noise, and azimuth ambiguities cause decor-
relation, which deteriorates the signal quality, leading to worse
estimates of the deformation. This is especially relevant here
due to the decreasing gain of the antenna pattern in azimuth
around the minima of the normalized antenna pattern, resulting
in an increase of the noise and azimuth ambiguity levels. The
decorrelation due to the SNR and the AASR are thus relevant
measures for the performance analysis. Together with temporal
decorrelation, yrgmp, the coherence model assumed for each
look follows the equation of the well-known form:

YL{1,2) = YTEMP * VSNR{1,2} * YAASR(1,2}- N

It is worth mentioning that this model assumes uncorre-
lated azimuth ambiguities. For small interferometric baselines,
though, azimuth ambiguities will be in general coher-
ent, and therefore, the performance model needs to be
adapted accordingly. This particular aspect is addressed in
Section III-E.

A. Decorrelation Due to Receiver Noise

Under the assumption of circular white Gaussian noise, the
SNR depends on the power of the returned radar signal and the
receiver noise power. Given the normalized radar backscatter
coefficient in the ground range oy and the Doppler-centroid-
dependent NESZ, the SNR can be approximated as

0o

SNR(/be) = RESZ(Foo) ®)

where fpc represents the Doppler centroid. The NESZ hereby
depends on the azimuth antenna pattern and is scaled with
the MAPS reconstruction. Assuming a similar SNR for the
primary and secondary acquisitions for a given look, the
coherence is then computed as [23]

1
1+ SNR™ (fpc)

The derivation of the system’s NESZ depending on the
Doppler centroid fpc is shown in Appendix B.

¥snr(fpc) = 9)
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Fig. 3. NESZ after MAPS reconstruction over azimuth Doppler centroid

frequency for the analytical performance computation. A PRF of 1567.85 Hz
has been considered. The horizontal dashed line represents the single-look
system design constraint for the NESZ, which is assumed to be fulfilled.
Bandwidths of the single-look and two-look acquisition are marked in green
and yellow, respectively.

B. Decorrelation Due to Incoherent Azimuth Ambiguities

Azimuth ambiguities may cause additional decorrelation as
the signal power locally decreases, while the power of the
ambiguities might not. Similar to the noise case, the AASR
is assumed to be the same for the primary and secondary
acquisitions of the same look. Just like the SNR, the AASR
for ROSE-L varies as a function of the Doppler centroid
of the target. It is computed by adding all the ambiguous
contributions and dividing it by the main signal power such
that [20]

Pa(foc)
Ps (fDC)

where p; and p, are the total power contributions of the
focused signal and its ambiguities. Hereby, the MAPS recon-
struction has to be considered, which reconstructs the signal in
N¢, = 5 different intervals as further explained in Appendix C.
The coherence due to the AASR is finally given by [24]

1
1+ AASR(foc)

AASR(fpc) = (10)

(1)

yaasr(fpc) =

C. Application to the ROSE-L Case

In the case of ROSE-L, the accuracy is computed using the
NESZ shown in Fig. 3, the AASR is shown in Fig. 4, and the
parameters are listed in Table I.

Applying (8) and (9), the decorrelation due to the system
noise can be computed. The decorrelation depends on the
backscatter of the scene oy, with higher backscatter leading
to higher SNR values and less decorrelation. Similarly, (11) is
used to compute the decorrelation due to incoherent azimuth
ambiguities. The coherence of each of the looks then follows
from (7) and is shown in Fig. 5 as a function of the Doppler
centroid frequency. It can be seen that the coherence depends
on the position of the target within the burst. The lowest
coherence can be found close to the burst edges for azimuth
Doppler centroids fpc = #1988 Hz (and slightly shifted if
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Fig. 5. Coherence of an interferogram within a scene depending on the

Doppler centroid frequency. The plot shows the coherence for a scene with
backscatter op = —11dB and temporal coherence yrgmp = 0.7. The blue
curve represents the total coherence if temporal coherence, system noise, and
incoherent azimuth ambiguities are taken into account, and the orange dashed
curve represents the case without incoherent azimuth ambiguities and serves
as a reference for the simulations in Section IV.

incoherent azimuth ambiguities are not considered), while the
burst center preserves the highest coherence. Applying (6) and
assuming a spectral distance Af = 1988 Hz, the along-track
deformation retrieval performance throughout the burst can
be determined, as shown in Fig. 6. Due to the overlapping
bursts, the retrieval performance is worst at the burst center and
best at the edges of the single-look burst. Again, in case the
incoherent azimuth ambiguities are not considered, the worst
case position within the burst is slightly shifted. Exemplary
values for the best case and worst case coherences, SNR,
and AASR within a burst for a homogeneous scene are listed
in Table III. The backscatter coefficient for these exemplary
values is chosen as oy = —11 dB, which is a reasonable value
for rock and soil backscatter in the L band according to [25],
and the temporal coherence is set to an exemplary value
yremp = 0.7, which is reasonable according to [26].
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TABLE III
REFERENCE VALUES FOR WORST CASE AND BEST CASE DISTRIBUTED
TARGETS WITH 0p = —11dB AND y1gmp = 0.7
| Look 1 | Look 2

Worst Case fpc =0Hz fpc = 1988 Hz
SNR 19.2dB 8.0dB
YSNR 0.99 0.86
AASR —41.1dB —10.6dB
YAASR 1.00 0.92
YL 0.69 0.56
Best Case fpc = —994 Hz fpc =994 Hz
SNR 17.3dB 17.3dB
YSNR 0.98 0.98
AASR —28.1dB —28.1dB
YAASR 1.00 1.00
YL 0.69 0.69

Fig. 7 shows the retrieval accuracy for Njoxs = 50 looks
as a function of the backscattering coefficient. An accuracy
of less than 10cm can be achieved for backscatter values
oo > —19dB approximately for the best case and in the worst
case for op > —12dB. This is a significant improvement of
a factor of approximately 4—-7 compared to the cross corre-
lation case, which is limited by the azimuth resolution. The
number of looks corresponds to a resolution of approximately
50 x 50 m in azimuth and ground range.

The previous analyses only consider the PRF of the first
subswath of ROSE-L. In order to determine the validity of the
results for the other subswaths as well, an analysis of the worst
AASR within the processed bandwidth over different PRF
values is shown in Fig. 8. The plots show that the worst AASR
only varies by about 1dB between the PRFs of the different
subswaths. The SNR also slightly varies over different PRF
values due to the different noise scaling of the MAPS recon-
struction. Noise scaling will be highest in the first subswath
due to the large distance to the uniform sampling PRF.
The simulation results are thus also representative of lower
bound for the other subswaths.

D. Role of Multilooking

The performance in the retrieval of the azimuth shift
estimation, given by (6), can be only improved by means
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of a larger spatial averaging since all other parameters are
intrinsically given by the system design or the scene charac-
teristics. This imposes a clear tradeoff between accuracy and
spatial resolution. The performance as a function of different
multilooked resolutions is shown in Fig. 9, where an initial
spatial resolution of 10 x 5 m in azimuth and ground range
has been assumed. For each multilooked resolution, the best
and worst case performances are shown.

As expected, the analysis shows that an increased number
of looks results in a lower standard deviation of the error and a
lower difference of best case and worst case accuracies within
the burst.

E. Influence of Coherent Azimuth Ambiguities

Sections III-B and III-C have assumed uncorrelated azimuth
ambiguities, hence behaving similar to noise, as can be clearly
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concluded by comparing (9) and (11). This assumption might
not be necessarily true, especially for SAR missions with a
small orbital tube and, therefore, small interferometric base-
lines. In such cases, coherent azimuth ambiguities can result
in interferometric biases in scenes with very heterogeneous
backscattering and deformation signals [27].

To quantify the impact of these phase biases on the two-look
product, we once again take distributed Gaussian scatterers as
a model for the SAR signal. The looks are assumed to be
independent, as the different looks’ spectral portions of the
clutter spectrum are uncorrelated. Thus, both looks can be
simulated as independent interferograms.

In the following, a stochastic expression for the computation
of the phase biases is derived. A more detailed analysis of
the statistics of an SAR interferogram can be found in [23]
and [28]. The joint probability density function (pdf) of
magnitude |v| and phase i of an interferogram is charac-
terized by three parameters, which all describe the relation of
the two interfering stochastic processes: the geometric mean
power I, the magnitude of their complex coherence |y|, and
the expected value of their phase difference ¢. The joint pdf
is given by [28]

R p— x
P = e — ) P

ol
1(1=1yP)

where K(-) is the modified Bessel function of order zero.
In the following, we assume that the spectral diversity
interferogram is generated after the multilooking of the inter-
ferograms, and therefore, we can continue the derivation with
the expected values of the interferograms. The expected value
of the interferogram v is then given as

E{v} = Ilylexp{jo}.

The interferogram of the /th look, I € {1, 2}, can be modeled
as the sum of two independent stochastic processes as given

2|y|lv[cos (Y —¢)
I(1—1yP)

12)

(13)
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in (12), representing main signal (subscript m) and ambiguity
(subscript a) with resulting expectation [27]

E{v} = E{vm,} +E{vas}
= Pt Vmi €xp{jdmi} + Paslvaslexp{jdai} (14)

where P is the power of the respective process. By recalling
that both looks are independent stochastic processes v; and
v, with the pdf given in (12), the expected value of the spectral
diversity interferogram vyq = vjv; (where * is the complex
conjugation) can be written as

E{vy} = E{UIU;} = E{v}- E{vi"}
= E{Umgl }E{v;:tl} + IE{Um,l }E{UZ,Z}
+ E{U‘lﬂl }E{v;an} + E{Uu,l }E{UZZ}

where the first term of the sum corresponds to the main
signal and the three remaining terms contribute to the phase
bias. Note that due to the independence of the two looks and
nonzero mean distributions (see (14), assuming the nontrivial
case I > O for all contributions), in contrast to the case of a
single interferogram (see [27]), also none of the additive terms
is negligible.

Consequently, the phase bias ¢pi,ssa follows as the differ-
ence of the complete spectral diversity phase ¢4 and the phase
of the main signal ¢,, ¢, where the notation |y ] refers to
the phase projected to the interval (—m, ], resulting in

¢bias,sd = (¢sd - ¢m,sd) {(77.[’7.[]
(arg{E{vya}} — arg{E{v,n1}E{v}; 1} })
E{v.1}  Efvy,}
= 1 d .
arg{ " Bonr) T B
E{vm,1 Y E{vp 2}

15)

(16)

’(—71,71]

Pa 1 |Va 1| .
=argy 1+ —= — eXpJ (Pa,1 — Pm,1)
{ Pt [Ymal { }
Pypo Va2l .
expy — —
Pm,2 |Vm,2| P{ J(¢a.2 ¢m,2)}

Pa,lpa,Z |J/a,l||ya,2|
Pm,IPm,Z |Vm,1||ym,2|

exp{ (00 = bm) = (02— 2]} |
A7)

When comparing this result to the phase bias of a single
interferogram, as given in [27], it is easy to show that due to
the independence of the looks, the phase bias of the spectral
diversity interferogram corresponds to the difference of the
biases of the two individual looks.

The power and coherence of the main signal and ambiguities
depend on the parameters of the scene, e.g., the backscattering
coefficients of main signal and ambiguity o,, and o, and
the temporal coherence, as well as on system parameters,
more specifically the AASR. The power of main signals and
ambiguities is computed as

P, (foc) = om - G(fpc)
P,(fpc) = 04 - G(fpc) - AASR(fpc).

(18)
19)
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Fig. 10. Analytical and Monte Carlo results for the maximum measurement
error due to the ambiguity phase bias in ROSE-L. o, and o, are the
backscatter coefficients of the main signal and ambiguities, respectively.

For the coherences in this approach, it is enough to consider

Ym = Ya = YTEMP (20)

as the decorrelation due to the SNR is effective on the com-
bined ambiguous signal and does not change the magnitude of
the ambiguity phase bias. In order to determine the maximum
measurement errors in the spectral diversity interferogram, the
maximum phase biases are computed according to (17) for
the best case and worst case positions within the bursts and
transformed to a measurement error with (2). Fig. 10 shows the
resulting maximum error for the worst and best case positions
in azimuth for the ROSE-L system. Note that the phase bias
cannot be mitigated by increasing the number of looks. The
bias furthermore depends on the ratios of ambiguity to signal
power and coherence and is thus independent of the absolute
sigma nought and coherence values of the scene.

IV. EXPERIMENTAL VALIDATION

In order to verify the analytical results and to evaluate
the performance in a more realistic scenario, an end-to-end
simulation chain has been implemented, including a forward
model and the retrieval approach as previously suggested. The
simulation follows the general logic of end-to-end simulations
as they have been implemented, e.g., in [29], and is explained
in detail in Appendix D. Sections IV-A and IV-B show the
results of the implemented simulations using different scenes
to validate the analytical results and to show the behavior of
the different error contributions within a realistic SAR image.

A. Homogeneous Scene

For the first evaluations, the scene is artificially generated
as homogeneous clutter with a temporal decorrelation of
yremp = 0.7, which shall allow a further validation of the
analytical performance model derived in Section III.

1) Performance Validation: To validate the performance
from Fig. 9, simulations with different oy and different mul-
tilooking factors are evaluated. The inserted deformation is
assumed to be zero to avoid biases due to ambiguities in the
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looks (see Fig. 9). The axes on top of the plot give the Doppler centroid
frequencies of the two overlapping looks for the respective points. The plot
shows a cutout of the processed scene.
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Fig. 12. Error standard deviation of the measured deformation along azimuth
for simulated homogeneous backscatter with op = —20 dB. Output resolutions
of 50 x 50 m (blue), 100 x 100 m (green), and 200 x 200 m (red) in
azimuth and ground range. The horizontal dashed lines show the worst and
best cases as predicted by the analytical formulation for the different numbers
of looks (see Fig. 9). For the worst case estimate of the 50 m multilooking, the
approximated standard deviation [see (6)] becomes inaccurate due to the low
coherence and the low number of looks. The blue dashed-dotted line shows
the standard deviation derived from the pdf given in (12). The axes on top of
the plot give the Doppler centroid frequencies of the two overlapping looks
for the respective points. The plot shows a cutout of the processed scene.

retrieved performance, as these are not part of the analytical
performance model presented before. In this way, the mea-
sured signal consists only of errors caused by the inserted
system noise and should match the theoretical analysis. Two
different o values are chosen with o9 = —11dB (see also
Table III) and oy = —20dB.

The accuracy of the retrieved along-track deformation mea-
surement can be expressed by means of the standard deviation
of the measurement error for different azimuth positions and
is shown in Fig. 11 for oy = —11dB and in Fig. 12 for
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Fig. 13.

Results of the simulations with a homogeneous scene, resolution of 100 x 100 m, spanning 150km in azimuth (horizontal) and 15km in ground

range (vertical). (a) Retrieved along-track deformation. (b) From top to bottom: total measurement error, contribution of receiver noise, and contribution of
coherent azimuth ambiguities. The figure shows a cutout of the complete processed scene, and the burst extents of two overlapping two-look bursts and their

respective azimuth Doppler centroid frequencies at each point are marked.

09 —20dB. As expected, the accuracy depends on the
position of the target within the burst, while the best case
and worst case accuracies mostly match the analytical results
from Section III, shown by the horizontal dashed lines. The
shape of the measured accuracies matches the expectation
from the analytical computations, with the worst accuracy
obtained close to the two-look burst edges. This is linked to
the locally maximum NESZ value at these points (see Fig. 3).

2) Phase Bias: In order to evaluate the phase bias con-
tribution as discussed in Section III, realizations of a scene
with backscatter op = —11dB are simulated with and without
ambiguities, and these two results are compared in order to
isolate the contribution of the phase bias. The deformation
for this simulation is generated using the Okada model [30].
Fig. 13 shows the retrieved deformation, the total error,
and the two main contributions to the error: receiver noise
and azimuth ambiguities. The isolated error contribution due
to the ambiguities has a maximum magnitude close to 5cm,
closely matching the analytical worst case prediction for a
backscatter ratio o,/0,, = 0dB in Fig. 10, as expected for a
scene with homogeneous backscatter. Note that, as mentioned

in the analysis in Section III-E, the phase bias does not depend
on the specific backscatter of the scene, but rather on the
ambiguity to signal backscatter ratio. Thus, a simulation with
a comparable homogeneous scene with oy = —20dB would
result in the same phase bias.

B. Real Reflectivity Scene Simulations

In order to get a more realistic idea of the behavior
of the different error contributions within a radar image,
in the following, two different simulations are performed
using real backscattering maps. The first one is set over the
East Anatolian Fault and shows an artificial earthquake-like
deformation. The second scene is set over the Petermann
glacier in Greenland and uses a real deformation measurement
as input.

Note that both scenarios are based on the reflectivity inputs
generated from Sentinel-1 acquisitions at the C band, whereas
ROSE-L works at the L band. This fact does not invalidate the
results since the purpose of these simulations is to provide a
realistic idea of how the different contributions affect the final
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Simulation results with the earthquake scenario, covering approximately 300km in azimuth (vertical) and 80 km in ground range (horizontal),

multilooked to a resolution of approximately 200 x 200 m. Dotted and dashed horizontal lines indicate the extent of two overlapping two-look bursts and the
respective Doppler centroid frequencies, respectively. (a) Measured backscatter of the scene (sigma nought). (b) Retrieved spectral diversity interferometric
phase. (c) Total phase error. (d) Phase error due to receiver noise. (¢) Phase error due to azimuth ambiguities. (f) Single-look interferometric phase in line
of sight. (g) Retrieved zero-Doppler interferometric phase after removing the along-track deformation. For the spectral diversity phases in (b)—(e), one phase
cycle corresponds to a deformation of 3.59 m; for the single-look interferometric phases in (f) and (g), one phase cycle corresponds to a deformation of 12 cm.
The horizontal dashed and dotted lines mark the extent of two overlapping bursts.

image quality for different spatial distributions of backscatter
values. In this sense, the dynamic range of the reflectivity
image is critical. Lower frequency bands tend to have a larger
dynamic range in backscatter, but for this reason, two different
scenarios with significantly different dynamic ranges have
been selected.

On a second note, in the presented simulations, the
(unwrapped) spectral diversity phase can easily be transformed
to the corresponding deformation using a conversion factor of
3.59m per phase cycle. However, highly decorrelated areas
as well as areas with strong biases pose problems when
applying state-of-the-art phase unwrapping algorithms, so the
simplified phase unwrapping used for the simulations would
produce better results than could be expected from actual
algorithms. For this reason, the following results show the
wrapped spectral diversity phase rather than the along-track
deformation. Interested readers are referred to [31], [32],
[33], [34], and [35] for a collection of applicable unwrapping
algorithms.

1) Earthquake Scenario: The first scene is set over the East
Anatolian Fault, where a descending Sentinel-1 acquisition
from February 2023 is exploited to generate the amplitude
for the simulation. The simulated scene covers one complete
subswath of Sentinel-1 of about 80 km in ground range and
300km in along-track. The deformation is again generated
using the Okada model [30], assuming a fault with the approx-
imate orientation and location of the East Anatolian Fault, and
the temporal decorrelation is assumed constant with a value

of yremp = 0.7. The output resolution of the simulated results
is multilooked to a resolution of 200 x 200 m in azimuth and
ground range. Fig. 14 shows the retrieved spectral diversity
phase of the inserted deformation in the along-track direction,
the total error, the different components of the error, and the
compensation of the along-track deformation in the line-of-
sight interferogram as results of the simulation.

The decomposition of the error shows that the biases due
to azimuth ambiguities occur toward the two-look burst edges
and are mostly small compared to the main signal. The
strongest component of the error is the error due to receiver
noise. It is of random nature and shows a periodic spatial
structure, which depends on the bursts and the reflectivity. The
single-look interferogram in line of sight shows small phase
jumps at the edges of the bursts, which can be compensated
well with the measured deformation.

2) Glacier Scenario: The second scene is set over the
Petermann glacier in Greenland, a fast-moving glacier, fre-
quently observed by SAR satellites, for example, Sentinel-1 [3]
or TerraSAR-X [8]. Again, the simulated scene covers one
complete subswath of Sentinel-1 of about 80km in the
ground range and 300km in the along-track. The reflectivity
of a Sentinel-1 image acquired in December 2023 in the
ascending mode is exploited for the simulation. The temporal
decorrelation is set to yrgmp = 0.7 and the deformation is
taken from the Programme for Monitoring of the Greenland
Ice Sheet (PROMICE) dataset for winter ice velocities over
Greenland [36], [37]. The ice velocity field is transformed
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Fig. 15. Simulation results with the glacier scenario, covering approximately 300 km in azimuth (vertical) and 80 km in ground range (horizontal), multilooked
to a resolution of approximately 200 m x 200 m. Dotted and dashed horizontal lines indicate the extent of two overlapping two-look bursts and the respective
Doppler centroid frequencies, respectively. (a) Measured backscatter of the scene (sigma nought). (b) Retrieved spectral diversity interferometric phase. (c) Total
phase error. (d) Phase error due to receiver noise. (¢) Phase error due to azimuth ambiguities. (f) Single-look interferometric phase in line of sight. (g) Retrieved
zero-Doppler interferometric phase after removing the along-track deformation. For the spectral diversity phases in (b)—(e), one phase cycle corresponds to
a deformation of 3.59 m; for the single-look interferometric phases in (f) and (g), one phase cycle corresponds to a deformation of 12cm. The horizontal

dashed and dotted lines mark the extent of two overlapping bursts.

to absolute deformations corresponding to the planned revisit
time of ROSE-L of 6d, resulting in maximum (absolute)
deformations of about 16-m along-track and 5-m across-track.
The output resolution of the simulated results is multilooked
to a resolution of 200 x 200 m in azimuth and ground
range. Fig. 15 shows the results of the simulation. As in
the previous example, the results show the impact of the
different error sources on the retrieved signal, as well as
the successful compensation of the along-track component
of the interferometric phase in line of sight, which becomes
obvious with the disappearance of the phase jumps between
consecutive bursts.

The glacier tongue is highly decorrelated due to the
large deformation as no coregistration was applied in the
retrieval module. Note, however, that in areas with such large
deformation patterns, coherent or incoherent cross correlation
techniques are more suitable than interferometric techniques.
In contrast to the earthquake scenario, the main contribution
to the error in this scene is the biases due to the azimuth ambi-
guities. These become obvious in areas with low backscatter,
such as around the tongue of the glacier, and, in particular,
in areas corresponding spatially to the edges of the two-look
bursts. As expected, the contribution of the receiver noise
is particularly important in areas with low backscatter but
negligible in areas with a strong signal. This particular scene
represents an extreme case in terms of dynamic range, being
larger than 25 dB. It is worth highlighting the high reflectivity
of the middle part of the image, which is responsible for

the observed biases around the glacier tongue in Fig 15(b).
The biases show a periodic structure similar to the phase
in line of sight, which can be explained with the model of
the bias given in (17). This scenario is clearly a challenging
one and has been selected to show the limitations of the
technique in scenes with very heterogeneous reflectivities.
For such a scenario, additional processing steps would be
needed in order to either mitigate the biases introduced by
the azimuth ambiguities [38], [39], [40] or by masking the
areas where the signal-to-ambiguity ratio is smaller than a
predefined threshold [41].

V. CONCLUSION AND FUTURE WORK

This article has shown that the current design of the ROSE-L
system allows for measurements of the along-track deforma-
tion using a two-look ScanSAR approach, which allows a
retrieval accuracy beyond the performance that can be attained
with the azimuth spatial resolution. The proposed approach
shows a satisfactory performance for the current ROSE-L
system design, hence keeping the quality performance for the
nominal single-look image products. In order to be able to
exploit the two-look approach, the ground processor would
have to process a larger Doppler bandwidth, and consequently,
the data storage requirements would have to be duplicated in
the ground segment.

The final accuracy in the azimuth displacement retrieval
depends on the target position within the overlapped bursts
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and is limited by the two minima of the antenna pattern.
Since the accuracy also depends on the multilooking and the
radar backscattering coefficient of the scene, the difference
in performance can be minimized by increasing the number
of looks, however at the expense of spatial resolution. As an
example, with a resolution of 100 x 100 m in azimuth and
ground range, a mean accuracy of approximately 4.5 cm can
be achieved for a region with a mean backscattering coefficient
of —11dB. In a subsequent step, the proposed processing
approach allows the independent retrieval of the along-track
and across-track deformations, and therefore, the combination
of ascending and descending orbits would allow the retrieval
of a 3-D deformation map.

Further simulations (not shown) have been performed by
using an alternative antenna pattern, as suggested in [19].
In this case, the variability of the retrieval accuracy within
the burst is reduced. This comes at the expense of a reduced
peak antenna gain and thus results in a worse SNR and AASR
within the single-look bandwidth. Additional investigations
with alternative antenna patterns would be needed to evalu-
ate whether the impact on the single-look images could be
minimized.

The proposed approach might show significant phase biases
due to coherent azimuth ambiguities in areas with spatially
heterogeneous backscattering, as observed in the simulated
results over the Petermann glacier. In order to improve these
results, existing techniques to mitigate the azimuth ambiguities
at interferogram level will be investigated, similar as suggested
in [38], [39], and [40]. As another option, heavily biased
values could be masked before the analysis, similar to the
technique presented in [41] or by identifying them based
on the reflectivity of the single-look signal and the expected
space-variant ambiguity ratio considering the antenna pattern
and MAPS.

APPENDIX A
AZIMUTH DOPPLER BANDWIDTHS IN SCANSAR

As in a conventional stripmap SAR system, the azimuth
chirp rate, or Doppler rate of the azimuth chirp, for a ScanSAR
acquisition is given by

2
_z'veff
)\'FO

where v is the effective velocity, A is the wavelength, and
ro is the closest-approach distance. In ScanSAR, the temporal
extent of each focused burst iyt foc 1S related to the focusing
bandwidth By, k,,, and the ScanSAR burst duration Tiyrt raw
or the bandwidth of a target Biaree: as follows:

kay = 21

Tburst,foc - Bfoc/|kaz| - Tburst,raw
= (Bfoc - Btarget)/|kaz|'

As implied, the azimuth bandwidth of a target Biyge: (and
thus also the azimuth resolution) directly depends on the burst
duration Tpyst raw and both are connected by k,, with

(22)

(23)

Btarget = |kaz| ' Tburst,raw~
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Fig. 16. Time—frequency diagrams of single-look and two-look ScanSAR.

(Top) Single-look ScanSAR, the exemplary point marked with the dotted line
in the right burst is covered once. (Bottom) Two-look ScanSAR, the same
point is covered twice.

In order to have continuous coverage for all subswaths,
Tourst,foc 18 set to the ScanSAR cycle time Tiycpe, Tesulting in a
minimum single-look bandwidth Bijoox Of

Biiook = |kaz| ' Tcycle + Btarget (24)

which corresponds to the scenario shown in the top of Fig. 16.
According to (22), every target on ground can be covered
by more than one burst by enhancing the processed band-
width. The particular case shown in the lower time—frequency
diagram in Fig. 16, where every target is covered by two
different bursts, is referred to as two-look ScanSAR. With the
approximate linear relation between time and frequency, the
minimum required bandwidth for processing results in

Barook = 2. |kaz| ' Tcycle + Btargel- (25)

Fig. 16 also shows that the two looks occupy different parts of
the spectrum, leading to different Doppler centroid frequen-
cies. The separation of these two Doppler centroids can be
computed as

Af = |kal - Tcycle~ (26)

This spectral diversity is equivalent to different look angles and
can be used to compute the relative shift in azimuth between
two acquisitions.

APPENDIX B
DERIVATION OF THE SYSTEM NESZ

This appendix derives the assumed NESZ curve shown in
Fig. 3 from the system requirement for the NESZ given in
Table II and the antenna pattern given in Fig. 1. A factor that
additionally influences the system NESZ of ROSE-L is the
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SNR scaling due to the beamforming in the MAPS recon-
struction. The scaling factor ®w¢(f) after the reconstruction
of N channels is computed as [20]

S PP
N

where P;(f) is the jth beamforming weight used in the
reconstruction of the signal at azimuth Doppler frequency f.

The NESZ of the uncompressed data can then be
derived from the inverse of the normalized two-way antenna
gain G(f), scaled by ®n¢( f) and an arbitrary minimum NESZ
NESZin, such that

Pot(f) = 27)

Dye(f)
G(f) '

NESZi, is chosen in a way such that the requirement given
in Table II is tightly fulfilled. After compression with band-
width Bp, the NESZ of a target with a given Doppler centroid
frequency fpc is then given as

NESZg, (foc) = E[NESZ(f) - rect((f — foc)/Bp)]

where the operator E[-] indicates the computation of the mean
value.

NESZ(f) = NESZ i - (28)

(29)

APPENDIX C
ANALYSIS OF AZIMUTH AMBIGUITIES AFTER
RECONSTRUCTION AND FOCUSING

This appendix derives the impact of the reconstruction and
focuses on the power ratios of signal and azimuth ambigui-
ties. When mentioning the AASR in Section III, the power
ratio between ambiguities and signal after reconstruction and
focusing AASRy 3, is referred to. Explanations and notation
are largely based on [20], where the azimuth reconstruction
algorithm used for the investigations shown in this article is
presented.

The reconstruction algorithm uses N signals of bandwidth
B, = PRF to remove (N — 1) ambiguities from the main
signal, creating a reconstructed signal of bandwidth given
by (1). A signal of limited total bandwidth Bg, = Brec can
thus be reconstructed without residual ambiguities, whereas
any signal outside of this reconstructed bandwidth will remain
as ambiguity. The ambiguous signals will be scaled by mul-
tiplicative weights P(f) depending on the channel and the

reconstructed azimuth Doppler frequency interval f; = fo +
j-PRF,j=0,...,(N — 1), which are given by [20]
Pi(fo) Pia(f1) -+ Pin(fn-1)
Poi(fo) Pn(fi) -+ Pan(fn-1)
P(fo) = : . . (30)

Pai(fo) Pua(fi) -+~ Pun(fy_1)

Due to the set of weights depending on the interval of the
reconstructed azimuth frequency, the ambiguities have to be
analyzed separately for each interval. Under the assumption
of distributed scatterers, the ratio of azimuth ambiguities and
main signal in the reconstructed signal (denoted as AASRy)
depends on the power of the signal p, and the relevant ambigu-
ous contributions p,. Both are influenced by the antenna gain
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Fig. 17. Ambiguous contributions within the reconstructed signal. The main
signal (blue) is reconstructed in five intervals, shown by the dashed lines.
The magnitude of the ambiguities (dotted lines) depends on the reconstructed
interval due to the beamforming weights of the reconstruction.

and the weighting of the reconstruction filters P;(;, ) for the
relevant interval f;. Fig. 17 shows the contributions of the
main signal and the ambiguities for the reconstructed signal
in the case of ROSE-L.

In the case of distributed scatterers, the computation of
AASRy differs slightly from the equation given in [20],
where the respective ambiguous contributions e; are added
coherently. Here, due to the uncorrelated nature of the signals,
the computation is given by

Pa(f) S le(HP
ps(f) ps(f)
Focusing the signal with a Doppler bandwidth Bp corresponds
to the computation of the mean value over the processed
bandwidth for both signal and ambiguity power. The AASRy
of the focused signal with a given Doppler centroid frequency
Jfoc [denoted as AASRp, (fpc)] thus depends on the mean
signal power over the focused bandwidth p; p,(fpc) and is
given by

3D

AASRy(f) =

2. —
AASRBD(fDC)ZE[ZVk lex ()1 - rect((f — foc)/Bp)]

Ps.Bp (fpc)
(32)

where the operator E[-] indicates the computation of the mean
value. The resulting AASRp, (fpc) values for ROSE-L with
Bp = Biarger are shown in Fig. 4.

APPENDIX D
IMPLEMENTATION OF THE SIMULATION

The simulation consists of the four main steps shown in
Fig. 18 and can be split logically into a forward model (scene
generation module and radar module), which generates the raw
SAR data, and a simplified processing and analysis (retrieval
module and evaluation module), which retrieve the signal of
interest and compare it to the input.

The scene generation module creates a pair of synthetic
SAR images of a scene that is subject to a known deformation.
It takes as inputs as follows:
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Raw data generation 5 channels
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Fig. 18. Structure of the simulation. The scene generation module creates

an interferometric pair of synthetic SAR images, and the radar module
applies the effects of the multichannel synthetic aperture and the ScanSAR
acquisition mode. The retrieval module consists of a simplified focusing
and differential interferometric processing to retrieve the deformation values.
Finally, the evaluation module compares the retrieved deformation to the true
input deformation.

1) reflectivity image of a real acquisition or generated
clutter;

2) temporal decorrelation, e.g., obtained from the interfer-
ometric coherence of a real image pair or based on a
model;

3) 3-D deformation based on a
measurements.

model or real

It generates two complex SAR images of the same scene with
the given coherence and interferometric phase. It performs the
following steps sequentially.

1) Upsampling of the image to an azimuth sampling fre-
quency of asf = 15 - PRF,. This ensures access to the
Doppler bandwidth after the reconstruction (factor 5 to
PRF,;) and the inclusion of the left and right azimuth
ambiguities (additional factor of 3).

2) Generation of primary and secondary complex images
by multiplying reflectivity data with complex Gaussian
speckle according to the local temporal decorrelation,

3) Phase shift of the secondary acquisition according to the
deformation in range.

4) The 2-D interpolation of the secondary acquisition
according to deformation in azimuth and slant range.

For the sake of simplicity, a zero-baseline geometry is
assumed, and therefore, no geometric distortions related to the
scene topography are included in the simulation.

The radar module takes the two generated complex SAR
images as input and computes the corresponding raw data
considering the radar system characteristics. Hereby, the main
steps are given as follows:

1) defocusing the images via azimuth decompression;

2) multiplication of the antenna pattern in the range—
Doppler domain;

3) generation of the five azimuth raw data channels by mul-
tiplying with the corresponding residual bistatic impulse
responses H;(f) (see the following for the expression of
these filters);

4) decimation of each raw data channel in the azimuth
dimension by a factor of 15 to retrieve a signal with
a sampling equal to asf = PRF., (and thus introducing
coherent ambiguities);

5) addition of (independent) circular white Gaussian noise
realizations to each channel with noise power p;

6) cutting of the stripmap raw data in order to generate the
ScanSAR bursts.

The residual bistatic channel impulse responses in the Doppler
domain H;(f,,) for each channel i € {1,...,5} are given by
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the expression derived in [20]
T Ax? T Ax;
H;(f,) = St — i,
= o1 0 g0 )
(33)

where Ax; is the along-track distance of the ith receive
aperture’s phase center to the transmit aperture’s phase center,
A is the carrier frequency’s wavelength, and Ry is the closest
approach slant-range distance.

The injected noise power p, is constant over the spectrum
and can be computed with the minimum NESZ and adjusting
for the incident angle 6;,. as

_ NESZpiy

34
sin Gy 34

Pn

The retrieval module implements a simplified processing
chain including two-look and modified single-look processing
as shown in Fig. 2. The main steps are given as follows:

1) MAPS reconstruction;

2) focusing and azimuth antenna pattern compensation;

3) burst-wise computation of the interferograms;

4) multilooking;

5) two-look interferometric processing;

6) along-track deformation retrieval;

7) interpolation of the secondary image to remove along-
track deformation,;

8) interferometric processing and mosaicking of the pri-
mary and phase corrected secondary single-look acquisi-
tions, obtaining the zero-Doppler interferometric phase.

Here, as a main result, the along-track deformation and the
zero-Doppler deformation are obtained. Note that for the
along-track deformation retrieval, a simplified phase unwrap-
ping is applied, which uses information about the integer phase
cycle obtained from the nominal deformation.

The evaluation module finally compares the retrieved prod-
ucts with the nominal ones in order to evaluate qualitatively
and quantitatively the performance of the retrieval approach.

The different contributions to the total error can be com-
puted by modifying the ingested errors in the radar module
for different simulations and then comparing their outputs.
To determine the contribution of the thermal noise only, the
error difference of simulations with and without thermal noise
is computed, whereas for determining the influence of azimuth
ambiguities, the errors of an ambiguity-free signal and one
with ambiguities are compared. The ambiguity-free signal is
hereby simulated by limiting the oversampled signal to a
bandwidth of B =5 - PRF,.
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