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Observing Seasonal Variabilities of a Permafrost
Landscape With PolSAR, InSAR and Pol-InSAR
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Abstract—Synthetic aperture radar (SAR) remote sensing is an
established approach for observing Earth processes. The combina-
tion of different types of SAR acquisitions in polarimetric, inter-
ferometric, and polarimetric-interferometric frameworks is well
studied for retrieving parameters of certain landscape features,
such as forests and glaciers. These frameworks have only been
rarely applied to permafrost regions, characterized by particular
dielectric and structural properties, in particular frozen ground.
Here, we investigate the effect of permafrost characteristics on the
different SAR imaging modes. This study performs an analysis of
the SAR data retrieved during an airborne campaign conducted by
the German Aerospace Center (DLR) in the Canadian low Arctic.
Established polarimetric SAR, SAR interferometry, and polari-
metric SAR interferometry techniques are applied on the region of
interest. For each of these techniques, results are analyzed in several
dimensions. Winter and summer observables are compared, the
influence of vegetation type is assessed, and differences between
results obtained at different radar frequencies are shown. This
study leads the path toward the retrieval of soil and vegetation
parameters in permafrost tundra environments using multimodal
SAR techniques.

Index Terms—Airborne synthetic aperture radar (SAR), frozen
soil, SAR Interferometry (InSAR), penetration, permafrost,
polarimetric SAR interferometry (Pol-InSAR), polarimetric SAR
(PolSAR), synthetic aperture radar.

I. INTRODUCTION

R EMOTE Sensing from airborne and spaceborne platforms
has the capability to provide large and continuous spatial

coverage of remote regions around the globe and is therefore
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ideal for permafrost studies [1], [2]. In particular, Arctic per-
mafrost regions have gained increasing attention in the context
of global change and rising air temperatures. While permafrost
thaw has the potential to release large amounts of previously
frozen organic carbon, contributing to greenhouse gas emis-
sions, there remain significant uncertainties about the timing,
magnitude, and overall climate impact [3], [4], [5]. This makes
the monitoring of Arctic permafrost state a critical topic.

Permafrost is defined as material that remains below 0◦C for at
least two consecutive years. Permafrost landscapes are typically
covered by a layer of snow during winter, while in summer
they are characterized by a seasonal upper layer, known as the
active layer, which thaws and refreezes annually. Vegetation
plays a crucial role as a surface cover and buffer, influencing
heat exchange between the subsurface and the atmosphere [6].
The presence of vegetation, along with snow cover, leads to
significant variations in surface properties, as the dielectric
properties of the surface alter with the freezing and thawing
cycles, influencing how it interacts with radar and other remote
sensing techniques [7], [8]. Furthermore, as the porebound water
within the active layer undergoes seasonal phase transitions
between water ice and liquid water, the associated reduction
of the effective pore space volume of this water as it melts
translates into seasonal subsidence of the ground surface, while
the increase of this water volume as it freezes leads to seasonal
heaving of the ground surface [9].

As permafrost is characterized by the thermal state of the soil
subsurface, most remote sensing techniques can only infer its
properties indirectly. This typically includes monitoring above-
ground features, such as snow and vegetation characteristics, or
surface features like freeze/thaw cycles and surface deformation
at seasonal and long-term time scales. Synthetic aperture radar
(SAR) is a valuable technique for permafrost monitoring in
several aspects. The radar signal is sensitive to changes in soil
moisture and dielectric properties, allowing for the spatial and
temporal mapping of freeze/thaw transitions [10]. SAR imagery
is also sensitive to the landscape structure (topography, distribu-
tion of scatterers in height), as well as the type and orientation
of the individual scatterers in this landscape [11], [12]. Finally,
SAR has the advantage of operating almost independently of
weather conditions, unlike optical sensors, making it reliable
for year-round data collection. In the past years, different target
parameters that are characteristic for permafrost have been in-
vestigated using various techniques, as detailed in [1], [2]. Radar
backscatter is used to detect and map the freeze/thaw status of the
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soil, both spatially and temporally. Indeed, the freezing of wet
soils induces a decrease of its liquid water content and therefore
of its relative permittivity, leading to a drop in radar backscatter
of several dB [7]. This characteristic allows the mapping of
surface freeze–thaw cycles by detecting a substantial decrease in
SAR backscatter within a season [8]. Different studies focused
on the estimation of the seasonal freeze/thaw transition date [13]
or emphasized the modeling of the seasonal backscatter thresh-
olds [14]. At larger wavelengths, the combination of a multilayer
model with backscatter observations was used to estimate the
active layer thickness and the soil dielectric profile from P-band
airborne data [15].

In addition, polarimetric SAR (PolSAR) studies associated
the frozen and thawed conditions of the landscape with vari-
ations in polarimetric descriptors, which reflect different scat-
tering mechanisms. Investigations included eigenvector-based
decomposition (entropy/alpha approach in [16], [17]) or model-
based decomposition (Freeman–Durden approach in [18]).

Repeat-pass differential SAR interferometry (DInSAR) re-
cently became a popular tool to monitor elevation changes
related to heaving and subsidence of the active layer in per-
mafrost areas [19], [20]. Associated with a ground model, the
DInSAR derived seasonal subsidence has been related to the
active layer thickness [21], [22]. Excess ground ice at the top of
the permafrost has been identified from late-season subsidence
detected with DInSAR [23], [24]. Long-term deformation trends
retrieved from multiannual DInSAR have been associated with
permafrost degradation [25], [26]. While the differential inter-
ferometric signal related to soil deformation is of interest and
is studied in several research groups [21], [22], [23], [25], [26],
[27], [28], [29], there is currently no study investigating the SAR
interferometry (InSAR) observables derived from a short term
cross-track spatial baseline.

In the past years, remote sensing of permafrost studies have
been relying on data from SAR systems operating at various
frequencies, mostly at X-band (TerraSAR-X), C-band (ERS,
Radarsat-2, Sentinel-1) and L-band (ALOS). Only a limited
number of studies consider combining SAR data at several
frequencies. Part of these studies computed estimates at each
frequency individually and compared them at a later stage. This
includes comparing scattering characteristics at X-, C-, and
L-band in [30], and at C- and L-band in [31], as well as estimating
seasonal subsidence at X- and C-band in [29] and [28], and X-,
C-, and L-band in [20]. Only two studies combined the SAR
data early on in a model to estimate the final output. In [32],
X- and C-band polarimetric data was combined to produce a
landcover classification over Richards Island, Canada. In [33],
airborne L-band DInSAR and P-band PolSAR parameters were
used to estimate active layer thickness and a soil moisture
profile for several sites in Alaska and Canada. Most of these
studies were based on satellite data, with sensors onboard of
different platforms. Combining such data faces the challenges
of different observation periods and of the different acquisition
geometries (incidence angle, spatial resolution). These issues
can be circumvented by using an airborne dataset where all
frequencies are acquired simultaneously, as proposed in this

TABLE I
TYPICAL VEGETATION HEIGHT FOR THE DIFFERENT

VEGETATION TYPES AT TVC

paper. The multifrequency dimension investigated in this study
adds another innovative aspect.

In this article, we propose a comprehensive polarimetric, in-
terferometric, and polarimetric–interferometric analysis at sev-
eral frequencies of a selected test site, imaged under successive
frozen and thawed conditions.

The rest of this article is organized as follows. The SAR
and airborne laser scanning (ALS) datasets used throughout this
article are described in the Section II. The different investigation
methods are presented in Section III, ranging from established
polarimetric techniques [entropy/alpha, copolar phase differ-
ences (CPD) and polarimetric change analysis] in Section III-A,
to interferometric coherence and polarimetric SAR interferom-
etry (Pol-InSAR) coherence region parameters in Sections III-B
and III-C, respectively. The results are analyzed in Section IV,
with a particular attention to the variations of the observables
with SAR frequency (X-, C-, and L-band), season (summer and
winter), and vegetation type.

II. DATA

This section describes the test site and the different remote
sensing data that was used in this article. The dataset consisted
of two sources: the airborne SAR dataset (see Section II-A) and
the ALS dataset (see Section II-B).

Both datasets were acquired over a test-site located in the Trail
Valley Creek catchment (TVC) in the Northwest Territories,
Canada (68.7◦N, 133.5◦W). This site belongs to the continuous
permafrost zone at the transition between boreal forest and
tundra, with permafrost reaching 100 to 150 m thickness [34],
[35]. The site features gently rolling hills covered by low-shrub
tundra vegetation and some isolated trees. Grünberg et al. [36]
described in details the different vegetation types at TVC. Table I
shows the typical vegetation height for the vegetation types that
are most relevant in this study.

Thirty years of climate records in Inuvik, covering the 1991–
2020 period, indicate an average air temperature of −7◦C and
an average of 250 mm total precipitation (snow and rainfall) per
year [37]. In winter, the ground and the vegetation are predom-
inantly frozen, and covered with snow. In summer, the active
layer depth varies spatially between a few decimeters and about
1 m across the site. The active layer is completely below zero
degrees in winter. The choice of the TVC test site was motivated
by the manifold ground measurements and studies led by various
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TABLE II
SUMMARY OF SAR PARAMETERS

research institutions, which have already established TVC as a
important location for permafrost research. Investigation topics
include hydrology [31], [38], snow properties [39], [40], [41],
greenhouse gas fluxes [42], vegetation [43] and the link between
these parameters and permafrost characteristics [36], [44].

A. Multifrequency Pol-InSAR Dataset

This article is based on the airborne SAR dataset acquired
by the DLR’s F-SAR sensor in the frame of the Permafrost
Airborne SAR campaign in summer 2018 and winter 2019 [45].
The campaign aimed at investigating the interaction between
frozen soils and radar waves with various characteristics. Several
sites were imaged in Canada in order to cover a North–South
gradient corresponding to the transition between arctic tundra
and continuous permafrost landscapes in the North to boreal
forests over discontinuous permafrost in the South. In this article,
we considered the northernmost site, which covers the TVC
catchment. Over a scene of approximately 14 km by 5 km,
DLR’s F-SAR sensor was operated at X-, C-, and L-band,
with respective wavelengths of 3.1 cm, 5.7 cm and 22.6 cm.
Fully polarimetric data was acquired and tracks with several
spatial baselines were flown within one day, allowing to form
a polarimetric SAR interferometric dataset. The SAR data was
processed and calibrated at the German Aerospace Center [46].
Specifically, the data considered in this study has following
parameters, as summarized in Table II.

1) Frequency: X-, C-, and L-band.
2) Polarimetry: The acquisitions were fully polarimetric

(HH, VV, HV, VH).
3) Interferometry: At each frequency, we built single-

baseline interferograms to form an InSAR and a Pol-
InSAR dataset. For each pair, the spatial baseline was
chosen such that the vertical wavenumber is similar in
between frequencies (see Table II). The temporal baseline
associated with each pair is shorter than 2 h for L-band,
shorter than 1 h for C-band and approximately half an hour
for X-band.

4) Spatial resolution: Submeter for all frequencies (see
Table II for details).

5) Season: We considered both the summer dataset (acquired
in August 2018) and the winter dataset (acquired in March
2019).

6) Zone: We considered a smaller region of interest (ROI)
within the SAR footprint, covering the Trail Valley Creek
Research station and Siksik Creek.

7) Weather conditions: Hourly records at the Trail Valley me-
teorological station indicated little to no rain (maximum
1 mm) on the days before the summer flight, suggesting
dry conditions. For the winter dataset, we assume dry snow

Fig. 1. Pauli representation of the ROI within the radar footprint. The left
column contains the summer acquisitions at (a) L-band, (b) C-band, and
(c) X-band. The right column contains the winter acquisitions at (d) L-band,
(e) C-band, and (f) X-band. The Pauli RGB scale takes HH-VV intensity in the
red channel, HV + VH intensity in the green channel and HH + VV intensity in
the blue channel. Each of the six Pauli images is scaled individually.

conditions based on the study in [47], which confirmed the
absence of liquid water in the snowpack during the F-SAR
flight (23rd of March 2019). In addition, air temperatures
remained consistently below −5.8◦C before and during
the overflight.

The polarimetric Pauli representations provide a first qual-
itative description of the type of scattering occurring inside
the scene, and are obtained by arranging the four possible
polarimetric channel combinations into relevant linear combi-
nations. The Pauli images over the ROI, in summer and winter,
and for each frequency, are represented on Fig. 1. RGB Pauli
images can be understood as such: blue (HH+VV) is associated
with surface scattering, red (HH-VV) with dihedral scattering
and occurring typically at ground-trunk interfaces, and green
(HV+VH) corresponds to volume scattering, typically coming
from multiple scattering interactions within the vegetation. Note
that each Pauli image has been scaled individually, therefore the
intensity of these scattering mechanisms are to be understood
relatively to each other, within one scene.

On Fig. 1, the summer scenes indicate a strong contrast be-
tween the lakes, and the land and vegetated areas. The lakes ap-
pear black, indicating low backscatter. The areas with short vege-
tation appear in blue–gray indicating rough surfaces, while areas
with taller vegetation (trees, streams with riparian shrubs) appear
brighter. Larger wavelengths exhibit larger contrast within the
scene. In winter, the lakes are frozen and appear bright as scatter-
ing occurs in the ice. The land appears, like in summer, as rough
surface and exhibits a combination of scattering mechanisms.
All wavelengths show a stronger contrast within the scene in
winter compared to the summer Pauli representations. Green
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Fig. 2. Datasets derived from the ALS survey have been transferred into the radar geometry and restricted to the ROI. From left to right, the maps are following:
(a) DTM [48], (b) vegetation height [48], (c) snow depth [50], and (d) vegetation classification. Only the vegetation types that are considered in this article are
shown in the legend of the vegetation classification. Invalid points have been masked out and appear in white in (a)–(c).

stripes at C- and X-band correspond to areas with deeper snow
accumulating at the back of slopes.

B. Airborne Laser Scanning Dataset

In parallel with the summer 2018 airborne SAR data acqui-
sition, the Alfred Wegener Institute (AWI) conducted an ALS
survey at the TVC site on the 20th August 2018. A digital
terrain model (DTM) and vegetation height map were derived
from the waveform analysis [48]. We reprocessed the ALS
point cloud of summer 2018 with the same methodology in a
bigger spatial extent to cover the complete SAR footprint. In
addition, we implemented a refined methodology based on the
approach described in [49] to create a high-resolution vegetation
classification map for the SAR footprint. Unlike the previous
version, which combined ALS products with 10 m resolution
RGB orthophotos, the updated map was generated exclusively
using ALS-derived data. The methodology was enhanced by
incorporating additional variables, such as amplitude and echo
width, along with previously utilized data like the DTM and
vegetation height. The updated classification improved spatial
resolution from 10 m to 1 m, resulting in significantly increased
detail and accuracy. Additional ALS acquisitions were per-
formed during the winter season, on the 10th April 2019, and
a snow depth map was derived from the elevation difference
between the snow-free and the snow-covered DTMs [50], [51].
The snow map covers a transect of the whole SAR footprint,
and a large part of the ROI as can be seen on Fig. 2. All maps
are derived at 1 m × 1 m resolution, and are backgeocoded
into the geometry of the radar scene. The DTM was used as
reference topography for the SAR processing. The DTM, the
vegetation height map, the vegetation map and the winter snow
map were used in this article to support the radar analysis and
the interpretation of the results. Fig. 2 represents these datasets
in the radar geometry over the ROI, covering the same area and
geometry shown in Fig. 1.

III. METHODS

The following section describes the methods used to investi-
gate the SAR dataset in conjunction with the ALS products.

A. SAR Polarimetry

Several established polarimetric techniques were investigated
to evaluate the scattering over the scene.

1) Entropy/ Alpha: Entropy/ alpha angle decomposition is
a common polarimetric method based on the eigenvectors of

the polarimetric coherency matrix, which is derived from the
fully polarimetric acquisitions in the Pauli basis. As described
in [12], the entropy H corresponds to the randomness of the
scattering process at the given pixel, while the mean alpha
angle ᾱ represents the mean type of scattering mechanism. Low
entropy values (close to 0) indicate a single type of scattering
mechanism, while larger entropy values (close to 1) corre-
spond to a larger number of significant scatterers. The mean
alpha angle varies between 0◦ and 90◦. Small ᾱ values, around
the lower limit 0◦, indicate surface scattering, while larger ᾱ
values, and at maximum 90◦, are characteristic for dihedral
scattering. Intermediate values (40◦ to 50◦ [12]) associated with
high entropy values correspond to the scattering produced by a
volume of scatterers, for instance the multiple scattering within
a heterogeneous medium such as vegetation.

2) Copolar Phase Differences: The propagation of radar
waves in an anisotropic medium, such as snow can result in a
polarisation-dependent polarization speed, leading to a phase
difference between HH and VV images. The work in [52]
and [53], for instance, related these copolar phase differences
(CPD) at L-band and X-band, respectively, to the dielectric
constant of the snow along different directions (which depend
on the snow density and the anisotropy of the snow grains),
the snow depth and the radar parameters (incidence angle,
radar wavelength). CPD from propagation into snow increase
in absolute value for increasing local incidence angle, affect-
ing their interpretation, in particular in slopes where the snow
accumulates because of strong winds. We computed the CPD,
as Φc = ΦHH − ΦV V , and compared it qualitatively with the
snow depth derived from the ALS dataset.

3) Change Analysis: The polarimetric change analysis
method we considered was originally developed for agriculture
and crop growth monitoring [54]. This method retrieves the
type and amount of change between the two fully polarimetric
SAR images to be compared by maximizing the polarimetric
contrast measure between the two images. Note that this method
takes as input two coherency matrices to be compared. In our
case, we computed them (1) from fully polarimetric single look
complex images (SLC) at two different seasons and (2) from
the coherency matrices averaged over all the pixels of a certain
vegetation class. The optimization reduces to a generalized
eigendecomposition problem, where the generalized eigenval-
ues λ1, λ2, and λ3 correspond to the maximum, intermediate,
and minimum polarimetric contrast. The eigenvectors w1, w2,
and w3 correspond to the polarizationstates associated with
the eigenvalues. If the coherency matrices to be compared are
defined in the Pauli basis, the eigenvectors wi are as well and
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they can be related to physical scattering mechanisms. Further-
more, the eigenvalues indicate the direction of change between
both images: eigenvalues larger than 1 indicate an increase in
backscattered power, while eigenvalues smaller than 1 indicate
a decrease in backscattered power. Alonso-González et al. [54]
defines two indicators pinc and pdec that represent the change
information in an aggregated way by weighting the optimized
polarization states by their associated change intensity

pinc =

⎡
⎣

]∑
i|λi>1

(10log10λi)
2 ·wiw

∗
i

⎤
⎦
1/2

(1)

pdec =

⎡
⎣

]∑
i|λi<1

(−10log10λi)
2 ·wiw

∗
i

⎤
⎦
1/2

. (2)

In (1), the logarithmic term with λi represents the intensity of
the change in dB. wiwi

∗ refers to the elementwise product of
the eigenvector, which captures the influence of the polarization
state. pinc and pdec integrate the information on the amount of
change by their intensity and the type of change by their color
when represented as RGB.

B. SAR Interferometry

InSAR adds sensitivity to the distribution of scatterers in
the vertical dimension. In the tundra permafrost case, this is
particularly interesting as potential scattering or propagation
within the frozen soil volume (winter case) could potentially be
detected as volume decorrelation or as a negative phase center
height with respect to the ground. Generally, heterogeneties
or larger penetration depths possibly indicate the presence of
ground ice, which is a critical parameter of permafrost land-
scapes, corresponding to potential locations of future ground
degradation. In order to achieve this, penetration into the frozen
ground from SAR must first be observed. As information about
the distribution of scatterers in height is contained both in the
norm and in the phase of the interferometric coherence, we
considered complex interferometric coherences, computed from
single baseline pairs.

1) Interferometric Coherence: The interferometric complex
coherence is estimated starting from two coregistered SLC
images. The total complex coherence can be expressed as the
product of several contributions [11], [55], [56]

γ = γbaseline · γSNR · γtemporal · γvol. (3)

In (3), γbaseline is the baseline decorrelation, γSNR the thermal
noise decorrelation, γtemporal the temporal decorrelation, and
γvol the volume decorrelation. The volume decorrelation γvol

accounts for the structure of the scatterers in the height direction,
which includes penetration into natural volumes. γvol is the only
complex parameter of (3) and is defined according to

γvol = eiφ0

∫ zmax

zmin
f(z)eikzz dz∫ zmax

zmin
f(z) dz

. (4)

In (3), φ0 is the reference phase associated with the origin of
the vertical z-axis, and f(z), the vertical reflectivity profile,

depends on the distribution of scatterers along the vertical axis
and is defined between zmin and zmax. The vertical wavenumber,
denoted by kz , is a term depending both on the geometry of the
acquisition and the radar signal

kz =
4π

λ

Δθ

sin(θ)
(5)

where θ is the incidence angle, Δθ is the difference of incidence
angle between two acquisitions, and λ is the radar wavelength.
The vertical wavenumber drives the vertical sensitivity of an
interferometric pair.

As γvol is the variable of interest, various corrections were
performed on the estimated interferometric complex coherence
in order to isolate this parameter.

1) Baseline decorrelation was not negligible for our choice of
baselines. We therefore performed range spectral filtering
with range blocks: for each block, we selected the over-
lapping part of the range spectrum of each SLC. The flat
Earth phase (i.e., the phase caused by the varying distance
between each pixel and the sensor, which increases from
near to far range) and the topographic phase were compen-
sated during the range spectral filtering process [57]. After
this step, the baseline decorrelation term was expected to
be 1.

2) The coherence loss due to thermal noise decorrelation is
given by

γSNR =
1

1 + SNR−1 (6)

where SNR is the signal-to-noise ratio, computed from the
noise-equivalent sigma zero provided by the system.

3) The temporal decorrelation was deemed negligible within
the time in between the two flights given the temporal
baselines described in Section II-A, i.e.,: γtemporal ≈ 1.

The coherence retrieved after these corrections will be called
a “corrected coherence” γcorr in this article, and it should entail
mostly contribution from γvol.

2) Interferometric Phase: After flat Earth phase and topo-
graphic phase correction, the interferometric phase indicates the
phase center height at each pixel, which is a function of the ver-
tical reflectivity profile only. Indeed, motion compensation was
applied to account for the deviation of the airplane tracks from a
straight light path, as these deviations can produce unwanted
interferometric phases. This motion compensation procedure
includes two steps (first order motion compensation, residual
motion error compensation) that are described in [46]. These
corrections were performed prior to this study. Since we assumed
that the residual phase due to possible remaining baseline errors
is changing slowly in the spatial domain, it was possible to
calibrate the InSAR phases at L-band using a scatterer with
known height and then relate the calibrated phases to a phase
center height. We used a corner reflector, which was present on
the scene for both summer and winter campaigns, as a phase
reference and restricted the analysis of the calibrated InSAR
phases to the vicinity of this corner reflector (a square of 800 m
centered around the corner reflector). The corner reflector was
installed on the ground, at a fixed height, and was not moved
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Fig. 3. Scheme of the Pol-InSAR coherence region at a single pixel. The
black line is the shape of the coherence region. The extent in norm and phase
are marked by the blue and green arrows, respectively.

between both campaigns. This analysis was only performed on
the L-band data as the penetration of the radar wave into the
frozen ground is expected to be deeper for larger wavelengths.

C. Polarimetric SAR Interferometry

In the Pol-InSAR framework, the concept of coherence region
is a useful descriptor of the scattering inside the scene [58]. It
consists in the representation, in the complex plane, of the set
of interferometric coherences that can be retrieved for all the
possible polarization w. In particular, the Pol-InSAR coherence
phase value at a given polarization is related to the phase center
height for this polarization. Further on, considering several
polarisation leads to the localisation of these phase center heights
relatively to one another. The coherence region provides insights
into the vertical distribution of scatterers for different scattering
mechanisms.

Therefore, the shape of the coherence region, which depends
on the scatterers in the considered pixel and the acquisition
parameters, is a parameter of interest. The shape of the coherence
region is characterized by the norm and the radial extent [59].
For example, in vegetated areas, the phase extent can reveal
canopy height variations, while in icy landscapes, it can indicate
subsurface scattering characteristics. The Pol-InSAR coherence
region shape parameters are computed as follows. From the two
fully-polarimetric scattering vectors in the Pauli basis at each end
of the baseline, the individual coherency matricesT11 and T22 as
well as the polarimetric interferometric matrixΩ12 are computed
as described in [59]. Let us define the whitened matrix Π =

T
−1/2
M Ω12T

−1/2
M where TM = 1/2(T11 + T22). The whitening

operation ensures that the coherence region can be expressed as
the field of values of the matrix Π, which represents all possible
coherence states across different polarizations, illustrating the
scattering diversity within a pixel. The polarization states op-
timizing coherence norm and phase can be retrieved from the
eigendecomposition of the elements of the polar decomposition
of Π.

Fig. 3 presents a schematic of the coherence region and its
shape characteristics: the norm extent Δ|γ| and the phase extent
Δφ. To account for the variations of the vertical wavenumber kz

Fig. 4. Polarimetric entropyH (no unit). The left column contains H computed
from the summer acquisitions at (a) L-band, (b) C-band, and (c) X-band. The
right column contains H computed from the winter acquisitions at (d) L-band,
(e) C-band, and (f) X-band.

within the zone of interest, we translated the phase extent into
the associated height extent: Δh = Δφ/kz .

It has to be noted that the coherence region extent in phase
is a relative measurement, independent from the absolute phase
calibration. In our case, this allowed to retrieve information on
the entire scene and not restrict the analysis spatially to the
vicinity of the corner reflector.

IV. DATA ANALYSIS

For all methods described in the previous section, we analyzed
the variability of the products in several dimensions as follows.

1) The three frequencies: X-, C-, and L-band.
2) Both seasons: summer and winter.
3) The most relevant vegetation classes.

A. SAR Polarimetry

1) Entropy/ Alpha: Plots of the scattering entropy and mean
alpha angle are shown on Figs. 4 and 5. Fig. 6 combines the 2-D
contour plots of the entropy with respect to the mean alpha angle
for each vegetation type separately. The lines of the contour plots
indicate a fixed density threshold, while the points correspond
to the maximum of the density distribution.

For all bands, the scene presents lower H and ᾱ values in
winter compared to summer, which can be interpreted as a
change from more volume-like scattering in summer to surface-
like scattering in winter. This trend was already observed in
previous studies, such as at C-band in [16] and [17]. In winter,
the vegetation is mostly frozen and therefore it appears more
transparent in term of scattering. This could explain the overall
decrease of H and ᾱ.

The heterogeneities observed over the scene in Figs. 4 and
5 justify to consider vegetation types separately. Taking now
into account the vegetation type, the 2-D contour plots of H /ᾱ
show various sensitivity depending on the frequency and season.



SAPORTA et al.: OBSERVING SEASONAL VARIABILITIES OF A PERMAFROST LANDSCAPE WITH POLSAR, INSAR AND POL-INSAR 10739

Fig. 5. Mean alpha angle ᾱ, in degrees. The left column contains ᾱ computed
from the summer acquisitions at (a) L-band, (b) C-band, and (c) X-band. The
right column contains ᾱ computed from the the winter acquisitions at (d) L-band,
(e) C-band, and (f) X-band.

Overall, taller vegetation classes show higher H and ᾱ values
than shorter vegetation classes. The vegetation diversity is most
present at L-band, where all contour plots are more separated
than at X- and C-band. At higher frequencies (C- and X-band) the
variability among vegetation types is higher in winter compared
to summer. This can be interpreted in the following way: in
summer, the relatively dense vegetation saturates H and ᾱ to,
respectively, high and medium values that are characteristic
of volume scattering. The SAR signal is only sensitive to the
upper part of the canopy, and therefore vegetation types are
not distinguishable. In winter, the vegetation is partially frozen
and therefore more transparent, and the SAR signal is sensitive
to the whole plant up to the ground. This could explain why
different vegetation types can be better separated in winter. It
has to be noted that at the frequency bands operated by the
F-SAR sensor, the absorption and scattering in dry snow are
generally considered negligible compared to the contribution
from the ground below it [60]. In the event of above zero
temperatures, the presence of ice inclusions in the snow could
have an influence on the scattering, depending on the relative
size of the snow grains and the radar wavelength. This would
translate into an increase of the entropy and mean alpha angle,
and this effect, though possibly present, would not explain the
overall decreasing trend we observed [52]. Propagation effects in
the snow could have a small influence on H/ᾱ values. Indeed, as
detailed in Section III-A2, the differential wave propagation at
H and V polarizations through a snow layer with anisotropic
structure can lead to different phase terms at HH and VV.
This can lead to a change in the effective scattering matrix as
measured by the SAR sensor, making it differ from the scattering
matrix below the snow. This can in turn change the eigenvectors
of the coherency matrix and therefore have an influence on the
ᾱ, as explained in [59].

2) Copolar Phase Differences: CPD plots over the ROI are
shown on Fig. 7. In summer, the CPD at L-band shows features
along the streams where dense riparian shrubs grow and on

(a) (b)

(c) (d)

(e) (f)

Fig. 6. 2-D H/ᾱ distribution. The left and right columns contain the results
in summer and winter respectively. (a), (d) Top, (b), (e) middle, (c), (f) and
bottom rows correspond to L-, C-, and X-band, respectively. The lines represent
contour plots at a fixed density threshold, chosen to be 0.1, and the points locate
the density maxima. For each plot, the vegetation types are ordered overall with
increasing vegetation height, where lichen is the type with the smallest height
and tree the type with the largest height. The gray lines on each plot delineate
the achievable H/ᾱ values.

the tree patch. This can be explained by the double-bounce
occurring at the ground-trunk interfaces on these zones. C-band
and X-band however exhibit much weaker CPD in summer. In
winter, the trend is opposite, and X-band in particular shows
recognizable CPD features. Topography or vegetation double-
bounce effects can be excluded as this would also be visible in the
summer map. Some linear features with large CPD (both positive
and negative) can be associated with streams and backslopes
where the snow accumulates, as can be seen on the snow depth
reference map (see Fig. 2). As detailed in Section III-A, CPD
can be caused by the propagation through an anisotropic media
inducing a differential propagation for different polarization.
In particular, a volume of nonspherical particles, such as fresh
snow or firn, can be modeled as oblate and prolate spheroids
and are expected to lead to negative and positive CPD (in our
convention) [53]. The observed CPD on the ROI could be caused
by this effect.

3) Change Analysis: We performed the polarimetric change
analysis in two separate frames. On the one hand, we retrieved
the seasonal change by applying the change analysis to the
coherency matrices of winter and summer. On the other hand, we
compared the vegetation types between each other by applying
the change analysis to the mean of the coherency matrix, at
fixed band and season, averaged over all the pixels of a given
vegetation type.
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Fig. 7. CPD (in degrees). The left column contains the summer acquisitions
at (a) L-band, (b) C-band, and (c) X-band. The right column contains the winter
acquisitions at (d) L-band, (e) C-band, and (f) X-band.

Fig. 8. Polarimetric change analysis: seasonal changes. The left column
represents pseasonal

inc (scaling from 1 to 3 dB) the right column represents pseasonal
dec

(scaling from 1 to 10 dB). The RGB colors correspond to the Pauli basis: red
corresponds to the HH-VV channel, green to VH+HV and blue to HH+VV.
White zones are invalid or saturated pixels. (a) and (d) Top, (b) and (e) middle,
and (c) and (f) bottom rows contain L-, C-, and X-band results, respectively.

1) Seasonal change: The seasonal change analysis is applied,
for each band separately, to the coherency matrix of winter
and the coherency matrix of summer at each pixel. The
change analysis results in three pinc maps, denoted by
pseasonal

inc , and three pdec maps, denoted by pseasonal
dec ; these

six maps are shown on Fig. 8. The dark pseasonal
inc and

bright pseasonal
dec indicate that all bands show a decrease from

summer to winter in backscattering power of several dBs.
Comparing bands, L-band shows the strongest decrease,
while X-band shows the weakest. The predominant green
color of all three pdec maps indicate that the change occurs
mostly at HV+VH, i.e., cross-polarization. This can be
related to the decrease of the scattering due to the vege-
tation when it freezes, as could already be observed from

Fig. 9. The results of the polarimetric change analysis applied to different
vegetation types can be organized into a matrix, where the upper diagonal
contains the p

veg
inc values and the lower diagonal the p

veg
dec values, in the Pauli

RGB basis.

H/ᾱ in IV-A1. Features that can be attributed to vegeta-
tion types can be recognized. For instance, the brightest
zones in the L-band pseasonal

dec encompass tall shrubs, ri-
parian shrubs and tree areas, which are the zones with
the tallest vegetation. This suggests that at L-band, taller
vegetation types experience the largest decrease in volume
and double-bounce scattering, which indicates that these
vegetation stands become more transparent to the radar
wave. On the contrary, some features corresponding to
streams and riparian vegetation appear as darker patches
within the X-band and C-band pseasonal

dec maps, suggesting
that the decrease in power for those zones is not as severe
compared to other vegetation types.

2) Change between different vegetation types: The vegeta-
tion types are compared with respect to each other, at fixed
season and band. Because the algorithm is applied to the
mean coherency matrix over all pixels of each vegetation
classes, the spatial information is aggregated into a single
value: from one vegetation type to another, there is a single
pinc and and a single pdec value, respectively denoted by
pveg

inc and pveg
dec. These values can be organized into matrices,

as depicted on Fig. 9. The resulting matrices for each com-
bination of band and season are shown on Fig. 10. For all
arrays, brighter pixels at the top right corner indicate that
vegetation types with larger heights (riparian shrub, trees)
have overall a larger backscattering power compared to
smaller vegetation types. These changes mostly take place
in the VH+HV (green) and HH-VV (red) bands. These
observations are consistent with the expected scenario
where an increase of volume and double-bounce scattering
components are obtained for increasing vegetation height.
Patterns are similar for all arrays, with higher intensities
at L-band compared to C- and X-band. It is interesting to
note that, at X- and C-band, the contrast between short and
large vegetation types is stronger in winter than in summer.
This is consistent with the observation over H and ᾱ in
IV-A1: at higher frequencies, there is a saturation and the
vegetation type is not a discriminating factor. In winter
however, polarimetric indicators show a higher sensitivity
to the vegetation type which can be due to the increased
penetration into the frozen ground and the frozen canopy.
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Fig. 10. Polarimetric change analysis: change between different vegetation
types. The left column contains the summer results, the right column the winter
results. (a) and (d) Top, (b) and (e) middle, and (c) and (f) bottom rows contain
L-, C-, and X-band results, respectively. The vegetation types are overall ordered
by height. The scale ranges from 0 to 10 dB, in the Pauli RGB basis.

B. SAR Interferometry

Interferometry allows to add sensitivity to the verti-
cal distribution of scatterers. The vertical sensitivity of an
interferometric pair is driven by the vertical wavenumber defined
in (5). Due to the dependency of kz on λ, identical spatial
baselines result into different vertical wavenumbers at different
frequencies, therefore in order to have similar vertical sensitivity
kz for all frequencies, we selected different baselines for X-, C-,
and L-band. More specifically, we selected the pairs of SLCs
so that the vertical wavenumbers at X-, C-, and L-bands and for
both seasons are close; over the ROI it averages to kz ≈ 1 rad/m.

1) Interferometric Coherence: As detailed in Section III-B,
we performed various corrections in order to retrieve γcorr.
Assuming that γtemp = 1, then γcorr is close to the volume decor-
relation, which is a function of the vertical reflectivity profile at
each pixel. The maps of γcorr over the ROI are shown in Fig. 11
and the corresponding histograms for different vegetation types
are shown in Fig. 12. As all vertical wavenumbers are similar for
all bands and seasons, the volume decorrelation depends solely
on the vertical reflectivity profile, which is expected to vary with
the season and the wavelength.

Fig. 11. Corrected coherence γcorr over the ROI at HH polarization. The left
column contains γcorr computed from the summer acquisitions at (a) L-band,
(b) C-band, and (c) X-band. The right column contains the winter acquisitions
at (d) L-band, (e) C-band, and (f) X-band.

(a) (b)

(c) (d)

(e) (f)

Fig. 12. Histograms of corrected coherence γcorr over the ROI at HH polar-
ization for different vegetation types. For L-band, an inset shows a zoom around
the main peaks.

1) Effect of the wavelength: In summer, the corrected co-
herence varies greatly with the wavelength: shorter wave-
lengths present lower γcorr. This is expected as at wave-
length close to the size of vegetation elements, the wave
is more likely to be scattered, making the vertical profile
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more extended in height. In winter however, γcorr is very
similar for all wavelengths.

2) Effect of the season: At X- and C-band, the corrected
coherence is lower in summer than in winter. This suggests
that the above-ground scatterers have been at least partially
removed, i.e., that the vegetation is more transparent to
X- and C-band waves in winter. At L-band however, the
corrected coherence is slightly lower in winter than in
summer. This is consistent with the hypothesis that the
L-band wave penetrates into the frozen ground in winter.

3) Effect of the vegetation type: In all bands and seasons,
some particular patches that exhibit clearly strong decor-
relation can be related to known high or dense vegetation,
such as tree patches or the riparian shrub around the river
channels. This can be seen from both the map and the
histograms. Further on, there is for all bands and seasons
a scaling of the corrected coherence with the vegetation
height: taller vegetation types present smaller corrected
coherence, while shorter vegetation types have a γcorr

closer to 1. There are only reduced differences inbetween
short vegetation classes (lichen, moss, dry hummock, tus-
sock). It can be noted that in summer at X- and C-band,
pixels classified as dwarf shrubs present a γcorr between
the short vegetation and the tall vegetation types, while
in winter these pixels have similar γcorr than the short
vegetation types. This suggests that the dwarf shrubs of
the ROI become transparent to X- and C-band waves in
winter conditions.

2) Interferometric Phase: The interferometric phases at L-
band were calibrated with a corner reflector as explained in
III-B2 and transferred to phase center heights by means of
the vertical wavenumber kz . Only a limited region around the
corner reflector was considered calibrated, as the expected phase
screens are assumed to change smoothly in space. After calibra-
tion, the phase center height may be related to the vegetation
height. The phase center heights are shown on Fig. 13. It is to
be noted that, even if there is penetration into the frozen soil, no
correction is performed on the wavenumber to account for this
possible propagation, therefore the retrieved maps are related
to but not equal to penetration depths. The observed negative
phases (and heights) can be explained by the fact that at L-band,
the phase center height in summer is close to the ground for
short and mid vegetation, while it can be biased upward in the
ALS that is used as a reference if the vegetation is very dense.
Overall, phase center heights are deeper in winter than summer.

Four patches with homogeneous vegetation type were se-
lected as shown on Fig. 14. We considered two homogeneous
patches of dwarf shrubs, referred to as S1 and S2, as well as
two homogeneous patches of dry hummock, referred to as H1
and H2. The boxplot of their phase center height in summer
and winter is shown on Fig. 15. It can be observed that both
dwarf shrub sites exhibit similar values of phase center heights
in winter and summer. The two dry hummock sites have slightly
different phase center heights at both seasons, but the difference
between both seasons is very similar. Overall, the four sites show
a significant decrease of several tens of centimeters of their phase

Fig. 13. Top plot: Height from calibrated phase in summer, at L-band, VV
polarization. Bottom plot: Height from calibrated phase in winter, at L-band, VV
polarization. The phase at HH+VV at the corner reflector is taken as reference.
The corner reflector is at the center of the images, it has been masked out and
appears white. The linear structure in the middle of each plot is the Inuvik–
Tuktoyaktuk Highway. Both grids are in geographic coordinates. Both scales
are in meters.

Fig. 14. Vegetation map at the vicinity of the corner reflector. The legend is
the same as on Fig. 2.
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Fig. 15. Boxplot of calibrated phase center height (in meters) at L-band,
computed with the vertical wavenumber in air, over four homogeneous patches
defined on Fig. 13.

center height from summer to winter. This is probably related to
the penetration into the frozen soil in winter.

3) Penetration Into the Frozen Ground: In order to confirm
the observations consistent with penetration into the frozen
ground in winter, we can compute the power penetration depth
of the radar wave into the soil. For this, it is crucial to know
the complex dielectric constant of the frozen ground on our site,
either from experiments on similar soils or from a model. Several
studies have performed such microwave dielectric measure-
ments [10], [61] and several models have been developed [62],
[63], [64]. When the soil water is frozen, the soil dielectric
constant varies only weakly with the radar frequency, and is
more subject to dependency on the soil temperature [65] and
soil composition [61]. On TVC, the AWI teams have installed
a temperature and volumetric soil moisture profile, which per-
manently records ground temperature every hour at 2, 5, 10,
and 20 cm depth [66]. In March 2019, the recorded ground
temperatures varied between −10◦C and −4.5◦C. On the 23rd
of March 2019, which is the F-SAR flight date, the ground
temperature was recorded to vary between −7.8◦C and −6.8◦C,
all depths considered. Regarding the soil composition, Quinton
and Pomeroy [38] report that in the upper 30 cm of the soil, the
proportion of sand, silt, and clay are roughly the same in the
mineral hummocks, while the inter hummock zone is composed
of a thick peat layer. This means that the soil type varies at
meter scale in hummock zones, and it also varies within the ROI
in correlation with the vegetation type. Due to the pixel size
after multilooking (approximately 5 m ×5 m in the slant range-
azimuth coordinates), it is very likely that a single SAR pixel
encompasses several soil types. As a consequence, we avoid
assumptions on the soil type and consider real and imaginary
permittivities to be ε′frozen = 5 and ε′′frozen = 0.5, respectively, in
the frozen soil case to give a good first approximation [61].

Then, we can derive the power-penetration depth, defined
in [67] as the depth at which the power of the electromagnetic
wave propagating in a homogeneous medium is reduced by
a factor of e. As ε′′frozen << ε′frozen, the penetration depth is

Fig. 16. Pol-InSAR coherence region height extentΔh (in meters). Maximum
filtering over 5 m × 5 m patches has been performed in order to enhance the
features. The left column contains Δh computed from the summer acquisitions
at (a) L-band, (b) C-band, and (c) X-band. The right column contains Δh
computed from the winter acquisitions at (d) L-band, (e) C-band, and (f) X-band.

approximated as

δ =
λ
√

ε′frozen

2πε′′frozen
(7)

where λ is the SAR wavelength. At L-band, we find δ = 16 cm
as an order of magnitude, and the observed difference in phase
center height between winter and summer is slightly higher in
the order of tens of cm. This confirms that the phase center
height obtained in winter at L-band, which is several tens of
centimeters below the phase center of summer, is compatible
with penetration of the electromagnetic wave in the frozen
ground at this frequency.

C. Polarimetric SAR Interferometry

The maps of the Pol-InSAR coherence region extent in phase
and norm are shown on Figs. 16 and 17, respectively. The
associated boxplots for each vegetation type are represented on
Figs. 18 and 19.

1) Effect of the Wavelength: In summer, both the maps and
the boxplots indicate larger Δh and Δ|γ| for smaller wave-
lengths compared to larger wavelengths, for all vegetation types.
This can be due to either the variance of phases associated
with smaller coherence at smaller wavelengths, or to a more
extended and polarization-dependent vertical reflectivity profile
over vegetation patches at smaller wavelengths. In winter, this
effect is not present. From the maps, it can be observed that
L-band shows larger Δh and Δ|γ| compared to X- and C-band,
for which the values are close to each other. From the boxplots, it
appears that this increase is mostly occurring for short vegetation
types, while taller vegetation types have similar Δh and Δ|γ|
across wavelengths.

2) Effect of the Season: At L-band, the difference between
summer and winter is large, both for Δh and Δ|γ|. Δh shows
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TABLE III
SUMMARY OF THE RESULTS—OBSERVATIONS

TABLE IV
SUMMARY OF THE RESULTS - INTERPRETATION

an increase from summer to winter on regions with short veg-
etation types, while larger vegetation types see less apparent
changes. This can be observed both on the maps and on the
boxplots.

At C-band, from the map, it seems that the dynamic range
of Δh is conserved from summer to winter but with a different
spatial distribution. This is consistent with the observation that
the boxplots do not vary significantly with the season, except for
zones of riparian shrubs, where Δh decreases from summer to
winter. These observations are similar for Δ|γ|. This suggests
that the phase center heights spread is not related with the
vegetation type but to other effects, for instance decorrelation
linked to snow patterns.

At X-band, the behavior is similar to C-band. There is a
clear decrease of Δh at streams with riparian shrubs and at
the forest zone. This can be related to the transparency of the
frozen vegetation, as X- and C-band waves are less likely to
reach the ground in the case of taller vegetation and therefore
to be influenced by the frozen/thawed state of the ground. For
the short vegetation types, Δh decreases in some regions and
increase in other regions. The boxplots also do not vary very
notably for short vegetation types.

3) Effect of the Vegetation Type: At L-band in summer, Δh
as well as Δ|γ| are larger at regions with taller vegetation
types. This appears clearly in the boxplots, with a scaling from
shorter vegetation types (on the left of Figs. 18 and 19) to taller
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Fig. 17. Pol-InSAR coherence region norm extent Δ|γ|. Maximum filtering
over 5 m × 5 m patches has been performed in order to enhance the features.
The left column contains Δ|γ| computed from the summer acquisitions at at
(a) L-band, (b) C-band, and (c) X-band. The right column contains Δ|γ|
computed from the winter acquisitions at (d) L-band, (e) C-band, and (f) X-band.

Fig. 18. Boxplots of Δh in summer and winter, at L-, C-, and X-band,
separated according to the vegetation type. The vegetation types have been
ordered by height, where shorter vegetation types are located on the left of
the x-axis, and larger vegetation types on the right.

vegetation types (on the right of the same boxplots). At L-band
in winter, this effect is less clear. Only regions covered by trees
still appear with a larger Δh and Δ|γ|, and overall the values of
Δh and Δ|γ| are similar for the other shorter vegetation types,
translating into a flattening of the boxplots.

At C-band in summer, Δh and Δ|γ| are larger for taller
vegetation types. The boxplots, like in summer, show a clear
increase of Δh and Δ|γ| for increasing vegetation heights.
Contrary to L-band however, the dwarf shrub pixels exhibit

Fig. 19. Boxplot of Δ|γ| in summer and winter, at L-, C-, and X-band,
separated according to the vegetation type. The vegetation types are ordered
similarly to Fig. 18.

larger values compared to smaller vegetation types. At C-band in
winter, taller vegetation types appear clearly with higherΔh and
Δ|γ|, however the other regions with large values do not seem
to be correlated with a certain vegetation type. This is consistent
with the boxplots being very flat across the vegetation types.

At X-band in summer, the trend is similar to C-band in
summer, with, in the case of Δh, even larger discrepancies
between shorter and larger vegetation types. At X-band in winter,
the trends are similar to C-band in winter.

V. CONCLUSION

In this study, we have retrieved various polarimetric, inter-
ferometric and polarimetric–interferometric SAR observables
over a test site located in the Canadian low Arctic permafrost
region. We analyzed the variability of the products across several
dimensions, including the three frequencies (X-band, C-band,
and L-band), and both summer and winter seasons. As the
considered test site is covered by different vegetation types,
we could take into account the vegetation diversity. It is im-
portant to note that the airborne SAR dataset consists in flights
with nonzero spatial baselines, and short temporal baselines,
therefore the interferometric complex coherence computed in
this article reflects the volume decorrelation due to the vertical
distribution of scatterers within each pixel.

The results of the data analysis are summarized in Tables III
and IV according to method and radar band. Table III summa-
rizes the main observations, for each method and radar band,
while Table IV presents the physical interpretation of these
observations. These interpretations relate the observables to the
elements that the SAR signal is sensitive to in the scene: the
snow in winter, the vegetation characteristics for both seasons,
and the frozen ground in winter.
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1) Regarding the snow characteristics, it could be observed
that on the test site the X-band polarimetric signal is more
sensitive to the presence of snow patches. This was mostly
to be seen in the winter CPD at X-band, which was related
to snow depth patterns.

2) Regarding the vegetation characteristics, the observations
suggest that the vegetation is partially frozen in winter,
leading to a decrease in the dielectric constant and making
it more transparent to the radar waves of all bands. This
was derived from several observations. The first indication
was the overall decrease in polarimetric entropy and mean
alpha angle, at all bands, from summer to winter. The
second indication was the decrease in scattering power
from summer to winter at all bands, occurring mostly at
HV+VH polarization, which is in natural scenes mostly
associated to scattering from the vegetation. Finally, the
increase in coherence at X- and C-band from summer
to winter, for a similar vertical wavenumber, suggests
less volume decorrelation in the scene in winter and is
consistent with the presence of a vegetation volume that
is transparent to scattering. It should be noted that these
observations indicate qualitatively that the vegetation is
more transparent in winter than summer, but they do
not provide an assessment of whether the vegetation is
completely frozen or not.

3) We could also observe that the sensitivity of the retrieved
indicators to vegetation type was different for different
bands and seasons. This was indicated by the saturation
of the polarimetric entropy and the mean alpha angle
in summer, while these parameters were sensitive to the
vegetation types in winter. This was confirmed by the
polarimetric change analysis, where we could observe
that the differences between vegetation types, at X- and
C-band, were small in summer while larger differences
could be observed in winter.

4) Finally, the winter observables were consistent with pen-
etration into the frozen ground at L-band, which to the
best of the authors knowledge has never been observed
before. This was indicated by the interferometric observ-
ables. More specifically, the smaller coherence in winter
compared to summer, and a deeper phase center height in
winter compared to summer, were consistent with volume
decorrelation occurring below the surface. This was also
indicated by the increase in the Pol-InSAR coherence
region shape parameters Δh and Δ|γ| in winter compared
to summer.

This study and its conclusions are relevant in particular for
future satellite SAR missions operating at L-band. Upcoming
L-band systems include ESA’s Radar Observing System for
Europe at L-Band (ROSE-L) and NASA-ISRO SAR Mission
(NISAR). Both missions plan a global coverage and list per-
mafrost characteristics as secondary and primary science objec-
tives respectively [68], [69]. DInSAR time series that include
winter acquisitions will have to account for the penetration
of the signal into the frozen ground, as this might bias the
estimated deformation. Furthermore, an extension of ROSE-L to
single-pass could provide more insights into ground properties

of frozen landscapes. At all frequency bands, the use of fully
polarimetric data is promising to analyze the vegetation and soil
characteristics, also from a seasonal perspective. This is the case
for ROSE-L and NISAR as both missions will have dual and
quad-pol capabilities, and also for current missions with such
polarimetric capabilities (ALOS-2, Radarsat-2, TerraSAR-X,
Sentinel-1 ...). Multifrequency approaches including X-, C-, and
L-band, from for instance TanDEM-X, Sentinel-1, and ROSE-L
would provide complete information by increasing the SAR
observation space.

As a result of the study it can be noted that winter SAR
acquisitions over lowland permafrost areas are of high interest
and need to be better understood. Further studies could focus
not only on the freeze-thaw transition in time series, but also on
the winter observables individually. Potential winter variables of
interest include the residual water content in tundra vegetation
and the residual water content in the frozen soil.
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