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Abstract 

During a disaster, the timely provision of customised and relevant data is of utmost importance. In the 

case of floods, data from remote sensing (satellite-based or airborne) is often used, but in recent years 

data from social media platforms has also been increasingly utilised. Focusing on these data sources, 

this study provides an in-depth assessment of requirements by emergency responders. Furthermore, 

the paper sheds light on the legal and ethical considerations that need to be taken into account during 

data collection and processing. A particular focus lies on the use of artificial intelligence (AI) for data 

analysis in disaster response. Topics such as privacy preservation and AI-informed decision making 

are highlighted throughout the paper. The investigation was carried out based on expert interviews 

with scientists, extensive literature review and workshops with emergency responders. 
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1 Introduction 

Due to anthropogenic climate change and rising population density in many regions of the world, the 

number and severity of disasters caused by natural hazards is increasing (Blöschl et al., 2020; Ionita 

& Nagavciuc, 2021). Consequently, the quantity and quality of data for disaster response is crucial 

to effectively manage disaster impacts. Disaster response is usually seen as the second step in the 

disaster management cycle (Tomaszewski et al., 2015) and, according to the Sendai Framework for 

Disaster Risk Reduction, refers to “actions taken directly before, during or immediately after a disas-

ter in order to save lives, reduce health impacts, ensure public safety and meet the basic subsistence 

needs of the people affected” (UNDRR, 2024). Various data sources are used to generate semanti-

cally diverse, high-quality information in a timely manner, including remote sensing (satellite and 

aerial imagery) and different social media platforms. While the former can be used to create very 

detailed spatial delineations of disaster extents and evolution from a top-view, the latter can provide 

texts and imagery that contain precise, albeit often subjective information from the ground. To effec-

tively manage and rapidly analyse vast quantities of heterogeneous data artificial intelligence (AI) 

methods are increasingly being used. AI may be pivotal in ensuring that emergency responders 

receive precisely the information they require at the time they need it. However, numerous questions 

arise here with regard to ethical or legal implications. 

Few scientific publications explicitly address user requirements for data analysis in emergency man-

agement and are a direct result of interaction with potential users. (Pilemalm et al., 2023) present 

needs and requirements for information system support for collaborative emergency management 

developed in collaboration with emergency managers in Norway. Also in Norway, (Opach et al., 

2023) work with emergency responders to define requirements for map-based support systems. 

(Hellmund & Moßgraber, 2024) present the most recent requirements for administrative crisis man-

agement collected through questionnaires and workshops in Germany. Fewer publications refer to 

the specific event of flooding. (Hillin et al., 2024) identify the needs of rescue personnel during flood 

disasters by examining the sources and types of information they rely on and information that would 

improve their responses in the future. While (Sun et al., 2020) and (Ghaffarian et al., 2023) have 

conducted research on AI-based data analytics for disaster management, so far no literature 

grounded in the direct involvement of emergency responders that addresses user requirements for 

AI-based data analytics exists. (Kuglitsch et al., 2022) advocate doing just that: Bring humanitarian 

organisations and governments into the discussion. 

There are already several studies that explore ethical and legal frameworks relevant to disaster 

management. (Kathleen Geale, 2012) investigates ethical questions and dilemmas concerning dis-

aster management. Since her study predates the widespread use of AI, the application of AI is ne-

glected. The potential use of AI methods in all four phases of the disaster management cycle has 

already been discussed in detail (e.g. by (Sun et al., 2020)). However, the focus in the literature is 

generally on methodology without ethical considerations. (Kankanamge et al., 2021) investigate the 

public perception of AI usage in disaster management and identify demographic differences in terms 

of potential technological acceptance. (Gevaert et al., 2021) discuss the accountability of AI applica-

tions for disaster management, with a particular focus on biases in the analysis of geospatial data. 

There are also some studies focused on specific data sources: (Lovari & Bowen, 2020) study ethical 

implications of social media use for disaster management during a flood in South Carolina, USA.  

However, they do not consider aspects such as data analysis, big data, or AI. (Cinnamon et al., 

2016) enlist some ethical challenges of using mobile phone data, including individual (geo-)privacy. 
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(Crawford & Finn, 2015) go into detail about ethical questions regarding social media and mobile 

phone data. As their analysis also took place before the widespread use of AI, this aspect is not 

taken into account. There has, nevertheless, already been some work on the legal implications of 

the use of AI in the disaster management process, mentioning some general concerns on data pri-

vacy, market monopolies and fake news spreading (Jolly & Raj, 2020). However, they do not go into 

detail about concrete data sources or methodologies and their respective implications. Other studies 

in the legal context are usually specific to countries (e.g. (Butt, 2014) for Indonesia) or tackle lessons 

learned from particular events (e.g. (Nottage et al., 2014) for large-scale disasters surrounding the 

Pacific). 

Consequently, there is a significant research gap concerning the definition of user requirements 

together with the users as well as the legal and ethical issues related to data acquisition and AI-

based analysis during flood disaster response, especially for the aforementioned, relatively new data 

sources. Given the growing reliance on AI methods for data processing, it is essential to explore the 

existing regulatory framework and consider the necessary measures for the ethical and lawful col-

lection, preparation, and utilisation of data, specifically addressing the demand-driven data collection 

needs of emergency responders. Consequently, we will answer the following research questions: 

● RQ1: What data collection requirements do emergency response organisations have in the 

context of disaster response? 

● RQ2: What ethical considerations are necessary for the AI-based analysis of geo-social me-

dia and remote sensing data in flood response? 

● RQ3: What legal considerations are necessary for the AI-based analysis of geo-social media 

and remote sensing data in flood response? 

In this paper, we focus on floods, the most frequent type of disaster caused by a natural hazard in 

Central Europe (Kron et al., 2019). Our investigation was developed against the backdrop of the 

devastating 2021 Ahr Valley flood, the most severe flood disaster in Germany in six decades which 

caused more than 200 casualties and billions of Euros in material damage (Fekete & Sandholz, 

2021; Kahle et al., 2022; Schüttrumpf et al., 2022).  

After providing an overview of technical possibilities that arise from using AI-based methods on data 

from remote sensing and geo-social media, we describe the methods employed to derive the state-

ments presented in this paper. Subsequently, we direct our attention to the rationale for collecting, 

processing, and analysing data, the necessity for precise and timely information that emergency 

response organisations typically confront during major disaster events. These opportunities are then 

assessed from ethical and legal perspectives. Finally, the core messages of the study are discussed. 

Accordingly, the aim of this paper is to provide an interdisciplinary overview of the ethical and legal 

implications of the use of AI methods in a disaster context. 

 

2 Technological background 

AI has been a hot topic for some time, at the latest since the publication of ChatGPT in 2023. How-

ever, there is no standardised definition of this concept. In our paper, we characterise AI as “a field 

of computer science dedicated to the creation of systems performing tasks that usually require hu-

man intelligence”. Machine learning (ML) can be seen as a subcategory of AI, which deals with 
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training “machines based on the provided data and algorithms” and thus represents a technical im-

plementation of AI (Jakhar & Kaur, 2020). 

The use of AI methods for data processing has become widespread. This holds true for both of our 

central data sources that even share some methodological approaches, mainly in the deep learning 

domain. Even though model features or explicit tasks might differ severely, many of the general 

processes for model training and evaluation are relatively similar. Consequently, they also share 

some coinciding legal and ethical implications. In the following, the most important methods that can 

potentially be employed in disaster response for both remote sensing and geo-social media data are 

described. 

2.1 Remote sensing 

The demand for information products based on remote sensing data in the context of disaster man-

agement, especially for rapid decision-making in crisis situations, has increased significantly over 

the last 15 years (Voigt et al., 2016). Almost half of the products requested as part of operational 

emergency mapping mechanisms relate to flooding (Martinis et al., 2017). Mapping of the spatial 

extent of the flooding, identifying affected infrastructure and assessing related damages are partic-

ularly relevant for emergency response (Wieland et al., 2024). 

While data availability was the main limiting factor for a long time, we are currently observing a 

growing availability of remote sensing data from increasingly numerous and heterogeneous plat-

forms (satellite, plane, helicopter or drone) and sensors (optical, multi-/hyper-spectral, lidar or radar) 

(Belward & Skøien, 2015). While passively sensed optical and multi-/hyper-spectral images provide 

easily interpretable and highly detailed information about the earth’s surface, their usage is limited 

to day-time and good weather conditions. Synthetic Aperture Radar (SAR) images, on the contrary, 

are actively sensed and can provide a clear view during day and night that is independent of the 

cloud coverage. Their preparation and interpretation are, however, more complex than optical im-

ages. 
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Figure 1: Synthetic Aperture Radar (SAR) satellite images and corresponding flood water extent 

map for the floods in Western Germany (15.07.2021). The map has been compiled by the Center 

for Satellite based Crisis Information (ZKI) (https://activations.zki.dlr.de/de/activa-

tions/items/ACT152). 

Recent progress in ML and the emergence of large-scale remote sensing benchmark datasets 

(Gupta et al., 2019; Wieland et al., 2024; Xia et al., 2022) have introduced new opportunities for 

automating the analysis of satellite, aerial and drone images. This automation is designed to address 

the escalating volume and complexity of data, as well as the inherent spatio-temporal dynamics 

observed in disaster situations. Employing automated image processing routines alongside pre-

trained ML methods can significantly reduce the time required for generating final products, shrinking 

the timeline from several hours or days to just a few minutes (Maxant et al., 2022). This not only 

accelerates product delivery but also enhances the frequency of analysis, enabling more continuous 

monitoring of the situation. The effectiveness of the deployed ML models relies heavily on their ca-

pacity for generalisation, a critical factor for handling the widely fluctuating data availability charac-

teristic of disaster situations, such as the 2021 floods in Germany (Holzheimer et al., 2022). Deep 

learning methods that are relevant for disaster response can roughly be grouped into semantic seg-

mentation (e.g. to outline the extent of a natural disaster such as flood inundation areas) (Hertel et 

al., 2023), object detection (e.g. to locate exposed assets such as buildings or vehicles) (Pi et al., 

2020) and change detection (e.g. to locate changes between multi-temporal images that are related 

to building damages) (Gholami et al., 2022). At the core of these methods are commonly convolu-

tional neural networks (CNNs) or, more recently, transformer networks of different architectures that 

are adapted to the specific image analysis task and optimised for the respective application domain. 

Deep learning for remote sensing in disaster response faces biases from geographic, sensor, and 

temporal limitations, leading to potentially poor generalization across regions and disaster types. 

Annotation challenges, class imbalances, and overfitting to specific conditions may further reduce 

reliability. Mitigating these issues requires diverse datasets (Wieland et al., 2024), domain adaptation 

(Hertel et al., 2025), active learning (Geiß et al., 2017), and transparency in model performance 

across different regions and communities.  

2.2 Geo-social media  

Social media platforms are an enormously valuable data source for disaster response. Geo-social 

media refers to any platform that is suitable for connecting people virtually and allows for explicit or 

implicit georeferencing (Zhang & Feick, 2016). The most popular example of this in research are 

Tweets with geolocation. However, there are also other platforms (e.g. Telegram, Instagram, TikTok) 

that have similar functionalities. Most of these platforms provide textual and visual (images, videos) 

information that can be accessed via specific crawling strategies or explicit application programming 

interfaces (APIs), i.e. concrete connections to the databases of social media platforms (Alzubi et al., 

2019). These only enable the acquisition of publicly accessible data, e.g. Tweets or posts in open 

Facebook groups. Data can be queried and collected using temporal criteria (e.g. a specific day), 

spatial filters (e.g. the bounding box of a city) or specific keywords and hashtags. The respective 

possibilities and accuracies vary depending on the social media platform. 

A key advantage of data from geo-social media is its high timeliness (Cerutti et al., 2021). When a 

disaster or similar event occurs, this is usually communicated very quickly online. This means that 

e.g. concrete images are available on social media much earlier than from external data sources 

such as remote sensing (Havas & Resch, 2021). In a way, this turns social media users into ‘in-situ 
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sensors’ (Resch, 2013). However, the sheer volume of data, demographic biases (Wang et al., 

2019), frequently coarse geolocations (Williams et al., 2017) and the increasingly prevalent issue of 

fake news (Ajao et al., 2018) must be mentioned as limitations for the analysis of social media data. 

Furthermore, text-based ML methods have been shown to exhibit language-specific biases (Milios 

& BehnamGhader, 2022). Even though much progress has been made, colloquial language (Ba-

baian & Xu, 2024), irony and sarcasm (Boutsikaris & Polykalas, 2024) and the use of dialects (Joshi 

et al., 2025) are still potentially disruptive factors in ML-based text analyses. Additionally, training 

datasets for disaster-related ML methods are often imbalanced and in English (Wahid et al., 2025). 

 

Figure 2: Social media hot spots for 2021 Ahrtal flood (15.07.2021) 

A variety of methods exist for extracting usable information for disaster response from the unstruc-

tured big data of social media. In particular, natural language processing (NLP) approaches and the 

machine and deep learning methods that build on them should be mentioned here. The enormous 

amounts of data are usually reduced by extensive filtering tailored to the respective use case. This 

can be done using spatial and temporal filters, but also at a semantic level (Cerutti et al., 2021). 

Traditionally, keyword filtering approaches are used (Autelitano et al., 2019), which are increasingly 

being replaced by ML methods. This makes it, for instance, possible to classify the relevance of 

individual posts for disaster management purposes (Derczynski et al., 2018; Blomeier et al., 2024; 

Powers et al., 2023). A semantic clustering of post contents is also frequently carried out in the form 

of so-called topic modelling, which groups semantically similar posts. Latent Dirichlet Allocation (Ha-

vas & Resch, 2021) or BERTopic (Veigel et al., 2023) are frequently used methods for this. Further 

analyses, e.g. sentiment analyses, can also generate valuable information (Behl et al., 2021). Most 

of these models are nowadays also based on the transformer architecture, in particular the BERT 
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family (Devlin et al., 2019). These algorithms can work bidirectionally, i.e. they are able to take con-

text into account for NLP tasks. The models have a basic understanding of human language and 

can then be finetuned for specific classification or regression tasks. Based on the output of such 

methods, spatial aggregation can be performed, which enables e.g. spatial hot spot analyses for the 

rapid identification of affected regions (cf. Figure 2) or even early warning purposes (Havas & Resch, 

2021). However, this is highly dependent on the availability of data, especially in regions with low 

population density (Schmidt et al., 2025). 

 

3 Methods 

In order to understand the information requirements of emergency responders, address ethical con-

siderations, and navigate the legal framework for data collection and analysis, a variety of method-

ologies were employed. 

For the requirements analysis, we implemented a multi-stage approach. Following an initial literature 

review and risk assessment, we conducted five workshops and three surveys involving in total 

104 experts from various emergency response organisations (German Federal Agency for Technical 

Relief, Johanniter Austria, Red Cross Salzburg, and the Bavarian Red Cross) to gather and prioritise 

technically feasible requirements. Furthermore, three focus group discussions with 14, six and five 

participants and results from a survey (eleven participants), conducted after two practical exercises, 

during which emergency responders engaged with data from geo-social media and remote sensing, 

provided further enrichment to our findings. 

For the ethical analysis of using AI in flood-related disaster events, several methods have been used. 

In ethics of technology, there are frameworks specifically tailored to applications in domains of infor-

mation and communication technologies. These frameworks typically comprise sets of ethical ques-

tions, often grounded in ethical principles. Those include the general principles of respect for human 

autonomy, prevention of harm, beneficence, justice (Beauchamp & Childress, 2009), as well as the 

IT-specific concepts of privacy, respect for law and public interest, as well as explainability (European 

Commission, 2019; Homeland Security, 2012; Wright, 2011). Such deliberations often require an 

interdisciplinary approach, involving diverse stakeholders (e.g. developers of a technological inno-

vation, potential users, ethicists or societal spokespersons). To reach the results of this paper, we 

have drawn upon the sources cited above, established a framework of significant ethical principles, 

and formulated more immediately applicable questions for reflection. We engaged in regular collec-

tive discussions within the context of an ethical board and conducted two workshops within the 

EESSR (Ethical Evaluation Standard for Security Research) framework (Geyer et al., 2023), involv-

ing a diverse interdisciplinary group of scientists and emergency responders. The EESSR model 

was developed to systematically identify ethical considerations that could arise in technology-human 

interactions at an early point during development phases, to make them visible to stakeholders, and 

to be able to incorporate them into further development. The assessment provides insights into the 

extent to which a technological development could potentially collide with the ethical values of our 

society. Furthermore, we conducted four expert interviews with researchers specialising in technol-

ogy impact assessment. 
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In order to conduct a legal analysis, the classical legal methodology was applied, i.e. the systematic 

procedure to interpret and apply legal norms. In order to determine the legal requirements concern-

ing a specific practical case, the relevant norms must first be identified. Subsequently, it is to deter-

mine the precise content and meaning of the concerning rules in a logical and coherent manner. For 

this purpose, four distinct methodologies can be employed: grammatical, systematic, historical, and 

teleological interpretation. In contrast to grammatical interpretation, which is concerned with the 

wording of the norm, systematic interpretation considers a norm within the context of the law. In the 

field of historical interpretation, the motives of the legislator are identified to ascertain the content of 

the norm. During teleological interpretation, the meaning and purpose of the norm are determined. 

The respective methods of interpretation complement each other and interlink. Furthermore, the rel-

evant case law and legal literature are consulted to ascertain the legal framework of the specific 

case. 

 

4 Results 
 

4.1 Data collection requirements 

Emergency management typically follows predetermined protocols of actions, including dispatching 

personnel to the site, establishing a hierarchical order, and identifying additional emergency re-

sponse organisations that can provide support. In Germany, these standard operating procedures 

are outlined in the regulation (Dienstvorschrift) number 100. However, managing events on a larger 

scale, where the situation is complex, a large area is affected, many people are at risk, and hundreds 

of emergency responders are required on the scene, has always been challenging in Germany. This 

became particularly apparent in the large-scale flood in Western Germany in July 2021. 

To ensure the protection and safety of individuals and their possessions, emergency services must 

make decisions based on the information available at the time. Therefore, effective information man-

agement is crucial during operations to enable prompt and best possible decision-making. The ex-

change of information is a challenge that is frequently discussed in literature (Fekete & Sandholz, 

2021; Knodt & Platzer, 2023; Nick et al., 2023). Normally, the emergency services rely on information 

from emergency personnel in the field. However, this information is only transmitted once emergency 

responders have arrived at the scene and may therefore be delayed for minutes or possibly for hours. 

Sharing large volumes or different formats of data within or between organisations is currently limited 

by the communication platforms available. Operational control must base their decisions on infor-

mation obtained via phone, radio, email, oral communication, or even stored on physical media. To 

provide emergency services with a more comprehensive and efficient overview of the situation on 

the scene, information sources could be expanded beyond the reports from emergency responders 

in the field and integrated into a single system.  

Despite the differences in emergency organisations, their levels of operation, and personal prefer-

ences for situational awareness, we have identified some general requirements for data - especially 

from remote sensing and social media - in situational awareness systems. According to our findings, 

timeliness of data is crucial in an emergency. Data from remote sensing and geo-social media must 

be provided to emergency services as soon as possible, but no later than three hours after it was 

requested. It is particularly important to provide timely information at the onset of a situation, but 

accuracy becomes increasingly important as the situation develops and the facts become clearer. A 
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system for visualising the information must explicitly display the data source and timestamp, enabling 

emergency responders to verify the data's accuracy and identify any potential discrepancies. Infor-

mation should be graphically presented to ensure that relevant data is immediately apparent. This 

visual representation facilitates a quick assessment of the situation, allowing emergency responders 

to rapidly identify the extent of damage and efficiently allocate resources where they are most 

needed.  

When analysing geo-social media, it is useful to employ spatial aggregation methods on the most 

relevant activities (e.g. spatial hot spot analysis), particularly for larger events, to maintain focus on 

what is most important. Both an above-average level of social media activity or no social media 

activity at all can be warning signs. When displaying the individual posts from social media, they 

should be sorted by descending relevance. Multiple social media posts with similar content can be 

overwhelming, with no added value. The system must automatically detect these similarities and 

summarise the information. It should also be possible to filter posts by keywords, source, time and 

geographic area. Imagery accompanying social media posts hold significant value for emergency 

responders by offering potentially real-time, detailed visuals of ground conditions. Consequently, 

there is a need for methods that can automatically analyse photos and videos from social media to 

extract relevant content effectively. However, measures should be taken to prevent the display of 

fake news and to raise user awareness.  

Data from remote sensing holds particular significance when dealing with large-scale affected ar-

eas. It should undergo pre-analysis to direct users to essential information. Users should have the 

capability to quickly understand the geographical extent and consequences of the event. Mapping 

the flooded area is crucial to enable emergency responders to compare it with existing flood risk and 

hazard maps, thereby assisting in decision-making and resource allocation. Automatically identified 

buildings, passable roads, critical infrastructure and cut-off areas should be visible at a high level of 

detail in order to analyse affected areas and safe access routes. For a more comprehensive under-

standing of areas of high priority and where immediate action may be required, conducting damage 

intensity analysis proves beneficial. This analysis allows emergency responders to prioritise their 

efforts based on the severity of damage observed. Equally, identifying safe zones and exclusion 

areas is invaluable for ensuring the safety of both responders and affected individuals. In this context, 

it is important to have imagery that is updated as frequently as possible in the aftermath of a disaster 

(preferably near real time) to accurately track the progress of an event. Moreover, the level of detail 

in both data and analysis should be tailored to the scale at which the operator is overseeing the 

situation. Keeping a detailed record of updates within the system is useful to see how the situation 

has evolved. In instances where an information source fails to provide data, this should be immedi-

ately highlighted to the user. Automated alerts signalling critical changes in the situation from the 

data are extremely helpful to emergency services. Automatically set thresholds (e.g. with regard to 

the geographic extent of flooded areas), which can be adjusted manually as needed, can be imple-

mented in the system for this purpose. (Fichtner et al., 2023), for example, deploy a spatio-temporal 

anomaly detection method to identify hazardous flood areas and potentially alert users during con-

tinuous surface water monitoring. 
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4.2 Ethical considerations 

While the general purpose of using additional data sources and AI for disaster response is ethically 

rather uncontested (this can be called the “primary” or “foreseeable usage”), attention must be paid 

to whether this new approach enables additional “secondary” usages of collected data or the devel-

oped AI. Furthermore, it must be inquired whether ethically problematic consequences arise from 

the (ethically sound) primary usage. 

Regarding the aspect of secondary data usage that is potentially ethically unsound, there is the risk 

that parts of the technology could be repurposed in a new way: e.g. social media data could be 

collected to systematically determine areas where shops are damaged in order to identify easy tar-

gets for criminal activities. Prevention of ethically unsound secondary usage can be achieved by 

setting up usage guidelines for the system, in order to make clear how and when data may be col-

lected to prevent exuberant data acquisition. This could be accompanied by extensive logging pro-

cedures to make transparent when and by whom such a system or its components have been used, 

which is important for respecting the ethical principle of transparency and accountability. Also, guide-

lines for sharing results of data analysis should be set up, in order to prevent spread of information 

into unfit hands. 

Even if the data is collected in a proper way (e.g. by using crawling strategies that do not bypass 

privacy settings of social media users), and the technology at hand is used correctly (primary usage), 

the following unintended ethical issues can arise. 

● Privacy threat: Data collected for disaster response purposes might also include personal 

information (e.g., in social media posts users might have directly shared personal information; 

in remote sensing, the high spatial resolution of sensors might allow recognising faces). This 

is a potential threat to the ethical principle of privacy.  

● Lack of data availability: Reasons why data is not or only in a limited way available are 

diverse; e.g.: power failure, poor internet connection, no satellite data in time, or impossible 

drone-flights (e.g. because of bad weather conditions). However, data gaps not only occur 

due to acute technical issues but also because of intended circumstances (e.g. critical infra-

structure or restricted areas like military installations). Emerging data and information gaps 

could lead to uncertainties in data as a basis of decision making and, if these gaps are not 

detected, consequently to wrong decisions.  

● Incorrect evaluation by the system: Even if data are available in time, the analysis could 

generate false or incomplete results; affected persons and areas might not be identified as 

such and be overseen. This could lead to wrong decisions of users, thus violating the princi-

ple of beneficence and prevention of harm.  

● Lack of data autonomy and lack of consent of social media users: From the viewpoint 

of the ethical principle of autonomy, social media users never explicitly consented to data 

collection and usage for flood disaster response. While it can be argued that by accepting 

terms and conditions of social media platforms, they consented in a general way, studies 

show that terms and conditions are often not completely read and/or understood (Custers et 

al., 2014). Lack of consent is also called the “standard problem in more contemporary Big 

Data projects” (Franzke et al., 2019).  

● Robustness threat due to commercial social media platforms: Social media-based data 

collection requires a certain degree of stability regarding the platforms that data is collected 

from. In contrast to platforms operated by public administration, commercial social media 
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platforms might change in ways that negatively impact the utility or availability for disaster-

response purposes.  

● Disadvantages inherent to social media posts: Textual contents harbour the risk of being 

wrongly interpreted by the reader. Further, posts could be misused by their authors, e.g. by 

providing fake information or using a higher posting rate to convey the impression to be more 

in need than others. This could lead to an excessive allocation of responders at the wrong 

location, while others in need could be affected by undersupply. Additionally, if the social 

media platform is misunderstood by their users as a communication tool for emergency calls, 

emergency services could be pressed to react to such posts. Another aspect is that social 

media users could be motivated to put themselves in danger for the best photos and videos.  

● Robustness threat due to false information: False information can be a threat to data 

quality of social media analysis by providing false information. However, according to inter-

disciplinary discussions in the Ethical Board and the EESSR workshops, false information 

are expected to be a more frequent problem regarding political topics. While they also occur 

regarding disaster related topics, aggregating procedures (e.g. spatial hot spot analyses) 

weaken the impact of singular fake social media posts.  

● Bias of data: Data gathered from social media can be subject to different kinds of biases, 

meaning "systematic distortions in the sampled data that compromises its representative-

ness" (Olteanu et al., 2019). These include population biases (systematic distortions in user 

characteristics between a population of users represented in a data set and the target popu-

lation) and temporal biases (systematic distortions across user populations or behaviours 

over time). In this context, biases also include changing communication cultures on social 

media platforms, thus posing the risk that a back-then trained AI might not be fit for the 

change. In remote sensing, bias is also possible, if training data does not represent all the 

variability in buildings or geographical particularities (Kim et al., 2021). Consequences of bi-

ases can include both false-positives (i.e. erroneously declaration of areas as flooded) and 

false-negatives.  

● Contested transparency for the larger society: Accountability (e.g. concerning data pro-

tection) requires transparency. Since AI-based disaster response is only carried out by a 

specialised core of users, it cannot be taken for granted that general members of society 

have knowledge of this system, and thus cannot exert their rights of information, thus infring-

ing the ethical principle of explainability.  

● Contested transparency for operators: A system that allows the application of AI routines 

on datasets for data analysis still needs human operators who are situated within certain 

working environments (“socio-technological system”). Those operators need to understand 

how new data has been generated and how to assess the degree of certainty of those infor-

mation products. Depending on the details of establishing and locating such a system, those 

operators could find it difficult to achieve the necessary level of insight. It is especially im-

portant to have an understanding about “blind spots” in the data.  

● Overreliance of emergency responders on AI-based analysis: While results from AI-

based analysis of geo-social media or remote sensing data can be helpful for emergency 

responders, overreliance on those data sources harbours the risk of reduced operational 

capabilities in emergency situations in which they might not be available. Therefore, 

measures should be taken to ensure that they will not habitually become the sole foundation 

of the situational overview. While this might not pose a problem for many years to come, the 

more common AI usage in disaster-related data analysis becomes, the more acute this issue 

will be. 
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● Contested autonomy of operators: AI offers not only possibilities for support in data anal-

ysis, but also the potential of being developed in a way that also includes decision making, 

coming at the expense of the autonomy of operators.  

 

4.3 Legal considerations 

The use of AI assisted methods in disaster response poses various legal challenges, particularly 

with regard to data from social media platforms, which we focus on below. As large amounts of public 

data from geo-social media are automatically collected and analysed for disaster management, data 

protection law is of particular relevance. While not all the information collected can be attributed to 

an identified or identifiable natural person (data subject), it is generally assumed that this is the 

predominant case. Importantly, the public availability of that personal data does not preclude the 

applicability of data protection laws, which apply to all personal data regardless of the number of 

individuals who have access to it. Therefore, the following elaborations analyse the automated pro-

cessing of public data from the internet, and data protection law as derived from European law. 

For the sake of completeness, it should be mentioned that the legal conformity of the use of social 

media data is not determined solely by data protection law. Rather, legal challenges can also arise 

from other areas of law. For example, it is possible that content taken from social media is protected 

by copyright and therefore copyright law must be taken into account. It is also plausible that auto-

mated data collection may violate the terms of use of social media platforms. In this respect, con-

tractual issues may arise. Numerous other legal problems are conceivable, but their comprehensive 

consideration would go beyond the scope of this paper. The following elaborations are therefore 

limited solely to data protection law as the most relevant legal matter for assessing the legal con-

formity of the procedure described. 

4.3.1 Data protection in the event of a disaster 

The General Data Protection Regulation (GDPR) applies to any processing of personal data in the 

European Union, regardless of the specific processing situation at hand (Article 2 GDPR). Hence, it 

also applies to processing in the context of disaster management. While some may consider data 

protection in disasters to be negligible, such an approach is not advisable in view of the severe 

penalties that may be imposed in the event of a breach (Article 82, 83 GDPR). 

The GDPR stipulates that processing of personal data is only permitted if it is based on a legal basis 

(permission principle). The legal basis for this must be derived from the GDPR, as European regu-

lations take precedence (Article 288 TFEU). The law of a member state can only be used if the 

GDPR explicitly allows it (e.g. Article 6 (1)(c) or (e) in conjunction with Art. 6 (2), (3) GDPR). However, 

before the possible legal bases are discussed in more detail, the principles of data processing pur-

suant to Article 5 GDPR are analysed. These are of particular relevance in the context of the use of 

AI (Gilga, 2024). 

4.3.2 Principles relating to processing of personal data and the use of AI 

The principles outlined in Article 5 GDPR provide the framework for data protection compliant pro-

cessing of personal data. In accordance with the transparency principle (Article 5(1)(a) GDPR), it is 

necessary for AI to be developed in a manner that allows for its mode of operation to be explained. 
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This includes in particular that all steps of the system can be traced, that the reliability of the results 

can be verified and that there is traceability with regard to the data involved, its use and processing 

(DSK, 2019). According to the principle of purpose limitation (Article 5(1)(b) GDPR), the purpose of 

data processing, even when using AI, must be formulated as narrowly as possible, to ensure that as 

little personal data as possible is processed, so as to be in line with the principle of data minimisation 

(Article 5(1)(c) GDPR) (Krügel & Pfeiffenbring, 2020). To comply with the principle of data accuracy 

(Article 5(1)(d) GDPR), it is important to make sure that the processed data is both accessible and 

correctable by those responsible. In addition, the storage limitation principle requires that deletion 

concepts are in place, whereby the personal data that is no longer required is deleted (Article 5(1)(e) 

GDPR). To comply with the principle of integrity and confidentiality (Article 5(1)(f) GDPR), it is nec-

essary to implement technical and organisational measures that ensure data protection in accord-

ance with the risks associated with the use of AI. In addition, the controller must be able to provide 

evidence of compliance with the principles of data processing (Article 5(2) GDPR). 

4.3.3 Legal basis for processing 

The GDPR does not explicitly state a legal basis for processing data related to disaster management. 

Thus, at least one of the general legal bases listed in Article 6(1) GDPR must be applied. A distinction 

must be made as to whether the data controller is part of a public or non-public body, as this affects 

the legal bases that come into consideration. 

Processing by public bodies 

If a public organisation is responsible for data processing, two legal bases in particular can be con-

sidered: a legal obligation (Article 6(1)(c) GDPR) and a task carried out in the public interest (Article 

6(1)(e) GDPR). Both processing legal bases require a basis in European or member state law (Article 

6(2), (3) GDPR). Whether such a basis exists depends on the specific public authority responsible 

in each case. However, there is no such basis provided by European law. 

In the case of Germany, only a public body of a federal state is permitted to carry out such processing 

(Thiele, 2012) (Article 30, 70 (1), 71 ff., 83 Basic Law for the Federal Republic of Germany). How-

ever, the disaster management laws of the federal states are not standardised and sometimes differ 

greatly in terms of content. Due to this, it is not possible to make a definitive and universally applica-

ble evaluation of the legality of automatically processing large amounts of public data from geo-social 

media. However, Hessian state law exemplarily shows that the processing of public data from geo-

social media can, in principle, be lawful under data protection law (Article 6(1)(e), Article 9(2)(g) 

GDPR in conjunction with Section 33(1) Hessian disaster management law, Section 1(1)(No. 2), 

20(1), (5) Hessian law on public safety and order, Section 20(1) Hessian Data Protection and Free-

dom of Information Law). Nevertheless, considerable challenges arise from the fact that in Hessian 

law only a general clause is available for justification. As a result, only data processing with a limited 

impact on the rights and freedoms of the data subjects can be justified. The ability of public authori-

ties to manage a disaster is therefore significantly restricted. Furthermore, the use of a general 

clause for the processing of public data from geo-social media is fraught with uncertainty, as it is not 

a standard measure and involves large-scale data processing. In such cases, it is difficult for the 

actors responsible for the disaster – especially since they are usually not legal experts – to determine 

whether the processing of public data from geo-social media is legally compliant. This leads to con-

siderable legal uncertainty. In this respect, more specific rules for the processing of public mass data 

by public authorities for disaster management would be desirable. 
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Processing by non-public bodies 

If a non-public body is responsible for the processing of public data from geo-social media, two legal 

bases are relevant: protection of vital interests (6(1)(d) GDPR) and the weighing of legitimate inter-

ests (6(1)(f) GDPR). The former can only be taken into account if no other legal basis is applicable 

(Article 6 marginal no. 19 GDPR) (Ehmann et al., 2024). Thus, one must first consider the applica-

bility of the legal basis of the weighing of legitimate interests as justification for the data processing. 

According to the wording of this legal basis, it can justify processing carried out in the interest of the 

controller or of a third party, not of the data subject. Consequently, the legal basis of protection of 

vital interests can only justify processing concerning the data subject’s interests. 

If public data from geo-social media is automatically processed in the context of disaster response, 

both the controller's interest in participating in disaster management and third parties' interest in 

ensuring humanitarian aid are pursued. At the same time, however, the interests of the data subjects 

are also pursued, who themselves suffer directly from the effects of a disaster and have an individual 

interest in being freed from the situation. With regard to these, the legal basis of weighing legitimate 

interests cannot apply, which is why the legal basis of protecting vital interests is applicable. Finally, 

both legal bases are needed to justify the whole processing. On their own, the respective legal bases 

can only provide a partial justification. However, no general statement can be made as to whether 

these legal bases can be invoked in individual cases. 

In principle, the automated processing of public data from geo-social media by non-public bodies 

can be justified under data protection law. However, this is accompanied by significant challenges, 

as there is the need to justify the processing of data on two legal bases. Furthermore, the legal basis 

of protecting vital interests is fraught with great uncertainty. Understanding the term "vital interest", 

which is neither defined by law nor specified by criteria, is challenging. As a result, there is legal 

uncertainty in the application of this legal basis. Courts and supervisory authorities consequently 

may assess the legality of data processing differently. This carries a significant risk for data control-

lers of being charged with high fines under Article 83 GDPR or facing compensation claims under 

Article 82 GDPR. To reduce this legal uncertainty, it is desirable to establish more specific rules for 

non-public bodies that process data in the event of a disaster. 

 

4.4 Policy Recommendations 

4.4.1 Raise Awareness and Provide Opt-out possibilities 

Existing disaster management big data strategies are not always obvious to end users, who might 

not expect even highly public social media data to be used to rescue them in a disaster situation. 

Conversely, another social media user might be highly surprised if they are not rescued based on 

existing data. To increase user autonomy, we believe greater transparency in data usage is needed 

to raise awareness of how user data is being utilised. These transparency measures would be most 

effective if implemented where users create data, i.e. on social media platforms or on mobile phone 

networks, e.g. via SMS notifications informing users about data usage. 

At the same time, it needs to be clarified to the public that this does not turn the social media plat-

forms into a valid channel for emergency calls. Here, greater outreach on social media both before 

and during an emergency can be helpful to ensure that the public is aware both how their data might 
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be used and in which situations emergency services will respond to social media data. This is to 

ensure that users do not see social media as an emergency service, but rather a space where emer-

gency services collect aggregate data to support rescue efforts. In conclusion, there is a need for 

opt-out options for users from collection and processing of their data in these contexts, to strengthen 

their control of their data and their autonomy, even in disaster situations.  

4.4.2 Measures for anonymisation, mitigation and deletion  

To significantly reduce data-related risks, we propose that systematic measures should be taken to 

ensure data anonymisation and deletion after use. Additionally, and especially where the former 

measures are not possible, e.g. when data anonymisation is not fully effective, other mitigation steps 

should be implemented. This process already starts with data acquisition, which should ensure the 

minimisation of data collection, anonymisation procedures, and guidelines for data erasure after the 

emergency. Whenever possible, data acquisition should focus on social media platforms with an 

inherently high “public” nature (e.g. Twitter/X).  

4.4.3 Awareness of limitations among operators 

Another key challenge is for operators to be aware of the limitations of the systems they use. Steps 

to ensure this can include awareness building of operators through training and verification of anal-

ysis results with other available information, extensive introduction and training of the operation per-

sonnel as well as developing training curricula that prevent overreliance. This is also important at an 

operational level, where we recommend the implementation of procedures that ensure that human 

oversight of an AI-based system and the overruling of AI decisions by human operators is always 

possible (European Commission, 2019). 

4.4.4 Risk-interlinkage 

More broadly, the interlinkage between risks related to privacy and AI-bias may present novel risks 

in the context of disaster management. For example, linking the available resources to geo-social 

media data in a disaster situation may disadvantage those individuals who are less likely to have 

access to social media, in particular marginalised groups. Moreover, potential bias in the algorithms 

used to interpret data based on which resources are allocated are also more likely to affect such 

demographic groups. These types of compounded risks should be considered when AI and big data 

are used in the context of disaster response.  

4.4.5 Technical best practices 

There are also some key technical best practices to consider. Due to data quality issues, it is key to 

implement technological processes for quality assurance and cross checking with complementary 

and alternative data sources. In additional, technical procedures like normalisation or data augmen-

tation, regular evaluation of training data and existing ML models should be used to ensure high data 

quality. Another key principle is to collect social media data not only from one platform, but from 

several in order to reduce dependence. Finally, there is a need for the implementation of technical 

approaches for false information detection (Kaliyar et al., 2021; Qu et al., 2024), including additional 

moderation of data. 
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4.4.6 Broader jurisdictional issues  

When thinking about policy recommendations, it is also important to address broader jurisdictional 

issues raised in emergency situations. Even though data is typically collected in a specific geo-

graphic context, the acquisition usually takes place on international platforms, around which the legal 

governance is often contested. While formally many large international social media platforms are 

based in Ireland, the actual legal and physical residence of their data may be difficult to ascertain. 

In addition, emergencies are seldom respectful of national or regional borders and may require wide 

data sharing beyond individual national boundaries of emergency services. In particularly challeng-

ing situations, international cooperation between emergency services cross-border is common, ne-

cessitating efficient and effective mechanisms for data sharing. Corresponding legal regulations that 

enable the emergency services to act with legal certainty in such cases are still lacking. 

We propose to whenever possible resolve these issues in advance and not wait until an emergency 

takes place. To this end, cross-border data sharing agreements between different emergency ser-

vices as necessary, ideally coordinated by international federations or similar multilateral bodies that 

already exist. These agreements should also include provisions on necessity, minimisation and de-

letion, to ensure that data is only stored, when necessary, only as much as is necessary and that 

the data is deleted afterwards. Such agreements could also include the creation of an ombudsman 

office to ensure the transparency of these procedures and ensure accountability of data and AI usage 

in broader society. They should also allow for a wider sharing of best practices on how to enable 

international collaboration in this area while strengthening transparency, privacy and rights citizens. 

 

5 Discussion and conclusions 

In this paper, we elaborated on requirements for data acquisition and analysis in disaster flood re-

sponse and gave a technical overview of two main sources of data (remote sensing and geo-social 

media) while explaining AI-based analysis methods. The second part of the paper focused on ethical 

and legal implications that go along with collecting and processing data from remote sensing and 

geo-social media.  

The findings presented here on requirements and ethical and legal frameworks were largely based 

on qualitative methods of analysis. These included workshops in which between 5 and 14 partici-

pants were involved. The number and composition of these participants can certainly be criticised, 

especially as there was a strong focus on the perspective of emergency services. Consequently, we 

cannot guarantee that all the statements made by us, particularly from an ethical perspective, are 

valid for all participants or organisations involved in the disaster management process. 

The precise requirements for more timely, precise and diverse data in disaster response are not 

easy to define. In countries like Germany and Austria, disaster response is executed by a variety of 

different organisations. The exact requirements are diverse depending on organisation, level of op-

eration and personal preferences. However, the need for better information and communication is 

undeniable. Data from geo-social media and remote sensing can provide timely initial information 

that becomes increasingly accurate as a situation evolves and can be graphically presented to emer-

gency responders to facilitate verification and rapid understanding of the situation. The added value 

of such information in disaster response will depend on the integration into established procedures 
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and preferably already used software (RQ1). While the extra effort to manage the data must be as 

little as possible, only testing in realistic exercises and real operations can show how the new data 

sources will improve the overall disaster response. Decision-making could be negatively impacted 

by data and information gaps, misinformation (especially fake news in social media channels) and 

diverse interpretations of data and information which might lead to erroneous decisions. 

To facilitate the usage of AI-based data analysis in flood-disaster response in an ethical manner 

(RQ2), data has to be collected in a proper way, and ethically unsound “secondary usages” have to 

be prevented (e.g. by usage guidelines and technical measures). Additionally, an outline of different 

ethical issues that might arise even from proper primary usage, and potential ways to mitigate them, 

has been given. Most important in that regard are: 

● Privacy threats to social media users, which can be softened with minimisation of data col-

lection, anonymisation procedures, guidelines for data erasure after the emergency, and a 

focus on collecting data from public platforms. 

● Contested autonomy of operators, which can be prevented by implementation of procedures 

that ensure human oversight, overruling of AI decisions by human operators, and training 

curricula to prevent overreliance on AI. 

● Contested transparency for operators, which can be softened with extensive introduction and 

training of the operation personnel. 

● Incorrect results coming from the analysis, which require awareness building of operators 

through training, the verification of analysis results with other available information, and tech-

nical quality assurance measures. 

Due to the constraints of this paper, the subject matter of how to ensure that ethical issues can be 

taken into account during the development stages of a system delineated above was not covered. 

Furthermore, comprehensive ethical analysis has to take into account all stages of a technology’s 

life cycle: design/development, application, and disposal. The focus within this paper was on aspects 

of the design and application phase. Finally, ethical issues identified above do not claim to be com-

prehensive, but rather indicative, because there was no definitive “socio-technological system” to be 

analysed and thus a final assessment was not possible. Depending on the details of the functionality, 

modes of data collection, organisational embedding (e.g. of the operators and the training they re-

ceive, additional professional guidelines that pertain to them), and other aspects, many other ethical 

issues in a more fine granularity could be worked out. 

From a legal perspective, especially the use of technologies for automated processing of public data 

from the internet is challenging. In order for such technology to be used in a legally compliant man-

ner, an appropriate legal basis is required. However, at least in German law, the only applicable 

bases are often laws designed as general clauses for disaster management and emergency re-

sponses. This results in legal uncertainty. Therefore, to reduce this uncertainty, the creation of spe-

cific rules is desirable. Such rules should explicitly refer to data processing in order to evaluate a 

disaster situation and establish criteria for the applicability of automated applications (RQ3).  

Geo-social media and remote sensing data can enhance the information base for decision-making 

in disaster scenarios, though many ethical and legal considerations must be addressed. In this pa-

per, our focus was on disaster management in the European Union and Germany. The portability of 

our findings to other regions within and outside of the European Union, should be studied in future 

work. In the best-case scenario, further studies could result in international policy recommendations 
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to facilitate and standardise the ethically and legally sound exchange of information across borders 

in disaster events. As technologies and data related to remote sensing, geo-social media, and AI 

methods are continually evolving, ongoing research into their application for disaster management 

is crucial. 
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