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Research software has been categorized in different contexts to serve different 
goals. We start with a look at what research software is before we discuss 
the purpose of research software categories. We propose a multidimensional 
categorization of research software. We present a template for characterizing 
such categories. As selected dimensions, we present our proposed role-based, 
readiness-based, developer-based, and dissemination-based categories. Since our 
work has been inspired by various previous efforts to categorize research software, 
we discuss them as related works. We characterize all of these categories via the 
previously introduced template to enable a systematic comparison. We report on 
the multidimensional categorization of selected research software examples.

Research software is software that is designed 
and developed to support research activities. 
Research software is developed by researchers 

themselves or by software engineers working closely 
with researchers. Research software is typically devel-
oped to meet specific research needs, and often has 

unique requirements that are different from standard 
commercial software.1 However, research software is 
gaining appreciation and endorsement for research 
and as a research result itself.

Research software engineering (RSE) is a special-
ized field that applies software engineering principles 
to address the unique challenges posed by developing 
software for scientific and academic research, with 
the goal of enhancing the efficiency, reproducibility, 
and impact of research outcomes. Research software 
engineers specialize in developing and maintaining 
software for research purposes.
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In this article, we propose a multidimensional cate-
gorization of research software, along the dimensions 
of roles, readiness, developer, and dissemination. We 
start with a look at what research software is before we 
discuss the purpose of research software categories. 
We present a template for characterizing such catego-
ries. Subsequently, our proposed role-based, readiness- 
based, developer-based, and dissemination-based cat-
egories are presented. Our work has been inspired by 
various previous efforts to categorize research soft-
ware, which we discuss as related works. We charac-
terize all of these categories via a previously introduced 
template and conclude with an outlook to future work.

RESEARCH SOFTWARE
For the purposes of this article, we follow the FAIR for 
Research Software (FAIR4RS) Working Group in their 
definition of research software, as software that was 
created during the research process or for a research 
purpose.2 This definition distinguishes “research soft-
ware” and “software in research,” which includes gen-
eral purpose software. The software components (e.g., 
operating systems, programming languages, libraries, 
etc.) that are used for research but were not created 
during research or with a clear research intent should 
be considered “software in research” and not “research 
software.” In the present article, we categorize re-
search software.

PURPOSE OF RESEARCH  
SOFTWARE CATEGORIES

We envision the following benefits from using catego-
ries for research software, which may serve:

	❯ as a basis of institutional guidelines and check-
lists for research software development

	❯ to better understand the different types of research 
software and their specific quality requirements

	❯ to recommend appropriate software engineering 
methods for the individual categories

	❯ to design appropriate teaching/education pro-
grams for the individual categories

	❯ to give stakeholders (especially research software 
engineers and their management) a better under-
standing of what kind of software they develop

	❯ for a better assessment of existing software 
when deciding to reuse it

	❯ for research funding agencies, to define appro-
priate funding schemes

	❯ to define appropriate metadata labels for FAIR 
research software

	❯ in RSE research3 to provide a framework for clas-
sifying research software artifacts.

This list is not exhaustive.

CHARACTERIZATION OF  
RESEARCH SOFTWARE  
CATEGORIES

Categorizations can be described through their scope, 
purpose, context, properties, consequences for cre-
ation and use, and their intercategorical relations. 
Table 1 provides a template for systematically describ-
ing the characteristics of research software categori-
zations, which we will use later to characterize some 
individual categorizations in the subsequent sections.

ROLE-BASED CATEGORIZATION 
OF RESEARCH SOFTWARE

Research software can be used to collect, process, an-
alyze, and visualize data, as well as to model complex 
phenomena and run sophisticated simulations. Research 
software is also developed to control and monitor lab ex-
periments and environmental observations. In engineer-
ing research, research software constitutes a new para-
digm of scientific inquiry next to theory and experiment 

TABLE 1.  Template for Describing Criteria of Research Software Categorizations.

Criterion Explanation 

Scope What is the scope of the categorization? 

Purpose What is the purpose of the categorization? 

Context In which contexts are specific categories developed and used? 

Properties What are specific properties of the different categories? 

Consequences for Creation How is and should software of a specific category be developed? 

Consequences for use How and why is software of a specific category used? What are the differences 
between the categories in terms of use and reuse, including, e.g., in software 
publication and citation?

Intercategorical relations What are the relations between different categories? 
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and acts as a proof of concept to invent and evaluate new 
technological artifacts, including algorithms, methods, 
systems, tools, and other computer-based technologies. 
Research software also provides the infrastructure to 
manage, publish, and archive research data and software.

Thus, research software may take various roles in the 
research process.4 This is similar to software engineer-
ing teams, which involve a range of roles that contribute 
to the development, maintenance, and improvement of 
software systems. Some common roles in software en-
gineering are software architect, programmer, and tes-
ter. Each role may be taken by several persons, and one 
person may take several roles. These role assignments 
may also change during a software project.

We propose a similar role-based categorization of 
research software, with an emphasis on varying quality 
requirements for the different roles that software may 
take in research. Accordingly, a research software may 
take several roles, which may also change during the 
lifecycle of the software.

Research software mainly falls into one of the fol-
lowing three top-level role categories (and sometimes 
combinations):

1)	 Modeling, simulation, and data analytics of, e.g., 
physical, chemical, social, linguistic, or biological 
processes in spatiotemporal contexts.

2)	 Technology research software in science and en-
gineering research.

3)	 Research infrastructure software, such as re-
search data and software management systems.

The assignment of research software to categories 
may evolve over time. For instance, software specifically 
developed for a research question (usually categories 1 
and 2) can later turn into infrastructure software (cate-
gory 3). In different contexts, a software may also be in 
multiple categories at the same time.

We further refine category 1—research software for 
modeling, simulation, and data analytics—with sever-
al subcategories:

1.1) � modeling and simulation (e.g., numerical mod-
eling, agent-based modeling)

1.2) � data analytics, on observation and simulation 
data, with statistical analysis and machine 
learning as methods

1.3) � software analytics (static, dynamic, evolution, 
repository mining)

1.4) � integrative analysis (data assimilation and de-
cision analysis)

1.5) � scientific visualization.

Category 2 for technology research software is used 
in structural sciences (mathematics and computer 
science) and in engineering sciences (software, elec-
trical, mechanical, and civil engineering). Technology 
research software may be related to target contexts:

2.1) � hardware (usually as embedded software)
2.2) � software (e.g., as part of an operating system)
2.3) � human (with a user interface)
2.4) � process (e.g., as part of a business, develop-

ment or production processes).

Again, one research software may be in multiple 
categories. In the next section, we will additionally 
relate this category to technology readiness levels 
(TRLs) as secondary subroles.

We further refine category 3 for research infra-
structure software with several subcategories:

3.1) � control and monitoring software for complex 
experiments and instruments (this includes 
embedded control software, as well as native 
and web-based monitoring software)

3.2) � data collection and generation (survey soft-
ware, sensor-based data collection, synthetic 
data generation, etc.)

3.3) � pipelines and tools.
3.4) � libraries, for instance for high performance 

computing
3.5) � laboratory notebooks
3.6) � data management
3.7) � software management
3.8) � collaboration and publication.

These categories have varying requirements on their 
software development. For instance, dedicated require-
ments engineering may be relevant for category 3, but not 
for category 1. As another example, safety analysis may be 
relevant for category 3.1, but not for categories 1 and 2.

The left side of Figure 1 shows our resulting role-
based categorization.

Table 2 characterizes our multidimensional catego-
rization in terms of the template in Table 1. The readi-
ness-based, developer-based, and dissemination-based 
categorizations are introduced in the following three sec-
tions, before we discuss some related categorizations.

READINESS-BASED  
CATEGORIZATION OF  
RESEARCH SOFTWARE

Technology is the application of conceptual knowl-
edge for achieving practical goals, especially in a re-
producible way. The word technology can also mean 
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the products resulting from such efforts, including 
both tangible tools, such as utensils or machines, and 
intangible ones, such as software.

TRLs are a method for estimating the maturity of 
technologies. TRLs enable consistent and uniform dis-
cussions of technical maturity across different types 

FIGURE 1.  Our multidimensional categorization of research software, along the dimensions of roles, readiness, developers, and 

dissemination.
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of technology. The right side of Figure 1 shows the re-
sulting readiness-based categorization with the titles 
of the European TRL 1 to TRL 9.5

These TRLs may be applied to all types of research 
software, and thus the category dimensions are or-
thogonal: Every research software may be classified 
independently in each dimension.

In addition, for technology research software, 
these TRL titles can be read as secondary subroles. 
Examples are:

	❯ TRL 3: The technology research software takes 
the role as an “experimental proof of concept” 
within some research project.

	❯ TRL 4: The technology research software takes 
the role as a “technology validated in lab” within 
some research project.

Thus, the TRLs constitute subroles of technology 
research software.

One specific technology research software may 
take several such subroles over its lifecycle, with in-
creasing “readiness.” It may also take several roles at 
the same time, within different contexts: In one proj-
ect, it may serve as experimental proof of concept 
(TRL 3); in another project, it may already serve as 
a technology validated in a lab (TRL 4). Eventually, a 
technology research software may even become an 
“actual system proven in operational environment” 
(TRL 9).

“Readiness” is top level in the mindmap, thus it is 
its own dimension. If we had put “readiness” directly 
below “technology research software,” it would not be 
its own dimension; thus, we added the cross-link from 

“technology research software” to illustrate the addi-
tional, secondary subrole relationship.

The difference between the categories “modeling 
and simulation” and “technology research software” 
(without consideration of the TRL subroles) may be illus-
trated, for instance, with control engineering research:

	❯ As a control engineering researcher, you may 
build a simulation of a control system.

	❯ As a control engineering researcher, you may 
also build an actual control system as a new soft-
ware system. In an automation lab, this research-
er may then experiment with this system (not 
with the simulation of the system). If this system 
(which is a technology research software) ma-
tures, it may reach higher TRLs.

Here, both the simulation and the actual control 
system are research software.

DEVELOPER-BASED  
CATEGORIZATION OF  
RESEARCH SOFTWARE

For the developer dimension, we see the following 
stages for research software:

1)	 individual researcher, such as Ph.D. student, 
Postdoc, or research software engineer

2)	 local research group
3)	 project group, in which several research groups 

may collaborate
4)	 community on a specific research topic
5)	 contractor (professional software company de-

veloping the software on behalf of researchers).

TABLE 2.  Characteristics of Our Multidimensional Categorization for Research Software.

Criterion Explanation 

Scope This categorization covers the dimensions of roles, readiness, developers, and dissemination. 

Purpose The categorization aims to enable a better understanding of the different types of 
research software and their specific quality requirements. 

Context The categorization has been produced in the context of a task force of the special 
interest group on Research Software Engineering, within the German Association of 
Computer Science (GI e.V.) and the German Society for Research Software (de-RSE e.V.). 
It is meant to serve different purposes, in particular RSE research.3 

Properties The categories follow different relevant dimensions, and are defined collaboratively 
among software engineering researchers and research software engineers. 

Consequences for creation Depending on its category, software is expected to meet different quality requirements 
and follow different development processes. 

Consequences for use Perceive that there are many different types of research software, fulfilling many 
different roles and functions. 

Intercategorical relations Individual research software may change its category within one or more dimensions. 
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DISSEMINATION-BASED  
CATEGORIZATION OF  
RESEARCH SOFTWARE

A community or contractor may develop the software 
open source, closed source, or it may provide research 
software as an online service.

The bottom of Figure 1 shows our developer-based 
and dissemination-based categorizations.

RELATED RESEARCH  
SOFTWARE CATEGORIES

Research software has been categorized in different 
contexts to serve different aims. Some of them are dis-
cussed here as related works, as they 1) represent a good 
starting point for a discussion on research software cat-
egorization, 2) provided significant input to our work, and 
3) may be used to compare and assess our categoriza-
tion. We characterize these categories via the previously 
introduced template in the supporting technical report.6

Role-Based Categorization
Van Nieuwpoort and Katz4 present a role-based cat-
egorization. They categorize research software as an 
integral component of instruments used in research, 
as the instrument itself, for analyzing research data, for 
presenting research results, for assembling or integrat-
ing existing components, as infrastructure or an under-
lying tool, and for facilitating research-oriented collab-
oration. This categorization inspired our work. Based 
on discussions with the authors of the present article, 
van Nieuwpoort and Katz extended their categoriza-
tion with our “technology research software” category.4

Maturity-Based Categorization
In their National Agenda for Research Software,7 the 
Australian Research Data Commons—an Australian 
research data infrastructure facility—argue for re-
search software to be recognized as a first-class out-
put of research. They describe a three-level maturity 
categorization of research software that is related to 
our readiness dimension:

	❯ Research data processes captured as software. 
The result is analysis code that captures re-
search processes and methodology: the steps 
taken for tasks like data generation, preparation, 
analysis, and visualization.

	❯ Novel methods and models captured as software. 
The results are prototype tools that demonstrate 
a new idea, method, or model for research.

	❯ Accepted methods and models captured as soft-
ware. The result can become research software 

infrastructure that captures more broadly accepted 
and used ideas, methods, and models for research.

Each category faces specific challenges with 
regard to recognition, from making research prac-
tice  transparent, to creating impact through quality 
software and safeguarding longer-term maintenance.

Application Classes in Institutional 
Software Engineering Guidelines
Institutional guidelines typically define so-called ap-
plication classes for research software, which require 
appropriate quality properties, and thus software engi-
neering methods8:

	❯ For software in application class 0, the focus is on 
personal use in conjunction with a small scope.

	❯ For software in application class 1, it should be 
possible, for those not involved in the develop-
ment, to use it to the extent specified and to con-
tinue its development.

	❯ For software in application class 2, it is intended 
to ensure long-term development and maintain-
ability. It is the basis for a transition to product 
status.

	❯ For software in application class 3, it is essential 
to avoid errors and to reduce risks. This applies in 
particular to critical software.

The application classes relate to our readiness 
domain and to some extent to our developer-based 
categorization.

European Open Science Cloud 
Research Software Lifecycle
The European Open Science Cloud (EOSC) aims to cre-
ate a virtual environment for sharing and accessing re-
search data across borders and scientific disciplines. 
The SubGroup 1 “On the Software Lifecycle” of the 
EOSC Task Force “Infrastructure for Quality Research 
Software” provides a categorization for software in the 
research lifecycle9:

1)	 an individual creating research software for own 
use (e.g., a Ph.D. student)

2)	 a research team creating an application or work-
flow for use within the team

3)	 a team/community developing (possibly broadly 
applicable) open source research software

4)	 a team or community creating a research service.

This categorization is covered by our developer- 
based categorization.
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Computational Research in Earth 
System Sciences
Döll et al.10 provide recommendations for sustainable 
research software for high-quality computational re-
search in Earth system sciences, and categorize this 
research software as follows:

	❯ simulation of Earth system processes by Earth 
system models

	❯ design, processing and analysis of Earth observa-
tion and lab experiment data

	❯ integrative analysis of simulation models, large 
data bases, and stakeholder knowledge.

These categories correspond to our role-based cat-
egories 1.1, 1.2, and 1.4, respectively.

Categorizing the Software Stack
Another dimension is the research software stack, 
from nonscientific infrastructure, scientific infra-
structure, discipline-specific software, up to proj-
ect-specific software.11 This dimension could be the 
basis for another branch in our multidimensional 
categorization.

QUALITATIVE EVALUATION
As a prereview study, we conducted a multidimen-
sional categorization of selected research software  
examples to check whether we can categorize select-
ed research software in multiple dimensions. The se-
lection is mainly based on in-depth knowledge of the 
respective research software by the authors, such that 

we are able to confidently categorize these research 
software examples, in particular the readiness level. 
In Table 3 we categorize the Hexatomic framework for 
multilayer linguistic annotation of corpora (https://
corpus-tools.org/hexatomic/), the Kieker observability 
and monitoring framework (https://kieker-monitoring.
net/), the MontiCore framework for the development of 
software languages (http://monticore.github.io/), the 
Prospective Monitoring and Management App (PIA) 
(https://info-pia.de/), and a quantum optics control 
software. Due to length limits, we refer to the extend-
ed version of this magazine article for further details.6

Our qualitative evaluation shows that it is possi-
ble to categorize different research software along 
multiple categories. In particular, it shows that our 
categorization is applicable to research software in-
dependently of a single dimension: We successful-
ly categorized software at different maturity levels,  
developed by different actors, and disseminated 
through different means. We expect that our catego-
rization can significantly contribute to categorizing 
research software. It increases coverage over existing 
approaches to categorization by adding the dissemi-
nation category and integrating:

	❯ role-based categorization4,10 in our role categories
	❯ maturity-based categorization7,8 in our readiness 

categories
	❯ lifecycle-based categorization9 in our developer 

categories.

In our evaluation, example research software has 
been categorized with one to five roles. This shows a 

TABLE 3.  Exemplary Multidimensional Categorization of Research Software.

Software Role Readiness Developer Dissemination 

Hexatomic 1.2 Data analytics
1.4 Integrative analysis
2.2 Software related
3.2 Data collection and generation
3.3 Pipelines and tools

TRL 4 Local research 
Group

Open source 

Kieker 1.3 Software analytics
2.2 Software related 

TRL 4,
TRL 5,
TRL 6

Community Open source 

MontiCore 1.1 Modeling and simulation
2.2 Software related
3.3 Pipelines and tools 

TRL 4 – 
TRL 8 

Community Open source, 
Software as a service

PIA 3.2 Data collection and generation TRL 9 Contractor Open source 

Quantum optics
Control software

2.2 Software related
3.1 Control and monitoring software
3.2 Data collection and generation 

TRL 9 Project group Closed source 

Further details in Hasselbring et al.6

https://corpus-tools.org/hexatomic/
https://corpus-tools.org/hexatomic/
https://kieker-monitoring.net/
https://kieker-monitoring.net/
http://monticore.github.io/
https://info-pia.de/
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high precision to cover different roles research soft-
ware can take in different contexts, while manifesting 
that research software roles are not exclusive. While 
PIA, for example, serves a single purpose within a single 
context, Hexatomic can be used for different subtasks 
in different data-centric application contexts. As infra-
structure software that can be used to integrate tools 
into a pipeline, Hexatomic combines research-related 
tasks, such as data generation, and integration with re-
search tasks, such as data editing and analysis. Simul-
taneously, it is technology research software whose 
target system is an existing ecosystem of software 
tools for linguistic research. The Hexatomic example 
reveals a property of research software that is cen-
tral to our argument, i.e., that different contexts and 
perspectives put software into different roles, which 
makes a multidimensional categorization necessary.

As future work, we intend to conduct more in-
depth quantitative research into our categorization 
to assess and improve its granularity and precision. 
Based on this, we intend to analyze relations and cor-
relations between categorical dimensions. We also 
plan to widen the corpus of categorized research soft-
ware by asking more members of the RSE community 
to categorize their own research software. In partic-
ular, the assessment of the readiness levels requires 
a profound knowledge of the software and its use. To 
quantitatively evaluate our categorization scheme, 
we intend to apply more systematic and replicable re-
search via a systematic literature review of published 
research software.12

Additional research into providing methodological 
guidance for researchers to consistently replicate our 
classifications, especially for more subjective aspects 
like TRLs, could offer clear decision criteria and docu-
mentation protocols to support the application of our 
framework.

CONCLUSION
We categorize research software along various dimen-
sions, contributing to fostering effective development, 
recognition, and utilization of research software with-
in the research community. One essential use case of 
this categorization is its incorporation into forthcom-
ing guidelines for research software development. 
As we classify research software, we enable tailoring 
guidelines to specific classes, offering developers a 
structured framework that aligns with each category’s 
unique requirements and challenges. The multidimen-
sional categorization of selected research software ex-
amples stimulated the refinement and strengthening 
of our categorization.

Moreover, the categorization is intended to be a valu-
able tool for stakeholders, especially research software 
engineers and their group, chair, department, or insti-
tute leaders. The categorization may provide these indi-
viduals with a better understanding of the software they 
are developing, offering insights into its nature, purpose, 
and potential impact. This knowledge is essential for in-
formed decision making, adequate resource allocation, 
and strategic planning within research institutions.

Recognition for research software engineers is 
another outcome we anticipate from categorizing re-
search software. By delineating different types of soft-
ware and acknowledging the diverse skill sets required 
for their development and maintenance, our categori-
zation aims to contribute to elevating the status of re-
search software engineers. We hope this recognition 
motivates individuals and fosters a culture that values 
and appreciates the crucial role played by software in 
advancing research efforts.

Categorizations may also help assess external 
software when considering its use. We envision that 
it contributes to a standardized framework for evalu-
ating software’s relevance, applicability, and quality, 
facilitating informed decisions in adopting tools from 
different sources.

The categorization may become particularly valu-
able in allocating project-based or permanent funding. 
It can help researchers and developers clearly articu-
late their software’s significance in a funding proposal. 
We envision this classification providing a framework 
that helps researchers and funding agencies.

Additionally, the categorization may help to em-
phasize which software is critical, highlighting the 
importance of its maintenance and continued devel-
opment for its continued functionality. By highlighting 
this importance, we seek to contribute to an enhanced 
awareness of the ongoing support and resources re-
quired to ensure the longevity and sustainability of re-
search software.

In the realm of RSE research,3 we hope that the 
categorization provides a framework for classifying re-
search objects, supporting software corpus analyses, 
and enhancing our understanding of the different types 
of research software and their properties. This struc-
tured approach may aid in organizing and interpreting 
the vast landscape of research software, contributing 
to advancements in RSE methodologies and practices.
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