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The computation of self-excited thermoacoustic instabilities remains a challenging task.
Reasons are manifold as the problem renders itself as a complex interplay of mixing, combustion,
hydrodynamic, and acoustic processes inside a combustion device. To capture the relevant effects,
an adequate modeling of the aforementioned processes is needed. In this work, an experimentally
well characterized lean premixed swirl flame prone to self-excited thermoacoustic instabilities
is investigated by means of compressible Large-Eddy-Simulations (LES). The investigation
emphasizes the influence of the outflow modeling as well as the reaction mechanism and the
closure model for the chemical source on the flow field. Besides the flow field, the influence
on the self excited pressure oscillations in terms of frequency and amplitude is also shown.
To further the understanding how outflow modeling and the reaction mechanism affect the
results of the LES, simplified one dimensional models are introduced, allowing for a clearer
interpretation of the computed results.

I. Introduction
The reduction of pollutant emissions in modern gas turbines led to lean premixed combustion chamber concepts.

These systems are known to be prone to combustion instabilities [1]. Especially thermoacoustic instabilities may inflict
damage to the combustion device due to high pressure oscillations. Experimental evidence emphasizes an influence
of hydrogen addition onto thermoacoustic instabilities [2]. Thus, the recent trend to reduce fossil fuels in favor for
hydrogen puts thermoacoustic instabilities further into focus. But, despite being a problem during the development of
fuel flexible gas turbines, the computation of thermoacoustic instabilities remains a complex and challenging task. For
an accurate computation a thorough modeling of the relevant processes including the effects of mixing, combustion,
hydrodynamics, and acoustics in the entire device is required. Hence, to obtain a better understanding of the relevant
influencing parameters model burners are often considered. One such experimentally investigated model burner
featuring a swirl stabilized lean premixed flame is the PRECCINSTA combustor [3–10]. Depending on the operational
point, the combustor may exhibit strong self excited thermoacoustic instabilities. Such a thermoacoustic pulsating
operational point is obtained for an equivalence ratio of 𝜙 = 0.7 at a thermal power of 𝑃th = 25 kW operated under
technically premixed conditions. For this operational point a detailed experimental study [3–5] showed a pulsating
flame, anchored near the bluff body of the burner. The dominant pressure mode observed in these studies occurs at
a frequency of 𝑓 = 290 Hz. Follow up experiments [10, 11] measured frequencies of 𝑓 = 275 Hz and 𝑓 = 284 Hz,
which are slightly lower. Furthermore, opposed to [3–5] a detached flame is observed in [10] for the same operational
conditions. The main differences between the measurements in [3–5] and [10] are lower acoustic losses in [10] due to
the partial application of sheet metal combustion chamber side walls. In addition, this operational point is also studied
by means of compressible Large-Eddy-Simulations (LES) [10–19]. Concerning the frequency as well as the flame lift
off height from the burner exit, the computational results differ. In some studies, such as [12, 13, 18, 19] the flame
position based on the burner exit temperatures shows a good agreement with the experiments of [3–5]. In contrast,
the frequency of the dominant mode is not matched. Other studies obtain a very good agreement of the dominant
mode frequency [10, 11, 14] whilst the temperature in the vicinity of the burner exit are underestimated indicating a
lifted flame as seen in the experiment of [10]. However, the work of [15–17] prove that a good agreement of both,
frequency and flame lift off height as compared to the experiments of [3–5] is achievable. Another noticeable peculiarity
is related to the outflow modeling of the available numerical studies in literature. Comparing the considered numerical
domains it is apparent that studies involving a large outflow plenum at the downstream end of the combustion device
often overestimate the dominant pressure mode frequency [12, 18, 19]. In contrast, a good agreement for the dominant
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pressure mode is generally obtained in studies where a numerical outflow boundary is directly applied to the downstream
end of the combustion device [10, 11, 13–17]. Further, a variety of different chemical mechanisms and combustion
model approaches have been applied in the numerical studies of [10–19] where the influence of the chosen modeling
on the solution remains unclear. The focus of this paper is to investigate the thermoacoustic behavior of the swirl
flame by means of compressible LES in order to get a better understanding of the influence parameters affecting the
flame anchoring as well as the thermoacoustic oscillation cycle. Therefore, different compressible LES are performed.
These computations investigate the influence of the outflow boundary condition as well as the reaction mechanism, the
combustion modeling, and the model parameters for the turbulent Prandtl and Schmidt numbers.

II. Numerical Method
The spatially filtered balance equations for mass, momentum, energy, and the transport equations for species mass

fractions are given by (Einstein notation)

𝜕 𝜌

𝜕𝑡
+ 𝜕 𝜌 �̃�𝑖

𝜕𝑥𝑖
= 0, (1)

𝜕 𝜌 �̃�𝑖

𝜕𝑡
+
𝜕 𝜌 �̃�𝑖 �̃� 𝑗

𝜕𝑥 𝑗
−
𝜕 𝜏𝑖 𝑗 +𝜏𝑡 ,𝑖 𝑗

𝜕𝑥 𝑗
+ 𝜕 𝑝
𝜕𝑥𝑖

= 𝜌 �̃�𝑖 , (2)

𝜕 𝜌 𝐸

𝜕𝑡
+ 𝜕 𝜌 �̃�𝑖𝐸

𝜕𝑥𝑖
+ 𝜕�̃�𝑖 𝑝

𝜕𝑥𝑖
−
𝜕�̃� 𝑗

(
𝜏𝑖 𝑗 +𝜏𝑡 ,𝑖 𝑗

)
𝜕𝑥𝑖

+
𝜕 𝑞𝑖 +𝑞𝑡 ,𝑖
𝜕𝑥𝑖

= 𝜌 �̃�𝑖 �̃�𝑖 + 𝑆𝑟 , (3)

𝜕 𝜌𝑌𝛼

𝜕𝑡
+ 𝜕 𝜌 �̃�𝑖𝑌𝛼

𝜕𝑥𝑖
+
𝜕 𝑗 𝛼𝑖 + 𝑗𝑡 ,𝛼𝑖

𝜕𝑥𝑖
= 𝑆𝛼 . (4)

In Eqs. (1)-(4), 𝑥𝑖 are the spatial coordinates, 𝑡 the physical time, 𝜌 the density, 𝑢𝑖 is the velocity vector, 𝑝 the pressure,
𝐸 is the specific total energy, and 𝑌𝛼 the mass fraction for the species 𝛼. The viscous stress tensor is defined through 𝜏𝑖 𝑗 ,
the vector of the heat flux is given by 𝑞𝑖 , and the diffusive mass flux is 𝑗𝛼𝑖 . Radiative and chemical sources are given by
𝑆𝑟 and 𝑆𝛼 whereas volume forces are denoted by 𝑓𝑖 . The specific total energy is defined as the sum of the specific
internal energy and the specific kinetic energy. A mixture of thermally perfect gases is assumed where the state equation
for an ideal gas applies. Spatially filtered values are denoted by (·) whereas a Favre filtered value is denoted by (̃·). Due
to the filtering, the subgrid-scale stress tensor 𝜏𝑡 ,𝑖 𝑗 , the subgrid-scale heat flux 𝑞𝑡 ,𝑖 , and the subgrid-scale species mass
flux 𝑗𝑡 ,𝛼𝑖 arise. The models for these terms are outlined in Sec. IV. Equations (1)-(4) are solved using the Implicit
Characteristic Splitting scheme (ICS) as described in [20]. Applying the ICS scheme results in (Einstein notation)
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for the acoustic subsystem. In Eqs. (5)-(12), 𝑐 is the speed of sound, 𝛥𝑡 denotes the discrete time step size whereas (·)𝑛,
(·)∗, and (·)𝑛+1 represent the current, intermediate, and next time levels. With 𝛿𝑝 = 𝑝𝑛+1 − 𝑝∗ a pressure correction is
introduced and a pressure correction equation given through (Einstein notation)
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𝜕𝑥𝑖𝑥𝑖
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𝜕𝑥𝑖
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𝛥𝑡 𝑐2 𝛿𝑝

)
− 4
𝑐2 𝛥𝑡2

𝛿𝑝

= −2
𝜕2

𝜕𝑥𝑖𝑥𝑖
𝑝∗ + 4

𝛥𝑡

(
𝜌∗ + 𝜌𝑛

2
𝜕�̃�𝑛

𝑖

𝜕𝑥𝑖

)
(13)

is derived (cf. [20]). Further, numeric dissipation is introduced into the acoustic step to stabilize the solution and
maintain a monotonic scheme. The advective subsystem Eqs. (5)-(8) is discretized using a temporal second order
implicit Crank Nicolson scheme. Application of an implicit instead of an explicit discretization increases the stability
(which is especially beneficial for numerically stiff combustion problems) but leads to a nonlinear system of equations.
With the introduction of a linearization for the unknown flux and source vectors and the application of the Newton
Raphson scheme a fully implicit procedure for the advective subsystem is obtained. The pressure correction equation
(Eq. (13)) is also discretized in a fully implicit manner. For the pressure correction variable 𝛿𝑝, Dirichlet boundary
conditions are applied at inflows and outflows whereas at walls von Neumann boundaries are used. Subsequent to
solving the pressure correction equation the solution is advanced using the pressure correction 𝛿𝑝 in Eqs. (9)-(12).
The scheme is implemented in the in-house code ThetaCOM [21] using a cell-vertex [22] approach where based on a
primary grid a median-dual mesh is constructed. A detailed description of the method is given in [20].

III. Test case
A schematic drawing of the PRECCINSTA combustion device is given in Fig. 1. As indicated, the combustor is

split up into several sections. At the most upstream point, air is supplied to the air plenum. The supply line is choked
to enable a defined acoustic inflow condition. From there the air is guided into the swirler, where it mixes inside the
swirler vanes in a jet in crossflow configuration with the fuel coming from the fuel plenum. In total, twelve swirler
vanes and therefore twelve fuel ports with a diameter of 𝐷 = 1 mm are used. The so called technically premixed air-fuel
mixture is guided into the combustion chamber via a duct connecting both sections. In the center of this connecting duct
the bluff body is located. As indicated in Fig. 1 the origin of the used coordinate system is located at the tip of the
conical bluff body. The combustion chamber has a square cross section with a lateral length of 𝐿 = 85 mm and a height
of 𝐻 = 114 mm. All four side walls of the combustion chamber are made of quartz glass windows providing optical
access for measuring. The quartz glasses are held by metal corner posts which are mounted into the base plate. At
the downstream end of the combustion chamber the converging outlet section is placed. Here, the rectangular cross
section transitions into a circular cross section and the exhaust gases are leaving the device through the converging
outlet’s short exhaust pipe. All reference data are acquired under atmospheric conditions where air is used as oxidizer
and pure methane is used as fuel. The chosen operational point of the burner has a thermal power of 𝑃th = 25 kW
at an equivalence ratio of 𝜙 = 0.7. This results in a fuel mass flow of ¤𝑚fuel = 30 g/min with an air mass flow of
¤𝑚air = 743 g/min, considering air with a composition of 𝑌O2 = 0.23 and 𝑌N2 = 0.77. Here, 𝑌O2 and 𝑌N2 denote the mass
fractions for Oxygen and Nitrogen, respectively.

IV. Numerical modeling
The reactive flow of the PRECCINSTA combustion device described in Sec. III is computed using the method

described in Sec. II. Inflow and outflow boundaries are modeled using the Navier Stokes characteristic boundary
conditions (NSCBC) approach of [23] as described in [20]. Here, the air inflow is assumed to be stiff, representing
the chocked inflow of the test case. Likewise, the inflow for the fuel is also taken to be stiff. Here, the fuel plenum is
included in the computational domain. In this way the stiff inflow for fuel is placed away from the injection holes at
the swirler vanes. The mass flows for fuel and air are set according to the chosen operational point defined in Sec. III.
Temperatures of the inflow streams are set to 320 K in accordance with the combustion chamber inflow temperature
reported in the experiments [5]. For the outflow boundary a subsonic partially reflecting approach is applied where
the reflection factor is defined by 𝐾 = 𝜎out (1 − 𝑀𝑎out)𝑐/𝐿out. In this context, 𝐾 is the relaxation parameter at the
outflow boundary whereas 𝑀𝑎out, 𝜎out, and 𝐿out are the case dependent Mach number, relaxation parameter, and
characteristic length. Values for these parameters are summarized in Tab. 1. At the combustion chamber side walls as
well as the combustion chamber base plate isothermal wall boundary conditions with a defined temperature profile
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114mm

85m
m

combustion chamber

air

Fuel

converging outletair plenum

fuel plenum swirler bluff body base plate side walls exhaust pipe

𝑥3

𝑥1

Fig. 1 Schematic drawing of the investigated combustion device.

𝐿out [m] 𝑀𝑎out 𝜎out 𝑝out [Pa]

0.18 0.10 0.28 101325

Table 1 NSCBC parameters for the outflow boundary of the PRECCINSTA test case.

are prescribed. Remaining wall boundaries are assumed to be isothermal with a temperature of 320 K. The system of
equations presented in Sec. II is in the Favre filtered form. The subgrid-scale stress tensor in Eq. (6) is closed using the
wall-adapting local eddy-viscosity (WALE) model given in [24], where the WALE constant is set to 𝐶𝑊 = 0.1. To
close the subgrid-scale energy and species fluxes in Eqs. (7) and (8), a gradient diffusion approach is used relating the
fluxes to the Favre filtered temperature and mass fraction gradients. The required turbulent diffusivities are calculated
based on the eddy-viscosity and the turbulent Prandtl and Schmidt numbers. A constant timestep of 𝛥𝑡 = 0.1µs is
applied for all computations. In total, five different simulations are conducted where an overview is given in Tab. 2
with case one being the baseline. As provided in Tab. 2 the computations differ from case one either by the chosen
domain, the used reaction mechanism, the selected combustion model, or the applied model parameters. In detail,
case one and case two differ in the applied computational domain. For case one, domain A without an outlet plenum
is used whereas for case two, a plenum is attached to the end of the short exhaust pipe downstream the converging
outflow section. A cut through domain A and B is depicted in Fig. 2. As compared to domain A, domain B aims to
diminish the influence of the NSCBC outflow boundary onto the solution by placing the NSCBC outflow far away
from the exhaust pipe’s exit. Both domains are discretized with a hybrid mesh consisting of about 5.1 million grid
points for domain A and about 5.2 million grid points for domain B. To avoid backflow at the recessed outflow, an
additional inflow is set at the upstream boundary of the added plenum for case two. This generates an axial coflow
where a velocity of 15 m/s is applied. The combustion processes are modeled using a finite-rate chemistry approach
where the chemical kinetics are described by either the DRM19 [25] for case one, two, four, and five or by a reduced
variant of the DLR-Concise (DC1S29) [26] mechanism in case three. Considering the combustion model, except for

Case Domain Mechanism Combustion model Model parameter

case 1 A DRM19 APDF 𝑆𝑐𝑡 = 𝑃𝑟𝑡 = 0.7
case 2 B DRM19 APDF 𝑆𝑐𝑡 = 𝑃𝑟𝑡 = 0.7
case 3 A DC1S29 APDF 𝑆𝑐𝑡 = 𝑃𝑟𝑡 = 0.7
case 4 A DRM19 TF 𝑆𝑐𝑡 = 𝑃𝑟𝑡 = 0.7
case 5 A DRM19 APDF 𝑺𝒄𝒕 = 𝑷𝒓𝒕 = 0.4

Table 2 Overview of the conducted compressible LES.
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domain B

domain A

Fig. 2 Cut through the computational domain used for the compressible LES. Domain A (red) without a plenum
for the atmosphere. Domain B (blue) with a plenum for the atmosphere.

case four, an assumed probability density function (APDF) [27, 28] model is used. Case four, applies the thickened
flame (TF) model of [29] where the thickness factor is computed dynamically [30] based on the ratio of the local mesh
size and the local thickness of a laminar premixed flame. Finally, the turbulent Schmidt and Prandtl numbers are set to
𝑆𝑐𝑡 = 𝑃𝑟𝑡 = 0.7 for all cases except case five where 𝑆𝑐𝑡 = 𝑃𝑟𝑡 = 0.4 is used.

V. Results
First, a general comparison of the computed results of the five considered cases is given to obtain an overview of the

discrepancies induced by the different modeling approaches. This includes a comparison of the computed results against
experimental reference data from [5, 11], also. Following, a more detailed investigation of the differences between the
individual cases is given.

A. General comparison
Starting with the temporal averaged velocities, results for the computations along with data acquired from

measurements are given in Fig. 3. The velocity profiles shown are extracted at two different heights inside the
combustion chamber and plotted along the 𝑥1-direction. In Fig. 3a and Fig. 3c, the averaged axial velocities at the heights
𝑥3 = 1.5 mm and 𝑥3 = 35 mm are given. For the same heights the averaged tangential velocities are plotted in Fig. 3b
and Fig. 3d. Overall a very good agreement for the averaged axial velocity directly above the burner at 𝑥3 = 1.5 mm is
obtained for all cases in comparison with the experimental data. No significant differences exist between the computed
results. Also for the tangential velocity at 𝑥3 = 1.5 mm a good agreement with the experimental findings is obtained
where the measured tangential velocity is slightly overestimated in the range of −14 mm < 𝑥1 < −1 mm. In contrast, the
slope at 𝑥1 = −15 mm is matched well by the computed results. Small differences between the computed results are
observable, leading to somewhat lower velocities for case four, resulting in a small increase in agreement of this case and
the experimental tangential velocities in the vicinity of the burner. Further downstream at 𝑥3 = 35 mm the comparison
of the averaged axial velocity with the experimental data shows that the computed results are shifted towards the center
by about 5 mm. An exception is case four, where the shift amounts to about 2.5 mm. Apart from this shift, the overall
peak velocity of about 30 m/s agrees well between the computational results and the experimental data. Considering the
averaged tangential velocity at 𝑥3 = 35 mm in Fig. 3d the pattern continues, where overall a good agreement with a
slight velocity overestimation in the computed results is observed. Again, only case four somewhat deviates from the
other computed results, showing marginally lower velocities. Overall, the changes introduced to the numerical model
for cases one to five do not significantly influence the averaged velocity fields inside the combustion chamber. However,
this is not the case for other important quantities such as the emerging pressure fluctuations inside the combustion
chamber. In Tab. 3 an overview of the computational results for cases one to five together with the experimental data
provided in [11] is given. For each case and the measurement the frequencies of the fundamental mode 𝑓0 and the first
harmonic 𝑓1 are noted. Alongside the frequencies the overall sound pressure level (SPL) is given. The frequencies are
extracted from the computed power spectral densities (PSD) based on the combustion chamber pressure time signal.
Integrating the PSD leads to the SPL where the acoustical reference pressure of 𝑝𝑎 = 20 µPa is used for conversion to
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−40
−20

0
20
40 axial vel.

𝑥3 = 1.5 mm

a)

tang. vel.
𝑥3 = 1.5 mm

b)

0−10−20−30
−40
−20

0
20
40

axial vel.
𝑥3 = 35 mm

c)

0−10−20−30

tang. vel.
𝑥3 = 35 mm

d)
case 1 case 2 case 3 case 4 case 5 exp. results

𝑥1 in mm

Av
g.
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/s

Fig. 3 Averaged velocities at different heights over the 𝒙1-coordinate. a) averaged axial velocities at 𝒙3 = 1.5 mm.
b) averaged tangential velocities at 𝒙3 = 1.5 mm. c) averaged axial velocities at 𝒙3 = 35 mm. d) averaged
tangential velocities at 𝒙3 = 35 mm. Experimental results are from [5].

case 1 case 2 case 3 case 4 case 5 exp. results

𝑓0 [Hz] 280 364 244 205 275 274
𝑓1 [Hz] 566 728 484 416 544 547

SPL [dB] 162.55 158.89 161.85 161.14 161.61 154.26

Table 3 Overview of the computed results as well as reference data from experiments (c.f. [11]) for the pressure
fluctuations inside the combustion chamber. f0 is the fundamental frequency and f1 the first harmonic. Besides
the frequencies the overall sound pressure level (SPL) is indicated.

decibel. As compared to the experiment, cases one and four obtain the best agreement in terms of frequencies 𝑓0 and 𝑓1.
Case three and case four however, underestimate the frequencies obtained in the experiment considerably. In case two,
the opposite is observed where with 𝑓0 = 364 Hz the computed frequency obtained is significantly overestimates the
measured frequency. The overall SPL follows a different trend. Here, the experimentally obtained SPL is overestimated
by all computed results where an offset of about 8 dB is observed for the computational results of cases one, three, four,
and five. The lowest computed SPL is obtained for case two only overestimating the experimentally obtained SPL by
roughly 4 dB. The computed PSDs for the baseline case one alongside case two and four covering the lowest and highest
computed frequencies are plotted in Fig. 4. Besides the computational results the PSD based on the experimental
pressure time series is plotted. Considering case four, it is apparent that unlike to case one and case two the second peak
at 𝑓1 is much weaker. Also a second harmonic at roughly 3 𝑓0 is almost completely suppressed in case four. The overall
qualitative trend however, is well recovered by the computed results as compared to the experiment. Next, the flame
shapes and lift off heights between the simulated results are compared. For this reason the computed heat release is
considered. In Fig. 5, contour plots of the normalized time averaged heat release are given for each case. To compare the
overall flame shape and lift off height, the normalized line of sight integrated heat release inside the combustion chamber
is plotted in the first row. Normalization is obtained by the maximal value of the line of sight integrated heat release
over all cases. The second row shows the averaged heat release for each case inside the duct between the swirler and
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Fig. 4 Power spectral density of the pressure inside the combustion chamber for the cases one, two, and four as
well as an experimental spectrum [11].
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Fig. 5 Computed heat release for cases one to five. In the first row the normalized line of sight integrated heat
release inside the combustion chamber is shown. In the second row the temporal averaged heat release in a sector
of the duct between swirler and combustion chamber at 𝒙3 = −2.5 mm is given.

the combustion chamber at 𝑥3 = −2.5 mm. Here, only a sector for −20 mm ≤ 𝑥1 ≤ 0 mm and −20 mm ≤ 𝑥2 ≤ 0 mm
is displayed where again, the maximal value over all cases is used for normalization. Comparing the flame shape by
means of the line of sight integrated averaged heat release clear differences are apparent between the cases one to five.
The characteristic shapes can be linked to the observations made in the combustion chamber pressure. Where case
one and case five obtain similar frequencies considering the fundamental mode as well as the higher harmonics, they
here also display similar characteristics in terms of flame shape, lift off height, and heat release intensity. Based on the
line of sight integrated heat release, a lifted flame is obtained where the flame root is located at 𝑥3 = 12 mm in both
cases. In the vicinity of the flame root the intensity is highest towards 𝑥1 = 0 mm and gets weaker moving closer to
the combustion chamber side walls at a constant height from the base plate. Further downstream the regions of high
intensity cover the whole cross section of the combustion chamber. Considering the averaged heat release inside the duct
displayed in the second row of Fig. 5, only a low intensity is observed in the proximity of the conical bluff body for both
cases. By analysing the temporal evolution of the computed heat release it is seen that such an averaged heat release
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Fig. 6 Definition of the phases based on the pressure of the air plenum for one cycle.

inside the duct originates from a small number of flash back events. Different observations are made for cases three and
four where the fundamental mode is found to show lower frequencies as compared to case one. Opposed to case one, no
averaged heat release is detected in the duct between swirler and combustion chamber. Further, the flame shapes based
on the line of sight integrated heat release are also considerably different. Where for case one the flame root extents
towards the tip of the bluff body this behavior is not observed for cases three and four. Here, for case three an almost
horizontal upstream bound is obtained for the line of sight integrated heat release whereas for case four the contours
extend further upstream in the region near to the combustion chamber side walls as compared to the center. Analogous
to the combustion chamber pressure, a different observation is made for case two. As compared to the other cases,
case two exhibits the highest frequencies for the occurring pressure modes. By comparing the averaged heat release
inside the duct in the second row of Fig. 5 case two also stands out. Here, it is apparent that the highest intensities
in averaged heat release of all cases are found. Again, a temporal analysis of the heat release shows that these high
values of averaged heat release originate from flash back events into the duct. Further, case two is the only case where
significant heat release is obtained close to the tip of the bluff body at the combustion chamber entrance, indicating on
average an attached flame. Overall, concerning the pressure mode as well as the heat release a strong influence of the
model approach is obtained. Most notably are the influence of the outflow modeling, the chosen reaction mechanism
modeling the chemical kinetics, as well as the applied combustion model. For the current setup, the influence of the
model parameters, namely the turbulent Prandtl and Schmidt numbers, is negligible and not considered further. In the
following a closer look is taken on the distinct influence of the modifications introduced to the numerical model.

B. Influence of the outflow modeling
Case one and two only differ in the modeling of the outflow boundary. For case one the NSCBC subsonic partially

reflecting outflow boundary is directly located at the exit of the short exhaust pipe. In contrast, for case two the
computational domain is extended downstream the exhaust pipe in order to move the NSCBC subsonic partially reflecting
outflow boundary away from the chamber’s outlet thus mitigating its influence on the combustion chamber’s outlet
modeling. As described in Sec. V.A, concerning the combustion chamber pressure modes and flame characteristic
significant effects are observed. First of all, the flame switches from a lifted flame to an attached flame as indicated by
the contour plots of the averaged heat release given in Fig. 5. This goes along with significantly higher frequencies
for the pressure modes inside the combustion chamber as shown in Fig. 4. The differences in flame lift off height
influences the temperatures directly at the entrance of the combustion chamber. This is seen in Fig. 7 where the averaged
temperatures of cases one and two are compared with the experimental values acquired in [5]. In detail, the time
averaged temperatures at a height of 𝑥3 = 6 mm along the positive 𝑥1-coordinate are plotted in Fig. 7a. At the same
position the phase averaged temperatures for the experimental results of [5] are given in Fig. 7b together with the phase
averaged temperatures for case one in Fig. 7c and case two in Fig. 7d. The phases are defined based on the pressure
inside the air plenum as described in [5] and shown in Fig. 6. Regarding the temperature profiles given in Fig. 7a,
the experiments conducted in [5] on average detect high temperatures of about 1610 K in proximity to the tip of the
bluff body at 𝑥1 = 0 mm. With increasing distance from the center, the average temperature drops monotonically up
to 𝑥1 ≤ 14 mm where it reaches a minimal value of about 370 K. In the range of 14 mm < 𝑥1 ≤ 21 mm the average
temperature rises again and reaches a plateau with a value of about 1560 K. This is in contrast to the computed solutions
where the qualitative trend is somewhat reproduced but does fail to match the quantitative values. For case one, this
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Fig. 7 Averaged temperature at 𝒙3 = 6 mm. a) time average of cases one and two as well as experimental values
from [5]. b) phase averaged measured temperatures of [5]. c) phase averaged temperatures of case one. d) phase
averaged temperatures of case two.

results in a temperature downstream the tip of the bluff body of about 910 K and a minimal temperature of about 640 K
at 𝑥1 = 12 mm. With increasing values for 𝑥1 the averaged temperature rises analogously to the experiments but no clear
plateau region is obtained. Similar to the averaged line of sight integrated heat release (c.f. Fig. 5) case two behaves
differently. In proximity to the tip of the bluff body at 𝑥1 = 0 mm much higher averaged temperatures of about 1185 K
as compared to case one are computed displaying a better agreement with the experimental values. With increasing
distance to the tip of the bluff body in 𝑥1-direction the temperatures decrease until 𝑥1 = 13 mm where temperatures
comparable to case one are obtained. The ensuing rise in temperature for increasing 𝑥1 is smaller leading to a better
agreement of case one instead of case two compared to the experimental values in this region. Considering the phase
averaged results further peculiarities between the experimental and the computed results for case one and two are
observed. First of all, in the experiments of [5] displayed in Fig. 7b at 𝑥1 = 0 mm the temperature for the different
phases remain at high values indicating a anchoring flame over the whole cycle. Also the minimal temperature stays
roughly at the same value. Further, the steep increase in temperature as well as the temperature of the plateau are at
the same location respectively at the same value between the phases. The main differences between the phases are
obtained in the regions where the temperature decreases (0 mm < 𝑥1 ≤ 13 mm). This results in differences in the spatial
extent of the low temperature regions throughout the cycle. Comparing the experimental phase averaged temperatures
to the computed results an overall better agreement is obtained for case two given in Fig. 7d than for case one plotted in
Fig. 7c. At 𝑥1 = 0 mm the temperatures are high for case two throughout the whole cycle whereas for case one only
phase 𝜙5 obtains comparable high temperatures. Considering the development of the phase averaged temperatures for
case two, only phases 𝜙1 and 𝜙7 are in qualitative agreement with the experimental findings. At least for phase 𝜙7, this
qualitative agreement is restricted by an interruption of the temperature increase at 𝑥1 = 17 mm.

Now, a closer look is taken on the computed pressure fluctuations of case one and two. The pressure fluctuations are
calculated being the standard deviation of the filtered pressure. In Fig. 8, contour plots in the 𝑥1, 𝑥3-plane at 𝑥2 = 0 m
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Fig. 8 Comparison of the standard deviation of pressure for case one and case two. The first row shows contour
plots of the standard deviation in the 𝒙1, 𝒙3-plane at 𝒙2 = 0 m for case one (top half) and case two (lower half).
The second row gives the normalized standard deviation extracted along the path indicated in the contour plots
of the first row.

for the standard deviation of pressure for cases one and two are given. The contour plot of the standard deviation of the
pressure is split up along the centreline displaying case one at 𝑥1 > 0 mm and case two at 𝑥1 < 0 mm. Alongside the
contour plots in the first row, a diagram is provided in the second row of Fig. 8. This diagram displays the normalized
standard deviation of pressure extracted along the path indicated in the contour plots above. The maximal value which
is also the most upstream extracted point, is used for normalization of the standard deviation of pressure in the line
diagram. Considering the normalized standard deviation of pressure extracted along the indicated line it is apparent that
higher values are obtained for case one as compared to case two. This behavior starts at 𝑥3 > −50 mm and persists up to
the outflow boundary. Towards the downstream end of the combustion chamber, for 𝑥3 > 100 mm the discrepancies
between case one and case two are getting larger. A lower standard deviation of pressure at the outflow may relate
to a higher reflection coefficient of the outflow boundary. This assumption is based on the consideration, that in the
limit of a constant pressure, a pressure node with a vanishing standard deviation of pressure would be imposed at the
outflow. Such an outflow is associated with a reflecting boundary where the magnitude of the reflection coefficient
becomes one. Using a simplified one dimensional series of ducts model it can be shown that for the considered case, a
higher magnitude of the reflection factor at the outflow is associated with a higher fundamental mode frequency 𝑓0. The
simplified model follows the approach described in [31, 32] for longitudinal modes in series of constant cross section
ducts. For this reason the PRECCINSTA combustion device is split up into seven regions of constant cross section
as shown in Fig. 9. Each region is associated with a cross section area 𝑆 and a length 𝑎. The regions are related to
each other by means of six interfaces denoted by 𝐼. Further, averaged values for the speed of sound and the density are
required in each section. These values are extracted from the computed LES results. All required model parameters are
given in Tab. 4. According to [31, 32] the acoustic field in region 𝑛 can be described by

𝑝′𝑛 (𝑥, 𝑡) =
(
𝐴+
𝑛𝑒

i𝑘𝑛 (𝑥−𝑥𝑛) + 𝐴−
𝑛𝑒

i𝑘𝑛 (𝑥−𝑥𝑛)
)
𝑒−i𝜔𝑡 (14)

and
𝑢′𝑛 (𝑥, 𝑡) =

(
𝐴+
𝑛

𝜌𝑛𝑐𝑛
𝑒i𝑘𝑛 (𝑥−𝑥𝑛) + 𝐴−

𝑛

𝜌𝑛𝑐𝑛
𝑒i𝑘𝑛 (𝑥−𝑥𝑛)

)
𝑒−i𝜔𝑡 , (15)
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Fig. 9 Eigenmode analysis for the PRECCINSTA burner based on a one dimensional series of ducts model. a)
definition of the duct segments where 𝑺 denotes the section, 𝒂 the section length, and 𝑰 the section interfaces. b)
resulting frequencies for the first Eigenmode over the magnitude of the reflection factor.

Section number 𝑛 1 2 3 4 5 6 7

𝑎𝑛 in mm 40.00 28.00 22.00 10.50 25.00 120.00 54.00
𝑆𝑛 in mm2 4901.67 3516.23 1200.87 5089.38 607.71 7225.00 1256.64
𝑐𝑛 in m/s 360.00 360.00 360.00 360.00 360.00 820.00 820.00
𝜌𝑛 in kg/m3 1.10 1.10 1.10 1.10 1.10 0.20 0.20

Table 4 Model parameters for the one dimensional acoustic model. 𝒏 is the number of each section, 𝒂𝒏 is the
length of section 𝒏, 𝑺𝒏 the cross section area, 𝒄𝒏 the speed of sound, and 𝝆𝒏 the averaged density.

assuming the simplifications for linear acoustic hold. Here, 𝑝′ and 𝑢′ denote the acoustic pressure and velocity while
i =

√
−1 is the imaginary unit. Further, 𝐴 is the acoustic amplitude and the superscripts (·)+ and (·)− denote left and

right moving waves with respect to the spatial coordinate 𝑥. Additionally, 𝑘 = 𝜔/𝑐 is the wave number and 𝜔 = 2𝜋 𝑓 the
angular frequency of the frequency 𝑓 . For each segment, the amplitudes of adjacent regions are related by(

𝐴+
𝑛+1
𝐴−
𝑛+1

)
=

1
2

(
𝑒i𝑘𝑛𝑎𝑛 (1 + 𝛤𝑛) 𝑒−i𝑘𝑛𝑎𝑛 (1 − 𝛤𝑛)
𝑒i𝑘𝑛𝑎𝑛 (1 − 𝛤𝑛) 𝑒−i𝑘𝑛𝑎𝑛 (1 + 𝛤𝑛)

)
︸                                           ︷︷                                           ︸

𝑇𝑛

(
𝐴+
𝑛

𝐴−
𝑛

)
, with 𝛤𝑛 =

𝜌𝑛+1𝑐𝑛+1𝑆𝑛
𝜌𝑛𝑐𝑛𝑆𝑛+1

, (16)

demanding that pressure and acoustic flow rate are constant across the interface. Based on the transfer matrices 𝑇𝑛 a
global matrix 𝐺 can be constructed relating the amplitudes of the first to the last region through(

𝐴+
7
𝐴−

7

)
= 𝐺

(
𝐴+

1
𝐴−

1

)
, with 𝐺 =

6∏
𝑛=1

𝑇𝑛. (17)

The system is closed through the boundary conditions

𝐴+
1
𝐴−

1
= 𝑅𝐼 and

𝐴+
7
𝐴−

7
𝑒2i𝑘7𝑎7 = 𝑅𝑂,

where 𝑅𝐼 and 𝑅𝑂 are the reflection coefficients for the inflow and outflow. Solving the linear system of Eq. (17) using
the boundary conditions leads to

0 =
𝑅𝐼𝐺1,1 + 𝐺1,2

𝑅𝐼𝐺2,1 + 𝐺2,2
𝑒2i𝑘7𝑎7 − 𝑅𝑂, (18)
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Fig. 10 Comparison of the applied reaction mechanisms. a) flowchart of the calculation procedure. ¤𝒎1 is the
total stream entering the system. ¤𝒎1,𝒖 and ¤𝒎1,𝒃 are the unburnt and burnt streams. b) results for the ignition
delay time over the mass split for the applied reaction mechanisms.

where the complex roots are the longitudinal Eigenmodes of the system. For the case considered here, it is assumed
that the inflow is a velocity node expressed by 𝑅𝐼 = 1. In contrast, the outflow is assumed to be terminated by a large
vessel with a varying reflection coefficient 𝑅𝑂. In Fig. 9b the frequency of the first Eigenmode calculated by the
one dimensional model is plotted over the magnitude of the reflection factor at the outflow. Considering the simple
approach without acoustic source, the computed Eigenmodes by the one dimensional model are in a good agreement
with the frequencies obtained by the LES and experiments. Depending on the magnitude of the reflection factor at the
outflow, the first Eigenmode takes values between 280 Hz ≤ 𝑓0 ≤ 357 Hz. This reveals a strong influence of the outflow
modeling on the frequency of the first Eigenmode of the system. The increase in frequency of the first Eigenmode
with an increased reflection factor magnitude for the one dimensional series of ducts model supports the assumption
that the shift in frequency for the LES is related to a higher reflection factor for case two as compared to case one.
Another interesting observation is that a considerable shift in first Eigenmode frequency is only obtained for small
reflection factor magnitudes of about |𝑅𝑂 | ≤ 0.5. For |𝑅𝑂 | > 0.5 however, the differences in frequency for the first
Eigenmode remain small. Referring to the measured frequency for the first pressure mode in the experiments, and based
on the findings of the one dimensional model, the first Eigenmode frequency is associated with a small reflection factor
magnitude at the outflow of about |𝑅𝑂 | = 0.26. However, this may only serve as an estimate, as the influence of the
combustion processes is neglected.

C. Influence of the reaction mechanism and closure model for the filtered chemical source term
The difference between case one and three is the applied reaction mechanism modeling the chemical kinetics. For

case one the DRM19 [25] reaction mechanism is applied whereas for case three the DC1S29 [26] reaction mechanism is
utilized. As described in Sec. V.A the choice of the reaction mechanism mainly influences the averaged heat release
(c.f. Fig. 5) as well as the frequencies of the occurring pressure modes (c.f. Tab. 3). The effect regarding the averaged
velocities is negligible (c.f. Fig. 3). However, as shown in [10] during each cycle, depending on the current phase,
the flame is either igniting, burning, fading, or almost extinguished. For this reason, the ignition delay time computed
from the reaction mechanism might be a crucial factor for the overall behaviour of the computed solution. Further,
the reignition during the cycles is dominated by the mixing of the entering cold, reactants with the hot products still
present in the combustion chamber. This mixing of fresh and burnt gases is modeled separately to investigate the
ignition delay of the two reaction mechanisms. For this reason a reactor network model is build using the software
Cantera [33]. The set up of the model is schematically drawn in Fig. 10a. For the model it is assumed that the entering
stream ¤𝑚1 is set to the combustion chamber entrance conditions. This corresponds to an equivalence ratio of 0.7, at
ambient pressure for a temperature of 320 K. The stream ¤𝑚1 is split up depending on the mass split factor 𝑓𝑠 into the
streams ¤𝑚1,𝑢 = (1 − 𝑓𝑠) ¤𝑚1 and ¤𝑚1,𝑏 = 𝑓𝑠 ¤𝑚1 indicated in the flow chart by the symbol S. Here, ¤𝑚1,𝑢 is the stream of the
unburnt, cold reactants which is directly conducted into the mixer. The burnt, hot products are denoted by ¤𝑚1,𝑏 and are
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Fig. 11 Methane mass fractions in the 𝒙1, 𝒙3-plane at 𝒙2 = 0 m for phases 𝝓1 to 𝝓8. For each phase, the contour
plots show case one on the left side and case three on the right side. The drawn contour line in each plot is
associated with the CH4-mass fraction of 0.02.

brought into chemical equilibrium prior to being mixed with the cold reactants ¤𝑚1,𝑢. In the flow chart the computation
of the chemical equilibrium is denoted by E where isobaric, adiabatic conditions are assumed. For different mass split
factors 𝑓𝑠 , the ignition delay time is computed using a constant pressure batch reactor. In Fig. 10b the resulting ignition
delay time is plotted over the mass split factor 𝑓𝑠 for both reaction mechanisms. Comparing the results, it is obvious
that the computed ignition delay time between the reaction mechanisms differs strongly. For the considered range
in mass split factor 𝑓𝑠 the DRM19 reaction mechanism obtains lower ignition delay times as the DC1S29 reaction
mechanism. Alongside the values for the ignition delay time, Fig. 10b also gives the absolute deviation between both
reaction mechanisms in percent. It is seen, that the deviation of the two reaction mechanisms is between 40 % up to
almost 80 % whereas the deviation grows with low mass split factors 𝑓𝑠 i.e. with decreasing initial temperature. The
differences in ignition delay may explain the disparities observed in the line of sight integrated heat release shown in
Fig. 5 for cases one and three. In contrast to case one, for case three, due to the delayed ignition, the reactants are
able to penetrate further into the combustion chamber prior to being consumed by the combustion processes. This is
illustrated by Fig. 11 where contour plots of the CH4-mass fraction are given for both cases. In detail, Fig. 11 shows the
averaged CH4-mass fraction of the eight phases as defined by [5] and indicated in Fig. 6. For each phase, the contours
are extracted in the 𝑥1, 𝑥3-plane at 𝑥2 = 0 m, where separated by the dashed line, on the left side case one and on the
right side case three is given. Further, the contour line for the CH4-mass fraction of 0.02 is drawn. It is seen, that in
general the CH4 penetrates further into the combustion chamber for case three. Moreover, prior to reignition which
starts in phase 𝜙2 it is also broader distributed in the combustion chamber as compared to case one. These differences
may contribute to the increased lift off height obtained for case three as compared to case one.

A large impact in terms of heat release and occurring pressure modes is also observed for the choice of combustion
model. In this particular case, the application of the thickened flame model for case four instead of the APDF model as
in case one leads to a much lower pressure mode frequency and a more detached and broader averaged flame zone.
Considering the averaged velocities in Fig. 3, again, only case four shows small deviations as compared to the remaining
cases. An assumption could be that the combustion model chosen in case four reduces the dynamic motion of the flame
as a result to the artificially thickened flame. Assuming that a reduced dynamic motion influence the processes of
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reignition, burnout, and extinction similar mechanisms as observed for the differences in reaction mechanisms could
lead to the observed differences for the obtained pressure mode. However, the origin remains speculative and requires
more investigation by means of a detailed comparison of the applied combustion models which is out of scope of the
present work.

VI. Summary and conclusion
A considerable influence of the numerical modeling approach for the investigated operational point of the

PRECCINSTA combustor is observed. The most significant impact is caused by the outflow modeling where on average
either an attached or detached flame is found. Nevertheless, the choice of the reaction mechanism and the choice of the
combustion model also has a great influence on the flame as well as the frequency of the pressure mode. The impact of
the turbulent Schmidt and Prandtl numbers is found to be insignificant for the considered parameters and ranges. In
general, it is observed that higher frequencies of the fundamental pressure mode coincide with an attachment of the
flame whereas a lifted flame is obtained for lower frequencies. Further, a negligible influence on the velocity fields is
found. Based on the computed results for case one and case two in conjunction with the one dimensional series of ducts
model, the significant influence of the outflow modeling is demonstrated. It is found, that the reflection coefficient
largely influences the Eigenfrequency of the system. The differences in Eigenfrequencies in respect to the reflection
coefficient are used to explain the differences in the computed frequencies of the first pressure mode for the cases
one and two. Additionally, these findings may also give a possible explanation for the large spread of pressure mode
frequencies found in literature. Further, a closer look is taken on the influence of the reaction mechanism. Again, this is
done by means of a simplified model approach. In this way, it is found that the considered reaction mechanisms differ
in ignition delay time. Based on these disparities an explanation for the obtained differences between cases one and
three is derived. However, it has to be noted that the obtained differences between cases one and three cannot solely be
explained by the differences in ignition delay time as further discrepancies between the reaction mechanisms may exist.
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