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Kurzfassung

Die Nutzung von Energie in Gebäuden, insbesondere für die Beheizung, trägt
wesentlich zur fortschreitenden Klimaerwärmung bei. Die dringend erforderliche
Reduktion dieses Beitrags durch Gegenmaßnahmen wie die Umstellung von En-
ergiesystemen und die Sanierung von Bestandsgebäuden geht bisher zu langsam
voran. Ein Grund dafür ist fehlendes Wissen über den Zustand des Gebäudebe-
stands. Diese Dissertation beschäftigt sich mit der Frage, wie die automatisierte
Interpretation von Fernerkundungsdaten genutzt werden kann, um auf verschiede-
nen Skalen energetische Gebäudesimulationsmodelle zu erstellen bzw. zu verbes-
sern. Für die Quartiersebene wird anhand eines Beispielquartiers vorgestellt, wie
3D-Modelle der Gebäude die Auswertung von Luftbild-Infrarotthermographie
zur Ermittlung von Oberflächentemperaturen von Fassaden und Dächern verbes-
sern können und wie die satellitenbasierte TomoSAR-Technologie Daten über den
Beheizungszustand von Dachstühlen liefern kann. Für die Anwendung an Ein-
zelgebäuden wird anhand eines Beispielgebäudes ein Gesamtprozess aufgezeigt,
der auf Basis von Bildaufnahmen aus DrohnenWärmebedarfe und Gebäude-Wär-
metransferkoeffizienten vor und nach einer potenziellen Sanierung schnell, auto-
matisierbar und dadurch kostengünstig abschätzen kann. Zu diesem Zweck wer-
den eine Modellierungssoftware und Open-Source-Tools zur Gebäudesimulation
(weiter-)entwickelt und eine Messkampagne am Beispielgebäude nachsimuliert.
Zudem sind Materialuntersuchungen Teil dieser Arbeit, die die Permittivität und
thermische Eigenschaften üblicher Baustoffe miteinander in Verbindung bringt.
Mit den gewonnenen Daten kann eineMethode zur Vermessung des Innenaufbaus
von Wänden mit Mikrowellenradar auch Erkenntnisse über U-Werte liefern.
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Abstract

Energy usage in buildings, particularly for heating, contributes significantly to
ongoing global warming. The urgently required reduction of this contribution by
countermeasures like energy system transformations energy retrofits of existing
buildings is progressing unsatisfactorily slowly so far. This is also caused by a
lack of knowledge about the conditions of the building stock. This dissertation
investigates how automated interpretation approaches for remote sensing data can
contribute to creating and/or improving building energy simulation models on dif-
ferent scales. On district level, a case study quarter is used to demonstrate how
3D building models can enhance the evaluation of aerial infrared thermography
for deriving surface temperatures of façades and roofs. Additionally, TomoSAR
satellite data are presented as a possible way to generate information about which
attics in a quarter are heated. For application on single buildings, the methods de-
veloped for the dissertation and in the project it was associated with enable a fast,
automatable, and hence inexpensive overall approach to estimate heat demands
and whole building heat transfer coefficients pre- and post-retrofit from drone im-
agery. For this purpose, modelling software was developed, open-source tools for
building energy simulation were adapted, and the approach was applied to a case
study building for demonstration. The resulting model was able to reproduce the
temperatures during an actual measurement campaign on the building with sat-
isfying accuracy. Furthermore, this work comprises material investigations that
connect permittivity and thermal parameters of common building materials. With
the measured values, a method for identifying the interior structure of walls using
microwave radar can additionally deliver insights about U-values.
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1. Introduction

According to the European EnvironmentAgency (EEA), a share of 35 % of energy-
related emissions in the European Union is caused by the building sector, either
through direct use of fossil fuels in buildings or indirectly through the production
of electricity and heat [3]. Therefore, the reduction of these emissions is a key
component in the fight against global warming. Eventually, no fossil fuels should
be consumed for uses such as space heating or domestic hot water. Key meas-
ures to reach this goal include switching to renewable energy sources, efficiency
measures on the building itself (such as insulation) and the devices and systems
therein, and other options including urban planning or district heating [4].

Although new buildings are often very energy-efficient during operation, refur-
bishments are preferable over demolition and new construction due to embodied
carbon and other reasons [5]. As a consequence, modernising the building stock
is essential for reaching ambitious emission reduction goals. Kuramochi et al.
[6] find that a pathway aiming at a limitation of global warming to an average
temperature increase of 1.5 °C includes renovating existing buildings at a rate of
5 % per year. In the EU, the “Renovation Wave” initiative intends to substantially
increase the renovation rate of currently only about 1 %. National policies have
preceded and will build up on that initiative, promoting adequate energy-efficient
refurbishments and the decarbonisation of heating and cooling [7].

The individual preparation of these promoted measures or the implementation of
successful policies (also on local level) require reliable knowledge about the status
quo of the building stock. Similar knowledge is needed for the other key measures
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1. Introduction

mentioned above, namely switching to renewable energy sources, municipal heat
planning, and district heating. This thesis focuses on the potential of different
remote sensing methods to provide this knowledge on different levels from single
building elements to urban districts.

1.1. Research Background, Objectives, and
Hypothesis

The “Building Tomograph” project was jointly conducted by the German Aero-
space Center (DLR) and the Solar-Institute Jülich (SIJ) between 2016 and 2020.
It comprised tests and development of measurement techniques for a fast and ac-
curate determination of physical building parameters on single-building and dis-
trict scale [8–10]. This dissertation emerged from that project and deals with the
general question how remote sensing data collected through the application of the
measurement techniques can be used to create and/or improve energy performance
simulation models for the investigated buildings. In that context, it encompasses
three main topics. Each of them covers a different scale of observation, but they
are all needed to close or reduce the gap between the results of the remote sensing
methods treated in the project and their applicability for energy-related building
analyses:

1. the investigation of building materials to facilitate the application of mi-
crowave radar for wall structure analyses, exploring a possible relationship
between permittivity and thermal parameters;

2. energy-related modelling and simulation of a single building based on re-
motely sensed data, applied to the case study of a single family house;

3. the interpretation of remote sensing data to collect or enhance input data
for urban building energy modelling (UBEM), including an exemplary ex-
ecution on a case study quarter.
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1.2. Thesis Structure

In that context, the hypothesis of this dissertation is that those remote sensing
methods have the potential to be used in automatable workflows that reduce
the effort to gather data about existing buildings in a quality that is sufficient
to inform the decision process about measures like efficiency improvements,
district heat networks, and renewable energy implementations.

1.2. Thesis Structure

This section, in combination with Figure 1.1, gives an overview of the structure
of this thesis and how its parts are related to each other, to the “Building Tomo-
graph” research project, and to the research articles and conference contributions
published during this dissertation.

Chapter 2 (Theory and State of the Art) includes the theoretical background about
heat transfer, electromagnetic wave propagation, and building materials in Sec-
tions 2.1 to 2.3. Sections 2.4 to 2.6 treat the state of the art regarding building
data handling, modelling, and acquisition. Their contents were partly contributed
to an inter-institutional publication [11] that emerged from the IEA EBC Annex 70
(“Building Energy Epidemiology: Analysis of real building energy use at scale”)
project and to the final report of IEA EBC Annex 71 (“Building Energy Perform-
ance Assessment Based on In-situ Measurements”) [12].

Chapter 3 (Project Overview, Test Sites, and Complementary Work) includes in-
formation about the “Building Tomograph” project and presents corresponding
complementary research by others performed within it. It elaborates the common
background of the research conducted at the two test sites: Initial evaluations
of the data gathered on the case study building in Morschenich, a single-family
house, were presented at the IEA EBC Annex 70 Third Working Meeting [13]
and at the Building Simulation 2019 conference [14]. The case study quarter in
Berlin-Moabit was also used for the comparison of different UBEM methods in
the previously mentioned Annex 70-related article [11].
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Theory and State of the Art

Basics (2.1, 2.2, 2.3)

State of the art

Data handling (2.4)

Energy modelling (2.5)

Data acquisition (2.6)

Project Overview, Test Sites,
and Complementary Work

Project concept (3.1)

Case studies

Morschenich (3.2)

Berlin-Moabit (3.3)

Measurement methods
(3.4, 3.5, 3.6)

Figure 1.1.: Overall structure of the thesis.
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1.2. Thesis Structure

Methods Results and Discussion

Building material permittivity investigations (4.1, 5.1)

Data integration (4.2)

Simulation (4.3)

Case study results

District (5.2)

Single building (5.3)

Practical relevance (5.5)

Sensitivity analysis (4.4, 5.4)
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TheMethods Chapter 4 explains the methodologies developed and applied as part
of this dissertation. Its sections are partly mirrored by the Results and Discussion
Chapter 5. Sections 4.1 and 5.1 close an important gap for making microwave
radar useful for individual wall structure and thermal quality assessments. They
follow the line of reasoning previously published in the Materials and Structures
journal [15]. The other sections cover the integration of remotely sensed data into
buildingmodels and the results drawn regarding energy performance assessments.
This includes a common Python object model used for both single-building and
district scale, the connection to simulation tools, evaluation results on the single-
building and district case study, and a sensitivity analysis performed for the single-
building case. Apart from the aforementionedEnergy&Buildings article [11], the
research was previously published at the Workshop 3D-Stadtmodelle [16], in the
Buildings journal [17], and at the 15th International Modelica Conference [18].
Additionally, it was used for contributions to the Building Simulation 2021 [19]
conference and to the DGZfP DACH-Jahrestagung 2023 [20]. The Results and
Discussion Chapter is wrapped up by Section 5.5 about the Practical Relevance
of the methods and results of the thesis.

Chapter 6 summarises and concludes the thesis. Doing so, it treats the different
scales of analysis separately, checks the results against the initial hypothesis, and
gives and outlook about possible future investigations.
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2. Theory and State of the Art

This chapter sums up the theory that the methods presented in this work are foun-
ded on, including the basics of temperature and heat transfer as well as of permit-
tivity and electromagnetic wave propagation. Furthermore, for different topics
related to building energy analysis, the state of the art is elaborated insofar it is
relevant for the scope of this dissertation. This ranges from building material
properties to building energy modelling and how data of the latter is collected,
handled, and used in simulation.

2.1. Basics of Temperature and Heat Transfer

Any calculation approach that seeks to simulate the thermal behaviour of buildings
is based on the physical laws of heat (and, to some extent, mass) transfer. In the
following, the principles relevant for this thesis are explained, building up onHens
[21] and Hahn and Özisik [22] unless otherwise specified.

2.1.1. Temperature

For humans, an important factor of wellbeing is the temperature of their envir-
onment. Therefore and due to its interrelation with heat flows and energy con-
sumption, it is an essential quantity in building simulation. Physically spoken,
the temperature of an amount of matter is the scalar quantity describing its level

7



2. Theory and State of the Art

of thermodynamic energy. Among the scales with which it is quantified, the
thermodynamic temperature 𝑇 (in K) and the empiric temperature 𝜗 (in °C) are
relevant here. As they have the same scaling, values can be converted through
𝑇 /[K] = 𝜗/[°C] + 273.15. Higher temperatures stand for an increased kinetic
energy of atoms and free electrons.

For the change in air temperature 𝜗 of an ideally mixed building zone as a result
of heat flow, Hens [21] presents the simplified equation

𝜌air ⋅ 𝑐 ⋅ 𝑉 ⋅ d𝜗
d𝑡

= �̇�cv,s + �̇�inf + �̇�g + �̇�heating/cooling, (2.1)

where 𝜌air is the density of the air, 𝑉 is the volume of the room, 𝑐 is an equivalent
specific heat capacity for the room covering air, furniture, and furnishing, �̇�cv,s is
the heat transfer through convection from surrounding surfaces to the air, �̇�inf is
the enthalpy flow caused by infiltration or other air exchange, �̇�g is the convective
share of internal heat gains, and �̇�heating/cooling is the convective heat flow from
heating or cooling systems. The mechanisms of heat transfer are explained briefly
in the following.

2.1.2. Heat Transfer

Heat is transferred through conduction, convection, or radiation. The heat flow
between systems is intrinsically tied to their temperatures and can be assessed as
presented in the following subsections.

Heat Transfer by Conduction

Fourier’s Law
𝑞cd = −𝜆 ⋅ ∇𝑇 (2.2)
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connects the (three-dimensional) conductive heat flux 𝑞cd to the gradient of tem-
perature ∇𝑇 within a medium by means of the thermal conductivity 𝜆, stating that
the heat flux into each direction is proportional to the negative of the likewise
oriented temperature gradient. As a consequence of sensible heat flow (meaning
there is no phase change involved), the temperature of the medium is directly af-
fected. Under the assumption of a constant thermal conductivity and volumetric
heat capacity 𝑠 = 𝜌 ⋅ 𝑐, the partial temporal derivative of the temperature 𝜕𝑇 /𝜕𝑡
can be connected to the divergence of its gradient

∇2𝑇 =
𝜌 ⋅ 𝑐

𝜆
⋅ 𝜕𝑇

𝜕𝑡
− Φ′

𝜆
, (2.3)

where 𝜌 is the density of the medium, 𝑐 is its specific heat capacity, and Φ′ is the
dissipation.

For application in practice, simplifications of these laws enable computational
solutions in reasonable time. For example, in a single-layer one-dimensional flat
assembly, the conductive heat flux 𝑞cd from face 2 to face 1 in steady state can be
expressed as proportional to the difference between the surface temperatures 𝑇s1

and 𝑇s2 and the layer thickness 𝑑, leading to

𝑞cd = 𝜆 ⋅
𝑇s2 − 𝑇s1

𝑑
. (2.4)

By applying an analogy to the relationship between current and voltage difference
as proportional to the resistance in an electrical circuit, the thermal resistance 𝑅
of the layer is defined as

𝑅 = 𝑑
𝜆

. (2.5)

Heat Transfer by Convection

In convective heat transfer, fluids and the movement of molecules within them are
involved. For the case of natural convection, the movement is interrelated with
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2. Theory and State of the Art

temperature fields. Forced convection is driven by otherwise induced movement,
such as wind or other imposed pressure differences. In reality, these two forms of
convection are usually mixed, even though one may be dominant.

Presenting equations that describe the complex behaviour of fluids in the context
of convection would be beyond the scope of this thesis. In modelling practice, the
convective heat flux 𝑞cv from a surface to a fluid is often described as

𝑞cv = ℎcv ⋅ (𝑇fl − 𝑇s) , (2.6)

introducing a linear relation of the heat flux to the difference of fluid temperature
𝑇fl and surface temperature 𝑇s by defining the convective heat transfer coefficient
ℎcv. The coefficient accommodates the mentioned complex behaviour.

In gases like air, convective heat transfer usually dominates over conduction, which
is why Equation (2.1) includes only convective heat flows.

Heat Transfer by Radiation

Via electromagnetic waves, non-connected bodies exchange heat through a trans-
parent medium or even vacuum. The “thermal” radiation relevant for heat transfer
comprises the ultraviolet (UV), the visible light, and the infrared (IR) range with
wavelengths of 0.01–0.38 µm, 0.38–0.76 µm, and 0.76–103 µm respectively.

The background of radiative heat exchange is the emission of waves by any matter
with a temperature of more than 0 K. Ideal emitters are called “black bodies”.
Their spectral radiant exitance 𝑀e,λ,bb is given by Planck’s law as

𝑀e,λ,bb =
2 ⋅ 𝜋 ⋅ 𝑣2

l ⋅ ℎ ⋅ 𝜆−5
𝑤

exp (
𝑣l⋅ℎ

𝑘⋅𝜆𝑤⋅𝑇bb ) − 1
, (2.7)
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where 𝑣l is the speed of light, ℎ is Planck’s constant, 𝜆𝑤 is the wavelength, 𝑘 is
Boltzmann’s constant, and 𝑇bb is the black body’s temperature. Figure 2.1 shows
the spectral exitance for black bodies with ambient and with the sun’s temperature
over the wavelength. The graphs illustrate that bodies with higher temperature
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Figure 2.1.: Spectral radiant exitance for black bodys with ambient and with the sun’s

temperature.

emit more radiation. This is reflected in the Stefan-Boltzmann law

𝑀e,bb = ∫
∞

0
𝑀e,λ,bb d𝜆𝑤 = 𝜎 ⋅ 𝑇 4

bb (2.8)

in which the Stefan–Boltzmann constant 𝜎 is introduced to connect the total radi-
ant exitance 𝑀e,bb and the temperature. Furthermore, warmer black bodies dis-
play their maximal spectral exitance at smaller wavelengths.

Real bodies emit less radiation than black bodies. The emissivity

𝜀 = 𝑀e/𝑀e,bb (2.9)
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is defined as the quotient of the actual radiant exitance 𝑀e and the radiant exitance
of a black body at the same temperature. Kirchhoff’s Law

𝜀(𝜆𝑤) = 𝛼(𝜆𝑤) (2.10)

connects the emissivity to the absorptance 𝛼. The latter quantifies the share of
incident irradiance that is absorbed by a body. Yet apart from being absorbed,
irradiance can also be transmitted or reflected. The law of conservation of energy
leads to

𝛼 + 𝑟 + 𝜏 = 1, (2.11)

where 𝑟 and 𝜏 are reflectance and transmittance respectively. They are defined
in an analogous manner as the absorptance as shares of incident irradiance be-
ing reflected or transmitted. Likewise in general, they vary depending on the
wavelength and the direction of incidence. Therefore, if 𝛼, 𝑟 and 𝜏 are given as
integrated values over a wavelength band and incidence directions, they describe
the properties of a surface only under a particular radiative situation.

In most fluids and in transparent solids (e.g. glass), radiant flux through the me-
dium decreases by absorption and scattering. The (spectral) linear extinction coef-
fient

𝜇λ(𝜆𝑤) = 1
Φe,λ(𝜆𝑤)

dΦe,λ(𝜆𝑤)
d𝑙

(2.12)

describes the relative decrease in spectral radiant flux Φe,λ with respect to the
propagation length 𝑙 [23].

As a full spectral resolution is often impractical or impossible to model, spectral
variations in the radiative behaviour of real bodies (such as building elements) are
often considered separately only for short-wave (visible) and long-wave (thermal)
radiation. A well-known example for the applicability of this simplification is
the greenhouse effect: Glass is highly transparent for short-wave sunlight, but
absorbs the long-wave thermal radiation emitted by indoor surfaces. This makes
the interior temperature increase.
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2.2. Permittivity and Electromagnetic Wave
Propagation

To support the understanding of the part of this thesis that relates to the propaga-
tion of microwaves through building materials, some basic knowledge about elec-
tromagneticwave propagation is summarised in this sectionmainly based onUlaby
and Long [24].

Electromagnetic waves are caused by travelling, time-varying, mutually induced
electric and magnetic fields. Their propagation is possible with or without an
underlying medium. To describe their behaviour, the constitutive parameters of
the medium are the electrical permittivity 𝜀′

r𝜀0 which is usually written as the
product of the relative permittivity 𝜀′

r ≥ 1 and the permittivity of free space 𝜀0,
the magnetic permeability 𝜇, the volume charge density, and the conductivity 𝜎.

Permittivity measures the polarisability of a material in response to electric fields.
Induced and permanent dipole moments arrange along these fields. Therefore
high permittivities can be found for liquid water and other materials in which
dipoles can move. Due to the different reorientation velocities of polarisation
mechanisms, permittivity is generally frequency-dependent [25, p. 438].

For non-ferromagnetic materials, the magnetic permeability does not vary (𝜇 =
𝜇0). In non-conducting media (𝜎 = 0), waves propagate without loss with the
phase velocity

𝑣p = 1
√𝜇 ⋅ 𝜀′

r𝜀0
=

𝑣l

√𝜀′
r
. (2.13)

In lossy media, the permittivity is amended by the dielectric loss factor 𝜀″
r to the

complex dielectric constant

𝜀r = 𝜀′
r − 𝑗𝜀″

r = 𝜀′
r − 𝑗 𝜎

𝜔 ⋅ 𝜀0
, (2.14)
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where 𝜔 is the angular frequency of the wave. The reduction of the wave mag-
nitude is described by the propagation constant 𝛾, a complex number that includes
attenuation (in a generalised version of the extinction coefficient as defined in
Equation (2.12)) and phase change. In nonmagnetic media, it can be expressed
as

𝛾 = 𝑗𝜔 ⋅ √𝜇0 ⋅ 𝜀′
r𝜀0 ⋅ (1 − 𝑗

𝜀″
r

𝜀′
r )

1
2

. (2.15)

Furthermore, Equation (2.13) for the phase velocity still holds. As a consequence,
the permittivity is the only or most influential parameter for wave propagation in
nonmagnetic media like most common building materials.

2.3. Building Materials and Their Properties

This section looks at building materials and their properties from both an em-
pirical and a theoretical point of view. Regarding the further, it investigates the
availability of measured or experiential values for material properties. The latter,
which was also provided by a previous publication [15], serves to provide a basic
idea of how thermal conductivity, specific heat capacity and also permittivity are
related to the microstructure of four exemplary materials that will be considered
in later parts of the thesis:

• Burnt clay bricks are made of clay, loam, sand and occasionally additional
ingredients, meaning they mainly consist of aluminium silicates and silicon
oxide. They are sintered at about 1000 °C, which results in a crystalline
structure with small grain sizes. Porosity and, therefore, density depend on
the conditions of the manufacturing process. Red bricks get their colour
from a higher ratio of ferric oxide, while yellow ones have more calcium
oxide. However, the concentration of both compounds is low and the colour
also depends on the conditions of the sintering process [26, 27].
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• Calcium silicate bricks (also called sand-lime bricks) are produced by
hardening a mixture of burnt lime, sand and water at about 200 °C. The
finished bricks consist of sand that is bound by calcium silicate hydrates
(C-S-Hs), a mixture of calcium oxide, silicon oxide and water [28].

• Autoclaved aerated concrete is a light and comparatively newmaterial and
is, similar to calcium silicate bricks, made of burnt lime (and/or cement),
fine sand and water. Before being hardened at about 200 °C, it is foamed
using aluminium powder. The sand dissolves into C-S-Hs at production
[27, 28].

• Lightweight (aggregated) concrete (with open or closed structure) is pro-
duced out of a light aggregate (e.g. (volcanic) pumice or blast furnace slag)
bound by cement and water into a porous brick. As a result, the finished
material consists of the aggregate and binding C-S-Hs [29, 30].

As a conclusion, all materials have a structure of small crystalline grains, partly
also on a macroscopic scale. Some of them contain water (in C-S-Hs) and metal
(in blast furnace slag). However, the macroscopic structure is unordered and like
chemical composition and density depends on the (regionally different) ingredi-
ents and on the individual manufacturing process. Furthermore, all materials are
at least nearly non-conducting solids (dielectrics). Electrons cannot move freely
within the crystals, with the exception of potential metallic residuals in aggregates
(e.g. blast furnace slag). The consequences for permittivity and thermal properties
are treated in the following.

2.3.1. Permittivity

Permittivity does not only govern the propagation of microwave radar throughma-
terials, but also that of other electromagnetic radiation which is e. g. used for tele-
communication signals. As a consequence, building material permittivity values
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are interesting for modelling their propagation in buildings and multiple publica-
tions about the topic exist. The British broadcasting regulatory authority Ofcom
published a report about radio scenarios in buildings in 2007 which includes a
list of sources and a collection of values for building material permittivities ex-
tracted from them [31]. At the U.S. National Institute of Standards and Techno-
logy (NIST), a measurement system was developed and experiments were con-
ducted with the purpose to create “a database of material permittivities for use
by engineers for modeling wireless signal propagation in buildings and related
applications” [32]. However, neither the database nor preliminary data could be
provided by the authors on request. Safaai-Jazi et al. [33] measure the loss and
dielectric constant of commonly used building materials over the 1–15 GHz fre-
quency range. In the publication, materials are only named and not characterised
further. The authors also look at the connection of dielectric constant versus fre-
quency. While most models show a straight line with very small negative slope,
the brick wall stands out with a small positive slope. The authors assume the non-
homogeneity of the sample (hollow brick) as the reason, which also invalidates
their results for deriving raw material properties here. Cuiñas and Sánchez [34],
Muqaibel and Safaai-Jazi [35], Kubacki [36], and Ferreira et al. [37] do not only
provide single values, but also treat their frequency dependence, observing low
gradients and variances with few exceptions. In addition to that, single values can
be found in several other sources [38–44]. Other properties of the samples, such
as chemical composition or density, are hardly specified in the literature.

From a theoretical point of view, the Clausius-Mossotti equation

𝜀r − 1
𝜀r + 2

=
𝑁A ⋅ 𝜌 ⋅ 𝛼𝑝

3 ⋅ 𝑀m ⋅ 𝜀0
(2.16)

allows for calculating the permittivity from other material parameters. Besides
the Avogadro constant 𝑁A, its application requires the knowledge of density 𝜌,
molar mass 𝑀m, and polarisability 𝛼𝑝. The equation is only valid if “individual
field effects of the surrounding molecules on the particle [...] mutually cancel”,
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which is “reasonable [...] when the elementary particles are neutral and without
permanent dipole moment, or when they are arranged either in complete disorder
or in cubic or similar highly symmetrical arrays” [45, p. 20]. As the symmet-
rical arrays (crystals) are small in the case of the mentioned building materials,
it is hard to say if the equation applies. Furthermore, values for polarisability are
hardly available and grain borders and pores influence macroscopic permittivity.
Nevertheless, for similarly composed materials with therefore similar molar mass
and polarisability, Equation (2.16) indicates that mainly the density determines
the permittivity. This suggests to build the hypothesis that a corresponding cor-
relation may be empirically found.

2.3.2. Thermal Conductivity

Due to their importance for the assessment of the energy performance of build-
ings, common values for relevant thermal properties of commonly used materials
are given in standards and guidelines. For example, ISO 10456 [46] and the “En-
vironmental design” guide of the Chartered Institution of Building Service En-
gineers (CIBSE) [47] provide tables containing thermal conductivities and spe-
cific heat capacities. The CIBSE guide makes clear that “[p]articular masonry
products can have thermal conductivities significantly lower than the correspond-
ing values given” [47, p. 4]. Although this is not explicitly stated, an obvious
reason for this approach is that engineers should design buildings conservatively
andmake sure that heat conductivity is not higher than specified. The values given
in both sources also allow linking thermal conductivity to density. As an example,
Table 2.1 shows the values provided by CIBSE for fired clay bricks.

In theory, thermal energy is transferred through the crystals as vibrations of the
lattice (phonons) in the absence of free electron movement. For non-conducting
solids, the thermal conductivity 𝜆 can be calculated as

𝜆 = 1
3

⋅ (𝑠 ⋅ 𝑣 ⋅ Λ)l (2.17)
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Table 2.1.: Thermal conductivity of homogeneous fired clay bricks at standard moisture
content (1 %) provided by CIBSE [47].

Dry density Thermal conductivity
in kg m−3 in W m−1 K−1

1200 0.36
1300 0.40
1400 0.44
1500 0.47
1600 0.52
1700 0.56
1800 0.61
1900 0.66
2000 0.70

from the volumetric heat capacity 𝑠l, the average velocity 𝑣l and the mean free
path Λl of the lattice vibration. 𝑠l is related to the number density of oscillators
𝜂 = 𝑁A ⋅ 𝜌 ⋅ 𝑀−1

m through both Dulong-Petit law and 𝑇 3 law. Additionally, the
Cahill-Pohl model directly connects thermal conductivity to 𝜂 [22, pp. 661–667].
Neither of these equations allows linking to polarisability or permittivity, but the
connection to density stands out. Moreover, air-filled pores will decrease both
density and thermal conductivity. Again, as for the permittivity, the existence of
an empirically detectable correlation seems likely.

2.3.3. Correlation of Permittivity and Thermal Conductivity

The preceding theoretical explanations lead to the conclusion that both permit-
tivity and thermal conductivity are based on different microscopic properties, but
are related to the macroscopic density within building materials that are similar
regarding their chemical composition and visible structure.

From literature values for the two material parameters, the presence of a correla-
tion can hardly be tested. Although some sources for buildingmaterial permittivit-
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ies exist, they are usually given for whole material types. Within such single types
of stones, building materials show significant ranges of thermal properties [47].
The correlation between electrical and thermal conductivity of bricks that Johnson
[48] found in 1938 was proposed by Powell [49] as base for thermal conductivity
measurement of dry samples. Perinelli et al. [50] present an apparatus for elec-
trical measurement of permittivity and, thereby, thermal conductivity, but they
include only four material samples over a very wide range of thermal conductiv-
ity and permittivity. As a consequence, new material measurements are required
to test the hypothesis, which is done within this work.

2.4. Building Data Handling

Today, information technology has replaced paper and filing shelves for technical
drawings and cadastral entries as a method to handle building data. As a result of
this development, standardised approaches and formats have emerged. When it
comes to civil engineering, the concept of building information modelling (BIM)
is the most prominent one. Geographical information systems (GIS) also cover
the built environment, but from a large-scale viewpoint. This is e.g. covered by
the CityGML format. As both BIM and especially CityGML are relevant in sub-
sequent chapters, this section introduces them and gives an overview of relevant
work in the field.

2.4.1. Building Information Modelling

Historically, buildings have been built and maintained based on design drawings
and, for more elaborated projects, architectural sculptures. With the recent ad-
vances in digitisation, the architecture, engineering and construction industries
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also seek to profit from the associated potential increase in productivity and qual-
ity. While the use of dedicated software for technical drawings, energy sim-
ulations, and similar steps during construction projects is well established, the
BIM concept is overarching and, if applied consistently, has the benefit of heav-
ily simplifying information handover between different steps and reducing error
sources [51]. According to Borrmann et al. [51, p. 4],

[a] building information model is a comprehensive digital represent-
ation of a built facility with great information depth. It typically in-
cludes the three-dimensional geometry of the building components at
a defined level of detail. In addition, it also comprises non-physical
objects, such as spaces and zones, a hierarchical project structure, or
schedules. Objects are typically associated with a well-defined set of
semantic information, such as the component type, materials, tech-
nical properties, or costs, as well as the relationships between the
components and other physical and logical entities [...]. The term
Building Information Modeling (BIM) consequently describes both
the process of creating such digital building models as well as the
process of maintaining, using and exchanging them throughout the
entire lifetime of the built facility [...].

The BIM concept encompasses all shareholders and all life cycle steps of the
building, as shown in Figure 2.2, which is a version of a widespread visualisation
of what BIM is designed to cover: For example, architects design the building di-
gitally in multiple steps. They communicate with the owner, the authorities, and
the actual builder using BIM interfaces during the process. After construction,
as-built information is documented and facility managers and technical building
services use BIM as a tool for their work. Deconstruction or refurbishment activit-
ies can be planned using BIM and profit from the information stored in the model.
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Figure 2.2.: Shareholders (FM: facility management, TBS: technical building services)
and life cycle of BIM according to Herle et al. [52].

BIM Dimensions

The practical implementation of the concept brings multiple challenges. First, the
model needs to include all information needed to fulfill the tasks that it is meant
to be used for. This includes the 3D geometry that Borrmann et al. name as “[t]he
most obvious feature of a Building Information Model” [51, p. 5]. Geometric
objects are attributed with semantic information following the principle of object-
oriented programming and can have a type (e.g. walls, doors or windows) and
hold numerous other pieces of information. They can afterwards be linked to
phases of the construction process, which gives the model a fourth dimension, and
associated with costs for fabrication and/or purchase (5D). Additional standard
dimensions are sustainability and efficiency (6D) and facility management (7D)
[53, 54]. On top of these, common definitions for 8D (prevention through design
[54, 55]), 9D (lean construction and total quality management [54, 56]), and 10D
(industrial and modular construction [53, 57]) exist, but these definitions are not
always consistently used [53]. Even mentions for 11D (monitoring) can be found
in literature [58]. This huge amount of application dimensions gives an impression
of the size of the second challenge: All use cases have their own information
requirements, and the model needs to provide them. As a consequence, use cases
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must be defined in advance as “a very important point of departure” [51, p. 6].
This preparation ensures that the data is complete and minimises the effort for
creating and filling the model. For supporting the preparation process, several
use cases are defined e.g. by Messner et al. [59].

Standards and Implementation

Practical implementation of BIM requires software tools (a wide range of com-
mercial and non-commercial programs are available) and data formats for ex-
changing information between the people involved and the software tools used
by them. Besides proprietary formats developed by different software compan-
ies, the vendor-independent standard IFC (Industry Foundation Classes) was de-
veloped by the buildingSMART association. It follows the schema defined in ISO
16739-1 [60]. Looking at standardisation, support by BIM-authoring software,
and research activity, Fichter [61] comes to the conclusion that IFC is the most
important open data format for exchanging geometry and semantic information in
the field of building construction. Nevertheless, the huge amount and complexity
of data and tasks that BIM covers, thewide range of software products used around
the world, and new developments regarding e.g. computational potential, building
practice, official requirements, and technical standards makes interoperability an
ambitious goal. Common issues exist regarding data losses andmisinterpretations
when files are read by software that did not create them. However, there is no al-
ternative to neutral formats to reach efficient data exchange for the always existing
need for purpose-specific software or stakeholder-individual solutions [51].

BIM in Existing Buildings

At the time of writing, BIM is still on the way to full implementation in the in-
dustry. The rate of BIM construction projects differs from country to country [51].
However, in existing buildings, the cumbersome capture of “as-built” information
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to “digitise” its status quo limits the implementation to cases in which stakehold-
ers benefit substantially from the result, i.e. if the implementation of computer-
aided facility management is desired [62]. Volk, Stengel and Schultmann [63]
give a literature review over BIM in existing buildings as of 2014. In their con-
clusion, gathering data in the first place, updating the model, and handling un-
certainties are the main challenges. The review’s focus is on efficient deconstruc-
tion. In a follow-up publication, they present a system called “ResourceApp”,
“a hardware sensor with software modules for building information acquisition,
3D reconstruction, object detection, building inventory generation and optimized
project planning” [64]. Although the results are promising for demolition pro-
ject planning, the approach does not include automated BIM generation. Scherer
and Katranuschkov [65] present a process called “BIMification” aimed at creating
models for existing buildings and using it for retrofits. Although the article has a
focus on energy issues, they name interoperability issues to energy domain tools
as an important challenge. The “BIMification” idea was later implemented for a
service providing automated damage identification and renovation recommenda-
tions for natural stone walls [66, 67]. Becker et al. [2] present the levels of as-is
documentation (LOAD), subclassified into level of as-is geometry (LOAG), level
of as-is information (LOAI), and level of accuracy (LOA). They state that differ-
ent purposes in facility management have different data quality requirements and
develop the LOAD system to judge as-built BIM capturing methods by the qual-
ity of their results. In the framework, LOAD has four different levels. Regarding
LOAI, the authors refer to the application-specific custom property sets defined
by IFC. The five levels of LOA are derived from the USIBD Level of Accuracy
(LOA) Specification Guide. The framework shadows the established level of de-
velopment (LOD) system that is built up from level of geometry (LOG) and level
of information (LOI) [68]. It is used to compare information stored in the model
with the needs for a specific application defined by the level of information need
(LOIN), a process also specified (without the listed terms explicitly mentioned)
in the standard EN 17412 [69, 70]. However, the publication is not very specific
and mainly focuses on the generation of BIM geometry from point clouds, a topic
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treated by Section 2.6 of this thesis.

BIM and Energy Analysis

Regarding energy analysis, BIM is currently “only supported by some of the es-
tablished calculation programs” and although “the support is mostly limited to
the geometric aspect”, “the current development status is still characterized by
a high error rate and interpretation problems”. As of 2018, research projects
aimed at “defining energy-specific data representation schemes and [...] unify[ing]
them” [71, p. 345]. Practical implementation is still confronted with interoperab-
ility issues [72]. One important issue is the difference between three-dimensional
construction elements and thermal boundary surfaces, which are usually located
in the centre of elements that are bordered by heated rooms on both sides and on
the non-heated or exterior surface otherwise [71]. Fichter [61] finds a high need
for additional research regarding thermal building simulation based on BIM in
his literature review and concludes from a survey among practitioners that produ-
cing suitable geometry information is the most time-consuming part of building
simulation. As a contribution to a future reduction of these efforts, he devel-
ops a method (IFC2SB) to enrich IFC files with automatically generated space
boundaries for use in simulation. The relevance of thermal boundary surfaces
and space boundaries for building energy simulation is shown in Section 2.5.1.
Fichter’s work contributed to the project BIM2SIM by RWTHAachen University
and Rud. Otto Meyer Technik GmbH & Co. KG [73]. The project led to the de-
velopment of a library to convert BIM models in the IFC format to models for
building performance simulation (BPS), heating, ventilation and air conditioning
(HVAC), computational fluid dynamics (CFD), and life cycle assessment (LCA)
[74]. Two of the most important features for the BPS interface are the Modelica
and Python libraries presented in Sections 2.5.3 and 2.5.4.
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Relevance of BIM for the Presented Work

For the purpose of this work, the issues of collecting as-built information, com-
bining data from different sources, and using stored information for simulation
purposes are relevant and will be further discussed in the following sections.
The tasks of feeding as-built data into BIM and using BIM geometry data in
open-source building energy modelling software were not sufficiently covered
by established tools at the time of conducting the research for this thesis. As a
consequence, neither BIM tools nor data formats were applied for the research
within its scope. Nevertheless, the presented methods do not rely on specific data
formats, which is why they could be implemented into a BIM-based workflow in
the future.

2.4.2. CityGML

Digital building models on large scale are increasingly used by public bodies for
maintenance and planning purposes. For modelling cities and landscapes in 3D,
i.e. for three-dimensional GIS, CityGML is internationally the most important
format. It is described by the encoding standard OGC 12-019 [75]. CityGML
files are plain text (XML) files. The standard definition allows them to include a
wide range of information [76].

To understand the concept of CityGML, a short introduction into the underlying
XML standard is given in the following based on Watson [77]. XML stands for
eXtensible Markup Language and is a standard to structure plain text files that
contain information. In comparison to the very popular markup language HTML
(HyperTextMarkup Language) that manyweb pages are build up on, it is designed
for storing and exchanging data and information rather than for presenting them.
Furthermore, it is extensible regarding the pieces of information it can include.
The most important way for storing data is the use of tags. An opening tag <tag>
and a closing tag </tag> enclose the information associated with it. Furthermore,
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smaller pieces of data can be inserted using attributes. XML documents have to
follow a strict syntax to be valid. XML schemas define obligatory and optional
tags, their hierarchy, their order, and the attributes that are allowed to add. In this
way, schemas are an important way to simplify data exchange between different
software tools.

Figure 2.3 shows the visualisation of the “Frankfurt Street Setting” CityGML ex-
ample [78]. The screenshot of an extract of its text file in Figure 2.4 is used in the
following to explain the most relevant of the standard’s features.

Figure 2.3.: Visualisation of the “Frankfurt Street Setting” CityGML example dataset [78]
in FZKViewer [79].

The Frankfurt example CityGML file contains objects from the domains of build-
ings, transport infrastructure, and land cover as well as their appearance. Addi-
tional modules allow to model relief, bridges, tunnels, vegetation, water bodies,
and city furniture [80, p. 90]. For the scope of this thesis, a focus on CityGML’s
building objects is sufficient. Their spatial description consists of only linear geo-
metries, which means that triangles and more complex polygons describe areal
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comment
XML header

overall boundary

tag defining boundary type

tag defining LOD

id

polygon coordinates

[additional polygons]

[appearance]

[additional boundaries]

[additional city objects]

coordinate system

Figure 2.4.: Screenshot of an extract from the text file of the “Frankfurt Street Set-
ting” CityGML example [78] as visualised by Notepad++ with explanations.
Bracketed descriptions stand for data in lines that were hidden for this image.
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features and a boundary representation scheme is used for volumetric geometries.
One of the main features of the format is the LOD (level of detail) concept. It
allows representing the same objects (even in the same file) in different complex-
ities. A good overview of the different LODs is provided by Biljecki, Ledoux
and Stoter’s [81] graphic (Figure 2.5). LOD0 essentially covers footprints. LOD1

Figure 2.5.: The five different LODs for building models in CityGML [81]. Licensed under
CC BY-NC-ND 4.0.

contains blocks (i.e. extruded footprints). LOD2 describes volumes with gener-
alised roof shapes. LOD3 specifies volumetric models with greater architectural
details including windows (as well as other openings), roof overhangs, and more
façade details. Finally, LOD4 extends LOD3 with additional indoor features like
rooms or furniture. The choice of LOD for a particular model depends on the
availability of appropriately acquired data and the intended use [76].

In recent years, more and more three-dimensional models, in particular of build-
ings, were produced for cities and regions all over the world. Due to the continu-
ous publication of new models, lists of them tend to be incomplete, but show a
first picture of the widespread application of the standard [82, 83]. Model quality
ranges from textured LOD3 models [84] to simple LOD1 models. In Germany,
LOD2 models for the whole country exist [85]. Data quality, semantic details,
and openness vary by state and even more by country [86, 87].
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Application

Several domains of public and private sector activities profit from the availabilty
of three-dimensional city models. For city planning purposes, the visualisation
of new buildings or other projects in the existing environment, damage predic-
tions for floods, earthquakes, and bomb defusions, traffic simulation as well as
underground land administration are supported. Climate adaptation projects profit
from wind and urban heat simulations. Furthermore, the simulation of noise and
radio-wave propagation as well as archaeological applications can be found in the
literature besides building-related tasks like floorspace analysis, building classi-
fications, solar energy prediction, and the use case of heat demand prediction and
heat load simulation that this thesis focuses on [88–90]. The topic of urban build-
ing energy simulation (UBEM) is presented in Section 2.5.5.

As it is designed to be created frommeasurements, its descriptive character distin-
guishes CityGML from the prescriptive BIM formats. As a consequence, it is less
applicable for construction planning purposes, but well-suited for surface-based
modelling tasks [76, 91], which the remote-sensing based methods used in this
thesis require.

2.5. Building Energy Modelling and Simulation

As a consequence of the importance of energy efficiency in the built environment,
a wide range of calculation approaches and tools have been developed to support
owners’ and public bodies’ decisions regarding its improvement. Foucquier et al.
[92] classify them into three categories. Physical (“white-box”) models are based
on measurable properties of the objects. Statistical/machine-learning (“black-
box”) models predict their behaviour based on training data. Hybrid (“grey-box”)
models are a combination of the other two. As only the application of physical
models is relevant for this thesis, the reader is referred to Foucquier et al. [92] for
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information on the others. An overview of white-box building energy modelling
(BEM) is given below, followed bymore elaborate presentations of the approaches
and tools that were applied for the tasks of this thesis, and an introduction to urban
building energy modelling (UBEM).

2.5.1. Physical Models

According to Foucquier et al. [92], approaches applying computational fluid dy-
namics (CFD) form the most complete way of thermal building simulation. The
CFD technique microscopically decomposes fluid volumes into small control vol-
umes to calculate their behaviour, including flow fields and heat transfer, in great
detail. While being advantageous if airflow, pollutant transport or specific con-
stituents of technical supply systems should be described, it has the disadvantage
of huge computation times and the need for complex model implementations. A
simplified description is sufficient for many applications.

The “first degree of simplification” is the zonal method, a “two-dimensional ap-
proach” that divides “each building zone into several cells” [92]. It is helpful for
estimating temperature distributions in rooms, for assessing thermal comfort, and
for visualising airflows. However, flow profiles need to be known in advance and
the detail needed for pollutant transport or airflow prediction is not provided.

In the multizone or nodal approach, each building zone is defined as a homo-
geneous volume with characteristic state variables, such as temperature and air
pressure. Zones and (parts of) building elements are represented by nodes with
individual thermal transfer equations which may also include defined loads from
sources like occupancy, technical equipment, heating or cooling. Foucquier et
al. [92] consider this a “one-dimensional approach”. It is employed by several
popular software tools, such as the open-source program EnergyPlus [93].

In constructional practice, BIM data serves as input for calculation approaches
according to technical standards in various applications around energy in build-
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ings [94]. The German standard DIN V 18599-2 [95] provides a monthly energy
balance method to calculate the heat demand. It has a similar spatial discret-
isation to the multizone approach, but lacks a fine temporal resolution (see also
Section 2.5.2). However, the automatisation of standard-specific interfacing is
cumbersome and may lead to errors and misinterpretations of architectural and
technical information [96]. Interfaces between BIM and BEM tools are also avail-
able for more detailed simulations, such as between SketchUp and EnergyPlus us-
ing OpenStudio [97] or within Autodesk® Revit® [98]. This work instead takes
advantage of the customisability of the open-source tools AixLib and TEASER
described in the following, not affecting the applicability of the developed meth-
ods in practice.

2.5.2. Heat Demand Calculation Standards

As soon as energy performance requirements are part of legislation, standard
methods for calculating the regulated energy demand values need to be defined.
Without a standard method, performance requirements cannot be enforced. This
issue is named by Pernetti, Magnani andMagrini [99] to have caused a delayed im-
plementation of the European Energy Performance of BuildingsDirective (EPBD)
in Italy. The EPBD includes a mandate to develop a common framework of
standards for harmonised calculations in the EU [100]. Among these standards,
ISO 52016-1 defines calculation procedures for both hourly and monthly thermal
balances of buildings. Doing so, it supersedes ISO 13790, which was “the first
International Standard with a simple monthly calculation method for residential
and non-residential buildings, to calculate both heating and cooling needs” [101,
p. 7].

In Germany, the formerly used combination of the standards DIN V 4108-6 (for
the building) and DIN V 4701-10 (for the heating system) was replaced by the
DIN V 18599 set of standards that follow a holistic calculation principle. In this
case, holistic means that after the heating or cooling demands of a conditioned
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zone are calculated, energy flows caused by producing and distributing the energy
to satisfy the demand may influence its amount. This circumstance changes the
required energy, and both energy demand and HVAC system need to be iteratively
re-calculated until the flows match. In the simplified approach of DIN V 4108-6
and DIN V 4701-10, losses in the heating system were allocated to its own energy
balance and no iterations were needed [102].

The holistic calculation principle is requested by European regulation. Although
it was developed based on ISO 13790 [103], DIN V 18599 does not fully match
the requirements of ISO 52016-1 according to Erhorn and Jagnow [102]. Com-
paring the multiple national and international standards is beyond the scope of
this thesis. In the following, some basics needed to understand the useful heat
demand calculations performed by implementing DIN V 18599-2 [95] are intro-
duced. For a more detailed explanation, the reader is referred to the official text
of the standard and to the illustrated elaborations by Erhorn and Jagnow [102].

In DIN V 18599-2 [95], the demand for useful heat (and, similarly, the cooling
demand) is calculated on a monthly basis for each zone of a building. Assuming
a continuous operation of the zone, the demand

𝑄h,dem = 𝑄sink − 𝜂 ⋅ 𝑄source (2.18)

depends on the balance of sinks and sources, where the latter is reduced by a util-
isation factor 𝜂. It is calculated on a daily basis, with exterior conditions averaged
for each month of the year.

The term for heat sinks

𝑄sink = 𝑄t + 𝑄v + 𝑄int,sink + 𝑄rad (2.19)

sums up heat losses by transmission 𝑄t and by ventilation 𝑄v as well as internal
heat sinks 𝑄int,sink and losses by outgoing radiation under consideration of solar
gains 𝑄rad. Transmission losses are calculated for each part of the zone envelope

32



2.5. Building Energy Modelling and Simulation

separately, with defined boundary conditions depending on the type of envelope
element, and completed with losses due to heat bridges Δ𝑄t,hb. Ventilation losses
consider infiltration losses as well as air exchange due to operation, e.g. caused
by opening windows or by an air handling unit.

The term for heat sources

𝑄source = 𝑄sol,tr + 𝑄t + 𝑄v + 𝑄int,source (2.20)

includes the same terms for transmission and ventilation that can be found in Equa-
tion (2.19). Each contribution to the terms is calculated separately, meaning that a
non-zero e.g. transmission term in both Equation (2.19) and (2.20) is possible for
the same month. Solar gains through the windows 𝑄s and internal gains 𝑄int,source

(including waste heat from the HVAC system as mentioned above) are added. The
utilisation factor 𝜂 in Equation 2.18 makes sure that gains do not reduce the over-
all heating demand to an implausible extent that could be caused by the daily and
monthly aggregation.

The daily minimum or maximum interior (setpoint) temperature is an important
parameter for heating and cooling demand respectively. In the case of heating
demand, night setback is considered by reducing the minimum temperature de-
pending on the monthly mean exterior temperature as well as on the time and
extent of the setback.

2.5.3. AixLib’s Reduced-order Model

AixLib [104] is an open-source library for building energy simulation based on
the Modelica IBPSA Library [105]. It is written in Modelica, an object-oriented
programming language in which not only deterministic functions, but first of all
differential and algebraic equations specify models of physical systems [106].
AixLib contains a wide range of models covering heating, ventilation, and air
conditioning (HVAC) equipment as well as two differently detailed thermal zone

33



2. Theory and State of the Art

modules, HighOrder and ReducedOrder. The development of the latter is de-
scribed by Lauster [107]. As part of this thesis, the reduced-order model (ROM)
of AixLib version 0.9.1 was used and expanded. Later, the changes were con-
tributed to version 1.3.x of the library as presented in a contribution to the 15th

International Modelica Conference [18]. The corresponding paper explains the
model structure and the equations governing the thermal behaviour partly in the
same words as the following paragraphs.

The hierarchical concept of the ROM is visualised in Figure 2.6. A building is
represented by a Multizone object. This object mainly serves to collect extern-
ally defined boundary conditions, such as weather data, setpoint temperatures, and
internal gains as well as internally calculated quantities for use in other coupled
models. Furthermore, it optionally contains a model of an air handling unit (e.g.
for ventilation systems). Within the Multizone environment, an array of 𝑛zones

ThermalZone objects is specified. The boundary conditions are passed to these
objects. Each thermal zone consists of a core resistance-capacitance (RC) module
and supplementary components.

Core RC modules are available in different levels reaching from OneElement to
FourElement. With decreasing number of elements, more building components
(roof and floor plate, in that order) are lumped into the element for exterior walls.
For the final step from TwoElement to OneElement, the inner walls, i.e. solid
interior masses, are neglected. As roofs and exterior walls do not differ in their
description, presenting the ThreeElement model is sufficient here. Figure 2.7
shows a visually adjusted version of the thermal network representation by Lauster
[107].

In the network, nodes represent temperatures. If they are connected to capacities,
a thermal mass with that temperature is present. Resistances govern the heat flow
between temperature nodes. Some heat flows, represented by arrows in the figure,
are prescribed boundary conditions. Blue-coloured boxes are parts of the network
that may be repeated in a series connection. However, this feature is not used for
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1
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Multizone ThermalZone

RC core

Figure 2.6.: Visualisation of the ROM concept with the three model levels. Numbers in
the RC core indicate which elements are added from OneElement up to the
FiveElement model introduced as a part of this thesis [18].

35



2. Theory and State of the Art

𝑅rest,ow

𝐶ow

𝜗eq,ow

�̇�g,rad,ow

�̇�g,rad,win

𝐶fp

𝜗soil

�̇�g,rad,fp

𝜗eq,win

𝜗inf
𝑅inf

𝐶int

�̇�g,rad,int

𝑛ow

𝑛int

𝐶air
�̇�g,cv

𝜗air

𝜗ref

𝑅comb,se,ow

𝑅comb,se,win

𝑅rest,fp

𝑅ow

𝑅win

𝑅fp

𝑅int

𝑅cv,si,win

𝑅cv,si,int

𝑅
rad,ow

-fp
𝑅

rad,fp-int

𝑅
rad,w

in-int

𝑅
rad,ow

-int

𝑛fp

𝑅
cv,si,ow

𝑅 cv
,si
,fp

𝑅
rad,w

in-fp

𝑅
rad,w

in-ow

Figure 2.7.: Thermal network representation of the AixLib ThreeElement model accord-
ing to Lauster [107], visually adjusted. Other than in Equation (2.21), infilt-
ration is represented by a thermal resistance 𝑅inf.

the scope of this paper.

The centre-right node in the network represents the air inside the zone. Its energy
balance equation can be written as

d𝑈(𝜗air, 𝑝air)
d𝑡

= �̇�g,cv + 𝑛inf ⋅ 𝑉air ⋅ 𝑐𝑝,air ⋅ 𝜌air ⋅ (𝜗inf − 𝜗air)

+ ∑
𝑖∈𝑋

ℎcv,si,𝑖 ⋅ 𝐴𝑖 ⋅ (𝜗si,𝑖 − 𝜗air),
(2.21)
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where 𝑈 is the inner energy of the air volume, 𝜗air, 𝑝air, 𝑉air and 𝑐𝑝,air are its
temperature, pressure, volume, and specific heat capacity respectively, 𝑛inf is the
air change rate for infiltration with temperature 𝜗inf, and 𝑋 = {win, ow, fp, int}
is the set of heat-transferring elements 𝑖 (windows, outer walls, floor plate, or
interior elements) with effective area 𝐴𝑖, internal surface temperature 𝜗si,𝑖 and
internal surface coefficient of heat transfer ℎcv,si,𝑖. �̇�g,cv is the sum of convective
heat gains, including the convective share of heat flow from solar gains through
windows, heating/cooling, machines, lights, and humans. The main difference to
Equation (2.1) is that the relation between temperature and inner energy is not
linearised using the specific heat capacity, but modelled in greater complexity
using a dedicated module for the mixing volume that includes temperature and
pressure.

The impact of radiative heat transfer is calculated at all internal surfaces of the
elements 𝑖 ∈ 𝑋 with individual heat balances

0 = ℎcv,si,𝑖 ⋅ 𝐴𝑖 ⋅ (𝜗air − 𝜗si,𝑖) +
𝜗1,𝑖 − 𝜗si,𝑖

𝑅1,𝑖
+

𝐴𝑖
∑𝑗∈𝑋 𝐴𝑗

⋅ �̇�g,rad

+ ∑
𝑗∈𝑋,𝑗≠𝑖

min(𝐴𝑖, 𝐴𝑗) ⋅ ℎrad ⋅ (𝜗si,𝑗 − 𝜗si,𝑖),
(2.22)

where ℎrad is the (linearised and therefore approximated) radiative heat transfer
coefficient for mutual direct heat transfer between all interior surfaces, �̇�g,rad is
the radiative counterpart to �̇�g,cv, and 𝑅1,𝑖 is the thermal resistance between the
interior surface and the first capacity node of element 𝑖 with temperature 𝜗1,𝑖.
Other than in Equation (2.5), the definition of the thermal resistance in K W−1

used here includes the cross-sectional area of the heat-transferring element.

This leads to the description of the thermal behaviour of the elements, which is
done with RC blocks. All elements but windows can store energy in 𝑛𝑖 capacity

37



2. Theory and State of the Art

nodes. For 𝑘 ∈ {1, … , 𝑛𝑖},

𝐶𝑘,𝑖 ⋅
d𝜗𝑘,𝑖

d𝑡
=

𝜗𝑘−1,𝑖 − 𝜗𝑘,𝑖

𝑅𝑘,𝑖
+

𝜗𝑘+1,𝑖 − 𝜗𝑘,𝑖

𝑅𝑘+1,𝑖
(2.23)

connects the heat capacity value 𝐶𝑘,𝑖 of node 𝑘 and its temperature 𝜗𝑘,𝑖 with the
heat flows from its neighbours, including the interior (𝜗0,𝑖 = 𝜗si,𝑖) and exterior
(𝜗𝑛𝑖+1,𝑖 = 𝜗se,𝑖) surface. The latter drops out in the case of interior walls; so does
𝑅𝑛𝑖,𝑖, which is denoted as 𝑅rest,𝑖 for the other elements.

For the ground plate, the exterior surface temperature is set equal to the soil tem-
perature (𝜗se,fp = 𝜗soil). For the window and outer wall elements, equivalent air
temperatures 𝜗eq,𝑖 allow combining convective and radiative heat transfer into a
combined surface heat transfer coefficient

ℎcomb,se,𝑖 = ℎcv,se,𝑖 + ℎrad,se,𝑖, (2.24)

such that the heat balance equation for the exterior surface becomes

0 = ℎcomb,se,ow ⋅ (𝜗eq,ow − 𝜗se,ow) +
𝜗now,ow − 𝜗se,ow

𝑅rest,ow
(2.25)

for the outer wall element and

0 = ℎcomb,se,win ⋅ (𝜗eq,win − 𝜗se,win) +
𝜗si,win − 𝜗se,win

𝑅win
(2.26)

for the window element.

The equivalent air temperatures are the sum of the ambient (dry-bulb) air temper-
ature 𝜗amb and contributions from short-wave radiation Δ𝜗eq,sw,𝑖 and from long-
wave radiation Δ𝜗eq,lw,𝑖:

𝜗eq,𝑖 = 𝜗amb + Δ𝜗eq,sw,𝑖 + Δ𝜗eq,lw,𝑖. (2.27)
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For the long-wave contributions

Δ𝜗eq,lw,𝑖 = (𝜗bs − 𝜗amb) ⋅
ℎrad,se,𝑖

ℎcomb,se,𝑖
, (2.28)

the difference between ambient air and “black sky” temperature 𝜗bs as well as the
ratios of the radiative and the combined surface heat transfer coeffients are taken
into account. The black sky temperature is defined as the temperature of a black
body that emits as much radiation as the sky (ignoring sunlight).

The total solar irradiances of the surfaces 𝐸sol,𝑖 (accounting for tilt and orient-
ation) and their short-wave absorptances 𝛼se,𝑖 are considered in the short-wave
contributions

Δ𝜗eq,sw,𝑖 = 𝐸sol,𝑖 ⋅
𝛼se,𝑖

ℎcomb,se,𝑖
. (2.29)

Weather files with usually hourly resolution are used as input to fix 𝐸sol,𝑖, 𝜗amb,
and 𝜗bs as boundary conditions of the model. 𝜗soil is a fixed model parameter.

For the simulation, this means that the different zones are not interconnected,
which reduces calculation complexity. In practice, the TwoElement model has
shown to be a good trade-off between calculation times and accuracy [108]. Lump-
ing to two elements is also suggested by VDI 6007 Part 1 [109], the standard on
which the modelling approach of ROM is based.

2.5.4. TEASER

TEASER (short for “Tool for Energy Analysis and Simulation for Efficient Retro-
fit”) [108] is a Python-written open-source software for the generation of AixLib
ROM simulation models and for data enrichment in building energy models at
the same time. The logic package of its object model is visualised in the func-
tional universal markup language (UML) [110] diagram in Figure 2.8. In the
hierarchical structure, the project object contains a list of building objects,
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Figure 2.8.: Functional UML diagram for the logic package of TEASER according to
Remmen et al. [108] (API: Application programming interface, BMVBS: Ger-
man Federal Ministry of Transport, Building and Urban Development).
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a building contains a list of thermalzone objects, a thermalzone contains a
list of buildingelement objects, and a buildingelement contains a list of ma-
terial layers (which are part of the buildingphysics package and therefore not
in the figure). All relevant parameters are stored as attributes on an appropriate
aggregation level and serve as sources for the calculation of the ROM parameters
when a TEASER model instance is converted to a Modelica representation.

For the parameters of the RC modules, Lauster [107, p. 29] describes the cal-
culation approach as based on Beuken [111], Rouvel [112], and Rouvel and Zi-
mmermann [113]: While every wall layer is represented by T circuits in such
number that a further sub-division leads to no measurable increase in accuracy in
the detailed model of Beuken [111], the walls are lumped to one T circuit each
in Rouvel’s n-K model. In the 2-K model of Rouvel and Zimmermann [113],
all walls are lumped to two equivalent elements. Here, a “T circuit” connects two
thermal resistances and one capacity as defined in Equation (2.23). “K” stands for
“capacity”. Rouvel and Zimmermann’s model with two capacities, which finds its
representation in AixLib’s TwoElement model, can also be found in the guideline
VDI 6007 Part 1 [109] and is selected by Lauster [107] as base model.

According to VDI 6007 Part 1 [109], the simplification step that leads from a
two-capacity module (for every single one of “all exterior building components
[...] and all interior building components between rooms with differing temper-
atures”) to a single-capacity model is valid for building components “where the
thermal load occurs on one side only”, but it is needed for the lumping process
presented. As visualised in Figure 2.9, it does not change the values of the three
resistances, but cancels out the outer capacitance 𝐶2 by converting the value of the
inner one 𝐶1 to 𝐶1,korr. As a result, TEASER includes algorithms to parametrise a
single-capacity module that covers an arbitrary number of different building ele-
ments, but also for lumping single building elements to individual two-capacity
modules.

Concerning data enrichment, the archetype classes offer typical parameter val-
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Figure 2.9.: Simplification step from a dynamic model for a wall with two capacitances (a)
to amodel for the thermal response of building components with asymmetrical
thermal load (b) according to VDI 6007 Part 1 [109].

ues. The version 0.7.4 of TEASER that was used and expanded for this thesis
includes more archetypes than those included in Figure 2.8. Among them are
the single-family house (SFH), terraced house (TH), multi-family house (MFH)
and apartment block (AB) archetypes of the German TABULA typology (see
Section 2.6.4). For each building element type, the usual layer compositions
of the TABULA are completed with fixed layer thicknesses and material para-
meters (e.g. thermal conductivity and capacity) in such a way that the U-values
(thermal transmittances) of the elements match those listed in the typology. The
convective coefficients of heat transfer that are necessary for U-value calculation
are sourced from VDI 2078 [114] and amount to 20 W m−2 K−1 for exterior sur-
faces, 2.7 W m−2 K−1 for wall interior surfaces, and 1.7 W m−2 K−1 for rooftop
and floor plate interior surfaces. The differences to the default values in ISO 6946
[115] for interior surfaces (5.0 W m−2 K−1 for upward, 2.5 W m−2 K−1 for hori-
zontal, and 0.7 W m−2 K−1 for downward heat flow) result from the necessity of
coefficients that are fixed for the whole year [107, 116].
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The thermal mass of the building interior is not specified in the archetypes. In-
stead, TEASER estimates the area of interior ceiling and floor surfaces as

𝐴ceiling = 𝐴floor =
𝑛floors − 1

𝑛floors
⋅ 𝐴zone, (2.30)

considering the number of floors 𝑛floors and the floor area of the zone 𝐴zone, and
of the interior wall surfaces as

𝐴iw = 𝑛rooms ⋅ ℎftf ⋅ (𝑙room,typical + 2 ⋅ 𝑏room,typical) , (2.31)

where 𝑛rooms is the number of rooms, ℎftf is the floor-to-floor height, and 𝑙room,typical

and 𝑏room,typical are the typical length and width of a room respectively. Lauster
[107, p. 43] defines them as depending on the usage, e.g. 𝑙room,typical = 6 m and
𝑏room,typical = 3 m for residential buildings. The number of rooms is derived from
these measures as

𝑛rooms =
𝐴zone

𝑙room,typical ⋅ 𝑏room,typical
. (2.32)

It is worth mentioning that the modelling simplifications lump all interior com-
ponents. As a consequence, no heat flows through the centre between the two
surfaces of interior slabs and walls. The respective RC block values are determ-
ined applying the aforementioned algorithms on the overall surface area associ-
ated with thermally active material of half the average actual thickness.

Having the goal to “enable the use of [building performance simulation] on urban-
scale” [108], TEASER or the combination of TEASER and AixLib’s ROM can
be classified as a UBEM tool (see also Section 2.5.5). As a consequence, the
need for low computational effort leads to a decrease in the modelling accuracy of
individual buildings. Remmen et al. [108] and Lauster and Müller [117] confirm
that a good accuracy is reached at an aggregated level. Combining the benefits
of TEASER and AixLib with sufficient accuracy for single-building modelling
based on individually acquired remote sensing data is part of this thesis.
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2.5.5. Urban Building Energy Modelling

As a consequence of the need for strategies and plans aimed at reducing carbon
emissions, public bodies are increasingly interested in modelling building energy
use in districts or on urban scale. An example from regulatory practice is the mu-
nicipal heat planning scheme developed in Denmark [118] and now included as
obligatory local heating and cooling plans in the EU’s revised Energy Efficiency
Directive [119]. UBEMmethods provide support for these tasks, helping to under-
stand the status quo and to analyse strategies and scenarios for future development
regarding their impact on the energy use [11, 120]. Recently, different methods
and tools have been developed. In the following, a summary of a few bottom-up
modelling approaches is given. For more information on the developments, tools
and challenges in and of the field, the reader is referred to the pertinent review
articles [120–124].

In an application at a research campus, the previously introduced TEASER and
AixLib ROM were applied to compare simulated and measured time series for
multiple buildings to check its applicability for the case of load forecasting [117].
Weak points were identified in the modelling of user profiles and temperature-
independent base loads. Apart from this case, UBEM tool results are rarely cross-
checked with measured time series data, although most of them are tested against
reference scenarios.

DESCity

As mentioned in Section 2.5.4, TEASER is able to generate urban-scale simula-
tion models in AixLib/Modelica, which can be used to calculate the demand for
heating (and cooling, if desired) of each individual building in hourly resolution.
With its enrichment features, TEASER is able to close a large part of the data
availability gap that, among others, Malhotra et al. [124] identify in the young-
est of the aforementioned review articles. However, building geometry needs to
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be provided at the start of the TEASER-AixLib toolchain. Malhotra [125] seeks
to solve this shortcoming with the development of the open-source tool collec-
tion DESCity (short for “District Energy Simulation using CityGML models”).
It consists of six tools:

• The CityGML building interpolation tool (CityBIT) supports the user in
developing new CityGML datasets for existing and planned buildings by
either entering simple geometric and functional information or by interpol-
ating properties of surrounding buildings.

• The CityGML analysis toolbox (CityATB) is able to validate CityGML
files (against theXML schema), convert them between versions of the stand-
ard, and assists the user in selecting subsets of the often very large files.

• The CityGML geometrical transformation and validation tool (CityGTV)
can validate the geometrical data stored in a file. To heal the issues found,
a problem that often occurs in existing CityGML files, Malhotra points to
Coors, Betz and Duminil’s CityDoctor [126].

• The CityGML LOD transformation tool (CityLDT) makes conversions be-
tween LOD0, LOD1, and LOD2 possible. Thereby, users can bring LODs
in line within a dataset or reach the LOD needed for a specific application.
Necessary data for LOD increase can be entered in the process.

• The CityGML enrichment software (CityEnrich) allows to include inform-
ation from the Energy Application Domain Extension (Energy ADE [127])
into previously purely geometric CityGML files manually.

• TEASER+ has the same task, but provides an interface to TEASER such
that TEASER models can be created from CityGML files up to LOD3 as
well as re-exported as CityGML Energy ADE files or transferred to AixLib
simulations models after enrichment.
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Figure 2.10.: Overview of the tasks addressed by the tools developed for DESCity by Mal-
hotra [125].
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Figure 2.10 shows an overview of the addressed tasks and the tools. They en-
able users to avoid complicated programming tasks or manual handling of enorm-
ous text files, which is why they have the potential to facilitate the adaptation of
CityGML in practise. However, TEASER+ is a fork of TEASER and has not been
maintained since 2021 at the time of writing [128]. Therefore, it has lost connec-
tion to recent developments of TEASER and AixLib, in particular the discontin-
ued support for CityGML bindings [129] and the update toModelica version 4.0.0
respectively. Nevertheless, Malhotra’s exemplary application with CityGML files
in the city of Hamburg shows the importance not only of the six tools for prac-
tical application, but above all of providing as much information as possible for
energy simulations, especially those covered by the Energy ADE, such as thermal
boundaries that differ from the outer envelope of the LOD geometry and interior
thermal masses [125, 130].

Other Tools and Methods

Collected from reviews [120–123, 125] and previous inter-institutional work [11],
a selection of other tools and methods for UBEM are summarised in the follow-
ing.

Some of them use the building energy modelling core of EnergyPlus. For ex-
ample, the Urban Energy Systems Lab of the Swiss Federal Laboratories for
Materials Science and Technology applied their tool CESAR (Combined En-
ergy Simulation and Retrofit) [131] to calculate current demand and future ret-
rofit options in exemplary Swiss districts [132]. The City Building Energy Saver
(CityBES) is described by its developers at the LawrenceBerkeleyNational Labor-
atory (LBNL) as “a web-based platform to support city-scale building energy ef-
ficiency” and provides an opportunity to both simulate buildings available from
CityGML files in EnergyPlus and calculate possible retrofit savings [133]. En-
ergyPlus is also included as a simulation engine for the software development
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kitURBANopt that aims to provide modules for the simulation of highly efficient
districts, campuses, and district thermal systems during their design [134, 135].

CitySim [136] was developed at the Swiss École polytechnique fédérale de Lau-
sanne (EPFL) “to provide a decision support for urban energy planners and stake-
holders to minimize the net use of non-renewable energy sources as well as the
associated emissions of greenhouse gases” [137]. The building simulations are
performed with an RC model that is in most regards more complex than the
FourElement ROM of AixLib. It was successfully tested against the Build-
ing Energy Simulation Test (BESTEST) of ASHRAE 140 [138] and experiment-
ally verified on a campus building [139]. Data can be entered using a dedicated
XML file format [137], via a graphical user interface in the free CitySim Pro
version [140], and from CityGML Energy ADE files in the successor CitySim+
developed at the University of Nottingham [141].

City Energy Analyst (CEA) is “a computational framework for the analysis and
optimization of energy systems in neighborhoods and city districts” [142]. Be-
sides a model for the demand of electricity and heat (based on LOD1 geometries
and calculated through a simplified RCmodel) [143], CEA features GIS-based re-
newable resource potential analysis as well as libraries of HVAC components and
building archetypes of Switzerland, Singapore, and Germany. Initially based on
the commercial software ArcGIS, the fully open-source tool maintained mainly
by the Chair of Architecture and Building Systems of ETH Zürich now provides
both a dashboard and a console for users [144].

CityBEM by Murshed, Picard and Koch [145], another open-source tool, imple-
ments ISO 13790 [146] to calculate monthly heating and cooling energy demands
for 3D data imported from a CityGML dataset. It was validated against TRNSYS
simulations.

The software tool SimStadt [147–150] builds up on LOD1 or LOD2 CityGML
models, a building physics library for Germany based on the TABULA-equivalent
typology of IWU (Institut Wohnen und Umwelt, see Section 2.6.4) [151], usage
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libraries and weather databases. For the heat demand, a monthly energy balance
according to DIN V 18599-2 [95] is applied [11].

In a more simplified method, Dochev, Seller and Peters [152] calculate heat de-
mands from cadastral footprint areas, number of floors, and specific heat de-
mands using the IWU typology for residential buildings and VDI 3807 Part 2
[153] for non-residential buildings [11].

Previous research has shown that initial data (e.g. geometry), calculation meth-
ods, and boundary conditions have a large impact on the results [11]. The two
latter points call for tool developers to be transparent about their software and the
assumptions it is based on, e.g. by providing open-source code. Unfortunately,
this is not always the case and published studies lack reproducibility [124]. The
collection of initial data has to be covered by tool users or their clients and can be
very cumbersome.

Gathering Initial Data

Most of the tools listed above profit from accurate geometries and information on
types and usages of the investigated buildings. In many places, cadastres provide
a large share of the required data, namely footprints, types, and usages. CityGML
3D geometries are available in a growing number of regions and countries, such
as in Germany, but usually in no more detail than LOD2 and often with simpli-
fied components [85, 86]. Due to missing window data, assumptions are required
which have been shown to tend to overestimations of the window-wall ratio [11].
In many UBEM methods, typologies are the bridge between general information
on the buildings (type, usage, age) and energy-related parameters. Another pos-
sibility for their acquisition is infrared thermography, which is covered in Sec-
tion 2.6.3. Still, the varying content of available data as well as the high effort for
collecting reliable input datasets remain to be open challenges [121, 123].
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Malhotra [125, p. 19–23] concludes from Goy, Maréchal and Finn [154] that “ob-
taining the data that is adequate for computing the energy performance of build-
ings is always challenging at an urban scale” and identifies a set of 22 key input
data categories, of which only eight are “[o]ften available in virtual 3D city mod-
els such as CityGML”. As a consequence, other sources need to be found for the
rest. Regarding open-access data, he finds that “the available data is generally
inadequate for a precise 3D representation of individual buildings in the form of
energy models”.

These issues are addressed by the idea of introducing remote sensing data into
UBEM, a task this thesis wants to contribute to.

2.6. Building Parameter Collection

As mentioned in previous sections and following a previously published line of
reasoning [17], knowledge about certain boundary conditions as well as about the
geometry and the fabric of the building is required for energy performance calcula-
tions. An assessment of individual parameters is possible, for example by blower
door tests for the airtightness [155] and by heat flow sensors for the U-value of
building parts [156]. In order to accomplish a reasonably low measurement effort
for individual building analysis, standards and laws give room for assumptions
and provide default values. For example, air exchange rates for certain situations
[157] and heat conductivities of certain building materials (see Section 2.3) can
be used. In Germany, the German Meteorological Service (DWD) offers repres-
entative weather data as test reference years [158]. Furthermore, the legislation
allows to use “simplified measurements” and “empirical values for building parts
and system components of comparable age classes” if no better knowledge about
the building is available [159]. A similar approach exists as Reduced Standard As-
sessment Procedure (RdSAP) in the United Kingdom [160]; and simplified data
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collection procedures are also part of Italian standards [99]. Although being im-
portant for keeping the effort appropriate, such simplifications cause inaccuracies
that are one reason for the so-called “performance gap” between predicted de-
mand and actual energy use [161]. Naturally, the issue also exists for UBEMwith
its aforementioned open challenge of data availability.

Possibilities for mitigating these inaccuracies include the improvement of conven-
tional ways to measure and model geometry and heat loss as well as the utilisation
of the heat transfer coefficient (HTC) and/or inverse modelling methods. The fol-
lowing sections provide introductions to these topics. Furthermore, the concept
of building typologies is summarised.

2.6.1. Automation of Geometry Acquisition

The geometry of buildings is arguably one of their most important features. Floor
plans and usable space values are key indicators when buildings and flats are ren-
ted and sold. On maps, building footprints are ubiquituous, and cadastral geo-
metries have long been used as an important tool of government activities and
taxation [162]. As a consequence, there are numerous methods for assessing the
geometry of single buildings in detail [163] as well as of multiple buildings in a
regional context [164, 165], in a wide range including yardsticks, ropes, lasers, ta-
chymeters, three-dimensional scans, and photogrammetry. It is beyond the scope
of this dissertation to give a full overview. In the following, some methods that
are crucial for the context of the thesis are introduced. Section 3.4 explains the
methods applied in the context of the project in greater detail.

To create accurate point cloud or mesh representations of building envelopes, au-
thors have used terrestrial laser scans (TLS) or photogrammetry on images ob-
tained from unmanned aerial vehicles (UAVs, also known as drones) [166–168].
From these, surfaces can be manually extracted and BIM representations can be
created with the help of commercial software. Interior surface informationmay be
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integrated from original [168] or TLS-reconstructed [169] floor plans. Although
these approaches pragmatically make use of established software, the individual
modelling effort is high [170]. Furthermore, the open issues in the application of
BIM for energy purposes (see Section 2.4.1) call for a more direct measurement-
to-BEM approach.

In UBEM, largely automated approaches for reconstruction and modelling have
been developed in the face of large datasets. From remotely sensed point clouds,
e.g. Frommholz et al. [171] and Malihi, Valadan Zoej and Hahn [172] reconstruct
simplified geometries with semantic annotations. The former approach was used
to generate important data for this dissertation on both single-building and dis-
trict level and is presented in greater detail in Section 3.4. However, the most
convenient way for acquiring the geometric features of UBEM models are exist-
ing databases from authorities or OpenStreetMaps [173].

2.6.2. In-situ Heat Loss Assessment and Close-range Infrared
Thermography

For assessing building heat loss, several calculation-based, non-contactless, and
invasivemethods exist. Furthermore, infrared thermography (IRT) has beenwide-
ly used for qualitative or quantitative analysis of surface temperatures and the re-
lated thermal parameters. In the following, the state of the art in close-range IRT
for buildings is presented. Long-range applications are treated in Section 2.6.3.
This section starts with an introduction to the former after briefly describing other
methods for heat loss assessment.

In their Review of in situ methods for assessing the thermal transmittance of walls,
Bienvenido-Huertas et al. [174] conclude:

The theoretical estimation method [(ISO 6946 [115])] is often used
in energy audits because no tests are required (the main advantage of
this method) [and] because the composition of a wall can be assessed
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using various methods, such as [...] (i) endoscopy, (ii) using reliable
technical documentation or databases describing the envelope of the
building of interest, or (iii) using estimates based on analogous con-
structions.

As a consequence, thismethod has different disadvantages depending on its imple-
mentation. It is either (i) destructive, (ii) requires substantial a-priori knowledge
that may have to be manually obtained from old plans, or (iii) is not necessarily
representative for the observed building (see also Section 2.6.4). Bienvenido-
Huertas et al. [174] continue:

In situ measurements can givemore representative values [...], but the
use of such methods is affected by many factors, with environmental
factors being the most important. In situ measurement methods re-
quire [...] (i) a high thermal gradient (𝑇in − 𝑇out > 10 °C), (ii) a wind
speed of 0–1 m

s , (iii) zero rainfall, and (iv) no solar radiation or other
radiation sources to affect the wall of interest.

The mentioned in-situ methods for U-value measurement include the heat flow
meter method standardised in ISO 9869-1 [156], a simple hot-box heat flowmeter
method that creates a small volume with controlled temperature on one side of the
wall, and a thermometric method that measures the interior surface temperature
in addition to environment temperatures on both sides. All of them require the in-
stallation of measurement equipment on the walls, access to the building interior,
and a measurement period of more than a day. Finally, Bienvenido-Huertas et al.
[174] mention the quantitative infrared thermography (QIRT)methods. As shown
in Figure 2.12, they may also be performed from the interior (e.g. in a standard-
ised manner according to ISO 9869-2 [175]). Their implementation from the ex-
terior enables a high variability and automatability including image acquisition
from UAVs, even though the environmental requirements regarding temperature
differences and gradients, wind, and solar radiation are demanding. This is also
found by Patel et al. [176] in an uncertainty analysis of a practical application of
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exterior QIRT. As a consequence of the dynamic nature of heat loss, Patel et al.
[177] developed a dynamic method for U-value measurement from multiple IRT
recordings as part of the project that this dissertation also emerged from. From
other publications [20, 178, 179], it is concluded that UAV-based QIRT is cur-
rently more uncertain than using typology values. As close-range IRT results
were not used for the content of this thesis, the reader is referred to the original
sources for more information on the approach.

2.6.3. Long-range Aerial Infrared Thermography

For several decades, aerial IRT has been applied for mapping surface temperat-
ures. The following explanation of physical backgrounds and state-of-the-art eval-
uations features parts of the contributions to an article in Energy & Buildings [11]
and to the DGZfP DACH-Jahrestagung 2023 [20].

Infrared thermography is commonly understood as recording thermal radiation
with a camera to a pixel matrix that equals a greyscale image. Pixel values rep-
resent the amount of radiation that the sensor array has recorded at the respect-
ive spot. When measuring under exterior conditions, a band of 8–14 μm is often
applied. In that range, the atmospheric influence on thermal radiation is compar-
atively small. Furthermore, the spectral emission peaks of black bodies between
−66–90 °C makes commonly investigated objects differentiable [180].

The overview in Figure 2.12 features long-range thermography based on satel-
lites and planes. Satellite imagery from space is sometimes applied for building
analysis, but their resolution is too coarse for detailed evaluations [181]. Com-
mercial aerial applications are used in a qualitative manner for building heat loss
visualisation [182] or for leakage detection in district heating systems [183].

Quantitative evaluations of thermographic datasets require considering several in-
fluencing factors. The temperature of the pictured surface, usually being the para-
meter of interest, influences themeasured quantity to a variable degree. According
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a)

c)

d)

b)

e)

Figure 2.12.: Different options for thermographic measurements on buildings: a) station-
ary (interior), b) stationary (exterior), c) UAV-based, d) aerial, e) satellite-
based [20].

to Schott, Biegel and Wilkinson [184], the radiance recorded at the sensor 𝐿 is
approximately equal to

𝐿 = [𝜀 ⋅ 𝐿bb(𝑇s) + 𝑟 ⋅ (𝐹 ⋅ 𝐿d + (1 − 𝐹) ⋅ 𝐿b)] ⋅ 𝜏 + 𝐿u

= 𝐿0 ⋅ 𝜏 + 𝐿u,
(2.33)

where 𝜀 is the surface emissivity, 𝐿bb(𝑇s) is the blackbody radiance at the sur-
face temperature, 𝐹 is the sky view factor (the fraction of the hemisphere above
the surface which is sky), 𝐿d is the downwelled atmospheric radiance from the
sky, 𝐿b is the radiance from background objects, 𝜏 is the atmospheric transmit-
tance between surface and camera, 𝐿u is the effective upwelled radiance of the
atmosphere between surface and camera, and 𝐿0 is the total radiance leaving the
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surface into the direction of the camera. Figure 4.6 shows these phenomena in an
urban context. All radiance values are effective values for the recorded IR band,
meaning they include the spectral response of the sensor, and those not defined
otherwise are generally angle-dependant [180].

Equation (2.33) includes several simplifications.

• In general, radiation is different over the spectrum of interest. This is also
true for radiative properties of objects like emissivity and reflectance (see
Section 2.1.2), which we see as colours in the visual spectrum. Multiplic-
ations of spectrally integrated values inevitably cause inaccuracies [180].
Weighting by the spectral response the sensor is meant to reduce them to a
minimum.

• In addition to the emission depending on the angle of observation, reflec-
tion properties similarly vary over both incidence and observation direction.
𝑟 ⋅ (𝐹 ⋅ 𝐿d + (1 − 𝐹) ⋅ 𝐿b) lumps both different directional properties of re-
flectance and different incidence radiations to scalar reflectance and mac-
roscopic values of sky view factor, background radiation, and downwelled
radiation to make these contributions to the equation assessable with reas-
onable effort.

• Atmospheric properties depend on the composition of air that the radiation
travels through, and are not generally equal for different positions in the
field and viewing angles.

Efforts for efficiently modelling the contributions or making the approach more
precise have been made by different authors in the meantime. Byrnes and Schott
[185] present methods to correct thermal imagery for atmospheric effects, i.e.
to determine 𝜏 and 𝐿u. Among those is the “angular calibration technique” by
Macleod [186] that assumes Lambertian behaviour of the surface (i.e. 𝐿0 is dir-

57



2. Theory and State of the Art

ectionally constant) and uses the relation

𝐿(ℎf, 𝜗1) = 𝐿(ℎf, 0°) ⋅ 𝜏(ℎf, 0°)sec 𝜗1−1

+ 𝐿u(ℎf, 0°) ⋅ (sec 𝜗1 − 1) ⋅ 𝜏(ℎf, 0°)sec 𝜗1−1
(2.34)

to derive the upwelled radiance and the atmospheric transmittance for nadir obser-
vations by two recordings from the same flight height ℎf, but different view nadir
angles 𝜗view, e.g. nadir (𝜗view = 0°) and a different orientation (𝜗view = 𝜗1). An-
other possibility is to model the propagation and the atmospheric radiation based
on knowledge about atmospheric conditions and physical equations, which was
at the time performed by LOWTRAN. Today, the software MODTRAN [187] is
also available for the task.

If viewing angles deviate largely from orthogonal view, the “Lambertian” approx-
imation of constant emissivity made in Equation (2.33) does not hold anymore
[188]. Monien et al. [189] encounter this limitation when recording façades from
a car driving by. They solve it by deriving the directional emissivity 𝜀dir for each
observation nadir angle 𝜗obs (relative to the surface normal) through the Fresnel
equations. Using the comprehensive explanation by Koirala [190, pp. 24–28], 𝜀dir

of opaque dielectrics becomes

𝜀dir(𝜗obs = 0°) = 4 ⋅ 𝑛
(𝑛 + 1)2 (2.35)

for normal view and

𝜀dir (𝜗obs) =

1 −
(

√𝑛2−sin2 𝜗obs−cos 𝜗obs

√𝑛2−sin2 𝜗obs+cos 𝜗obs )

2

2

+

1 −
(

cos 𝜗obs⋅𝑛2−√𝑛2−sin2 𝜗obs

cos 𝜗obs⋅𝑛2+√𝑛2−sin2 𝜗obs )

2

2

(2.36)

for oblique view, where 𝑛 is the refractive index of the dielectric.
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The emissivity is a property of the observed surface material. If the ones prevalent
for the investigated area are known, they may be assumed as representative and
emissivities may be read from a table (as available e.g. in VDI 3511 [191]). For a
higher accuracy, emissivities can be measured or materials can be recognised. Bi-
telli et al. [192] classify roof materials based on satellite images and use literature
emissivity values for the identified materials.

With increasing 𝜗obs and therefore decreasing 𝜀dir, the share of the recorded radi-
ance that originated from reflection in Equation (2.33) becomes more important.
Although the law of energy conservation results in

𝑟dir(𝜗i) = 1 − 𝜀dir(𝜗i), (2.37)

for an intransparent medium and given radiation incidence angle 𝜗i, a calculated
directional reflectivity 𝑟dir to the observation angle can only be used as an ap-
proximation in Equation (2.33). To model reflection accurately, the bidirectional
reflection distribution function (BRDF) 𝑓r of the surface material should be taken
into account. Following Nicodemus et al. [193], the radiance 𝐿r reflected into the
observation direction defined by the nadir angle 𝜗obs and the azimuth angle 𝜑obs

can be written as

𝐿r (𝜗obs, 𝜑obs) = ∫Ωi

𝑓r(𝜗i, 𝜑i; 𝜗obs, 𝜑obs) ⋅ 𝐿i(𝜗i, 𝜑i) ⋅ cos 𝜗i ⋅ d𝜔i, (2.38)

accounting for incident radiance from the hemisphere Ωi, where the solid angle
of incidence 𝜔i is spanned by the nadir and azimuth angles 𝜗i and 𝜑i.

However, BRDFs are hardly available for urban surfacematerials [194]. Themod-
els highly popular in computer graphics, e.g. based on Oren and Nayar [195],
unsurprisingly have a focus on visible fractions of light. Falling back on the as-
sumption of a Lambertian reflective behaviour, BRDF values are determined from
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the directional emissivity as

𝑓r(𝜗i, 𝜑i; 𝜗obs, 𝜑obs) =
1 − 𝜀dir(𝜗i)

𝜋
. (2.39)

For the application in large-scale building characterisation, these considerations
are merely theoretical. The complexity of the task requires using more pragmatic
methods that reduce the most influential uncertain parts of the equation. Mandan-
ici and Conte [196] focus on modelling accurate sky view factors and assume
𝐿b = 𝐿bb(𝑇s), as their approach lacks a 3D model and therefore spatially resolved
𝐿i values. At the same time, observation angles remain low, which justifies that
assumption and 𝑟 = 1 − 𝜀.

The connection from IRT evaluations to building parameters can be shown by
two examples: Schott, Biegel and Wilkinson [184] use the IRT-measured surface
temperatures to classify building rooftops into five different heat loss classes. In
comparison to a ground survey, the method leads to the same result in 63 % and to
significant errors in only 1 % of the investigated roofs, showing that this method
helps to identify “structures which could profit from retrofit activities” [184]. For
drive-by IRT recordings, Monien et al. [189] present an approach that includes
their correction and mapping onto 3D building model façades. However, they
conclude that the use is currently restricted to a consistent visual presentation with
the purpose of drawing attention to the issue of energy efficiency, i.e. a qualitative
application.

This thesis presents improved evaluationmethods for aerial infrared thermography
building up on the findings outlined above.

2.6.4. Building Typologies

Where measured values do not provide all required parameters for building energy
modelling or data acquisition is too expensive for a particular project, default val-

60



2.6. Building Parameter Collection

ues are necessary. Some of these values are defined by technical standards, and
others are available in building typologies like those from the TABULA project.
They were developed for 20 European countries [197] and provide building ar-
chetypes for residential buildings of different age and size classes. Besides their
contribution to bottom-up stock models in UBEM and even on country scale, the
archetypes “are used as showcase examples to illustrate the effect of energy saving
measures”. Furthermore, the “common TABULA approach provides a frame-
work for cross-country comparisons of building features, measures and energy
performance” [197].

For Germany, Loga et al. [151] present the typology in a report on exemplary
measures to improve residential building energy efficiency. Table 2.2 lists the
50 different archetypes with which they describe the German building stock. Of
the four size classes single family house (SFH, free-standing buildings with 1 to
2 dwelling units), terraced house (TH, like SFH, but not free-standing), multi-
family house (MFH, buildings with 3 to 12 dwelling units), and apartment block
(AB, buildings with more than 12 dwelling units), only SFH andMFH have a rep-
resentation in each of the 12 age classes. Sub-types specify particular archetypes
for some age and size class combinations if buildings were built in the German
Democratic Republic (E) as opposed to the general, nation-wide archetypes (N).
Furthermore, they extend AB to high-rise building (HR) as fifth size class and
SFH to a light-frame (LF) SFH for the 1969…1978 age class.

Each archetype building characterisation includes an exemplary picture as well as
information on the heated area, the number of storeys, and the number of apart-
ments. Furthermore, typical heating equipment (in multiple variations) as well as
layer constructions and U-values of the envelope components (rooftops or attic
floors, exterior wall, windows, and basement ceiling or floor plate) are given. For
all of these parts, a conventional and an advanced retrofit scenario is given, com-
pleted by the respective reduction potential in final and primary energy demand.
Indications if a rooftop or the attic floor and a basement ceiling or the floor plate
form the envelope of the heated zone can also be found in the report.
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Table 2.2.: German building archetypes as specified by Loga et al. [151]. See text for
explanations of the abbreviations.

Age class Size class

SFH TH MFH AB HR

1859 N N
1860…1918 N N N N
1919…1948 N N N N
1949…1957 N N N/E N
1958…1968 N N N/E N N
1969…1978 N/LF N N N/E N/E
1979…1983 N N N E E
1984…1994 N N N E
1995…2001 N N N
2002…2009 N N N
2010…2015 N N N

2016… N N N

The typology offers no data about the statistical distribution of the included values
from the building stock. Therefore the uncertainty of archetype component para-
meters used in the model of a particular existing building is unknown. A remedy
can be found e.g. in the older typology of the Ministry of Building and Housing of
the Land of North Rhine-Westphalia [198] that lists different envelope component
compositions with U-value ranges and sporadic qualitative information on their
commonness (“rare”, “predominant”, etc.). Regional differences in typical con-
structions, although not covering the whole territory of Germany, are pictured by
the “catalogue” of the Centre for Sustainable Building in a detailed report [199],
which is more descriptive, but less standardised than the TABULA publication.

All in all, typologies are important in all settings where available data about the
building stock is incomplete. Therefore, TABULA is an essential part of the
TEASER package (see Section 2.5.4) and is in that context used for data enrich-
ment purposes within this thesis. This is in line with the state of the art in practical
applications. Ludwig [200] uses LOD2 models and the German typology to cal-
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culate building-individual heat demands on a large scale. An important data gap
in this case is that information about renovation measures already implemented is
entirely missing.

2.6.5. Heat Transfer Coefficient and Inverse Modelling
Methods

Another approach for mitigating inaccuracies in building modelling is to exploit
time series data. This is done by several recently developed methods that de-
liver a heat transfer coefficient (HTC) in the wider sense, i.e. a parameter relating
whole building heat loss to the temperature difference between interior and exter-
ior [12]. Examples are the co-heating test, for which Jack et al. [201] delivered
reliability evidence, the QUB method [202], and the energy signature method
[203]. These approaches measure the energy performance directly and do not
need the geometry or similar preliminary knowledge of the building. However,
the HTC (which can also be calculated from building parameters following ISO
13789 [157]) cannot be the only source of information for individual envelope
component refurbishment because it does not distinguish between the contribu-
tions of different building parts. Furthermore, solar gains and air exchange need
to be accounted for with additional measurements and modelling effort. While the
co-heating test and the QUB method build up on dedicated measurements in an
unoccupied building, the energy signature method works without disturbing the
occupants, but requires a long time series of metered data and has disadvantages
regarding accuracy. Other ways to avoid laborious measurement campaigns are
grey-box regression [204] or modelling based on data from smart meters or build-
ing automation systems [205, 206]. Thesemodels do not necessarily fill white-box
(physical) models, but can also or with even better performance be combined with
black-box and grey-box modelling approaches as mentioned in the introduction of
Section 2.5. Their application is limited by the need for long time series of data
manually read from meters or recorded from specifically installed equipment. A
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further spread of smart meters and smart home devices may make themmore use-
ful in the future, also in the case of small building retrofit preparations for which
extensive preparatory measurement work is currently unreasonably costly. Nev-
ertheless, the idea of an HTC value for benchmarking is picked up later in this
thesis.
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3. Project Overview, Test Sites, and
Complementary Work

As this thesis was embedded into an overarching project, the methods and the
results that are presented in it build up on numerous complementary works by
other researchers and/or completed as a team. In the following, the concept of
the project is introduced (Section 3.1), followed by an introduction to the case
study building and the case study quarter in Sections 3.2 and 3.3 respectively. In
order to separate the actual contributions of the dissertation from others’ work
in the project, the latter is summarised in this chapter, starting with the use of
aerial imagery to reconstruct the geometry of buildings in Section 3.4. Section 3.5
introduces how movements of points on building surfaces can be measured using
satellite radar. Finally, Section 3.6 explains an approach to analyse internal layer
structures of walls using microwave radar.

3.1. Concept of the Project

This dissertation emerged from the scientific project “Building Tomograph” joint-
ly executed by four research institutes. The common goal was to test the applicab-
ility of various remote sensing technologies for the energetic analysis of existing
buildings. As part of the project, remote sensing methods were applied to case
studies on two scales, a single-family house in Morschenich and a city quarter in
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Berlin-Moabit. Both case studies are presented in the following sections. In Fig-
ure 3.1 and Figure 3.2, the workflow from the different measurement technologies
towards energy simulations are shown for the single building and the quarter re-
spectively. In both cases, data from different technologies is acquired. The task
of this thesis was to investigate the data’s suitability to be collected, analysed, and
used as parameters for energy simulations.

Microwave radar

Acoustic leakage detection

Building energy simulation

Energy-related analysis

Data collection

Close-range hyperspectral imagery

UAV imagery for building reconstruction

Close-range (aerial) infrared thermography

Figure 3.1.: Overview of measurement methods and workflow envisaged in the Building
Tomograph project for the single-building scale (with illustrating images from
the final report [9]).
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Long-range aerial hyperspectral imagery

TomoSAR point movements

Aerial imagery for building reconstruction

Long-range aerial infrared thermography

Building energy simulation

Energy-related analysis

Data collection

Figure 3.2.: Overview of measurement methods and workflow envisaged in the Building
Tomograph project [9] for the district scale. Images: plane©DLR; TomoSAR
by Zhu and Bamler [207], licensed under CC BY 3.0 DEED.

For the case study quarter, measurement methods envisaged for the project were
long-range aerial images with visible-band, thermal, and hyperspectral cameras
as well as TomoSAR, a satellite-based method. Hyperspectral imagery could not
be acquired due to difficulties with flight approvals. For the case study building,
close-range imagery of the same three types was taken. Additionally, microwave
radar was used for wall structure assessment. The idea of acoustic air leakage
detection was investigated in the project, but not applied to the case study build-
ing [9]. All measurement methods are introduced in more detail further below in
this chapter.
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3.2. Case Study Building in Morschenich

This section introduces the case study building. Furthermore, it presents themeas-
urements performed to gather reference values for the experimental remote sens-
ing methods and the simulations. Finally, it lists the remote sensing technologies
applied to analyse the building.

3.2.1. Building Description

Located in the former village of Morschenich (now called Bürgewald) in western
Germany, about halfway between Aachen and Cologne, the single family house
used as a case study building was sold to a mining company and abandoned in
the face of an approaching lignite surface mine. It was available for research pur-
poses in 2018 and 2019. Although the house is about 25° off from a north-south
alignment (see Figure 3.3), its façades are named by their approximate cardinal
orientation throughout this thesis. Figure 3.4 shows exterior views on the build-
ing.

The building was built in the 1960s (with double-glazed uPVC windows installed
in the mid-1990s) and consists of two heated storeys as well as a basement and an
attic, both of which are unheated. The sectional view from the construction plans
in Figure 3.5 illustrates this design. While the footprint covers about 81 m2, the
net heated area reaches 117 m2. Figure 3.6 contains the floor plans of the heated
storeys and names some of the rooms.

Some of the building’s properties were specified in a dossier provided by the
owner. However, the information is neither complete nor necessarily reliable, as it
is largely based on construction plans rather than on as-built conditions. To gather
knowledge about the U-values of the envelope parts, it was therefore amended by
on-site inspections, including drillings and material tests. Together with a 3D
model of the geometry that was manually reconstructed from laser scans, the data
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50m N

Figure 3.3.: Location of the case study building in the village of Morschenich. Back-
ground: basemap.de Web Raster, © GeoBasis-DE / BKG 2023, CC BY 4.0.

Figure 3.4.: Exterior views on the case study building from a southern (left) and a north-
eastern (right) perspective during the preparation of the first and second
measurement campaign respectively.
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Figure 3.5.: Sectional view from a southern perspective, taken from the construction plans
of the case study building.

was collected in an EnergyPlus Input Data File (IDF). This served as a reference
for the remote sensing evaluation [13]. The Tables 3.1 and 3.2 cover the rel-
evant contents of the file including U-values calculated from standard material
properties. Table 3.1 lists the different construction types present at the house.
Table 3.2 shows in which building parts they were found. It becomes apparent
that the walls that are less exposed to sunlight (Northern and Western façade)
have better thermal insulation and that measures were taken to reduce heat losses
through the roof. The small unheated spaces mentioned in Table 3.2 are visible
between the bedroom and the roof on both sides of the house in both the sectional
view in Figure 3.5 and the floor plan of the first storey in Figure 3.6b.
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living room

kitchen
bathroom

N

(a) Ground floor.

children’s room

bedroom

(b) First floor.

Figure 3.6.: Construction floor plans of the two heated storeys of the case study building
with room labellings.
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Table 3.1.: Best knowledge about the composition of wall (W), ceiling (C) and roof (R)
constructions of the case study building (heated/inside to unheated/outside)
and U-values (𝑈, in W m−2 K−1) calculated from these.

Type Composition/layers Source(s) 𝑈

W1 Hollow blocks (pumice), air, brick facing Dossier, drilling 1.01
W2 Hollow blocks (pumice), brick facing Dossier, drilling 1.19
W3 Brickwork, air, brick facing Dossier, drilling 1.34
W4 Brickwork, brick facing Dossier, drilling 1.74
W5 Hollow blocks (pumice) Inspection 1.45
W6 Brickwork (interior walls) Inspection -
C1 Carpet, timber floor boards, concrete Dossier 2.68
C2 Tiling, floating screed, concrete Dossier 3.13
C3 Concrete, mineral wool Dossier 0.29
C4 Wooden hatchway Inspection 4.55
R1 Plasterboard, mineral wool, roof tiles Inspection 0.28
R2 Roof tiles Inspection 6.73

Table 3.2.: Best knowledge about construction types and areas 𝐴 of the different building
parts of the case study building. Construction types are explained in Table 3.1.

Building part Construction type(s) 𝐴 in m2

Attic roof R2 73.8
Attic façades W4 14.7
Attic floor C3 (96.8 %), C4 (3.2 %) 46.9
Roof of heated space R1 30.4
Northern façade (heated zone) W2 41.3
Southern façade (heated zone) W3 38.3
Western façade (ground floor) W1 (95.8 %), W4 (4.2 %) 28.0
Eastern façade (ground floor) W3 (95.8 %), W2 (4.2 %) 28.0
Basement ceiling C1 (57.7 %), C2 (42.3 %) 81.4
Interior borders of small unheated
spaces

W5 (54.5 %),
C2 (37.9 %), W6 (7.6 %)

40.2

Exterior borders of small unheated
spaces

R2 (78.9 %),
W4 (15.6 %), W2 (5.5 %)

30.4

Interior walls (heated zone) W6 157.7
Interior ceiling (heated zone) C1 (81.3 %), C2 (18.7 %) 66.2
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3.2.2. Measurement of Dynamic Thermal Behaviour

As the actual heat use of the case study building before its abandonment is un-
known, two measurement campaigns delivered data for validating building en-
ergy models. During both, the thermal behaviour of the building in presence of
internal heat loads was monitored. The measurements taken during the first cam-
paign in April 2018were successfully reproduced by an EnergyPlusmodel created
from the IDF [13]. However, the amount of measured values was not considered
sufficient for a reliable validation. A second campaign was conducted in Febru-
ary 2019. The building was heated for several days using distributed electrical
heaters and fans. It was kept at an approximately constant mean interior temper-
ature of above 30 °C for seven days. Afterwards, it was exposed to free cooling.
Meanwhile, interior air temperatures, heating loads and weather conditions were
monitored. Figure 3.7 exemplarily shows a temperature sensor in the kitchen,
outdoor sensors for solar radiation (pyranometer) and combined temperature and
humidity, and how the entry to the basement was closed with plastic foil to hinder
air exchange [10].

The measured temperatures of several rooms and the average temperature of the
heated zone are plotted along with the overall electric load in Figure 3.8, giving an
impression about the temperature range within the building during the campaign.
As the most powerful heater was placed in the kitchen for technical reasons, that
room is warmer than all others throughout the heating phase. The other rooms
are largely within a range of 5 K until solar radiation through the large windows
pushes the bedroom temperature up between February 15 and 17. After heat-
ers were switched off on February 17, leaving the air-distributing fans and the
measurement equipment as the remaining electric loads, the kitchen temperature
assimilates quickly.
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a) b)

c) d)

Figure 3.7.: Exemplary parts of the setup for monitoring the conditions during the case
study measurement: Temperature sensor in the kitchen (a), combined outdoor
sensor for temperature and humidity (b), sealing of the basement entry (c),
and solar radiation sensor a few metres off the building (d) [10]. Copyright
© 2019 Solar-Institut Jülich der FH Aachen.
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Temperatures

Figure 3.8.: Measured temperatures of selected rooms and volumetric average for the
heated part of the case study building during the second measurement cam-
paign, along with the total electric load of all appliances (heaters, fans, meas-
urement equipment).
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3.2.3. Applied Methods

Most of the remote sensing technologies originally designated to be part of the
project [8] were applied to the case study building. This section briefly summar-
ises their application and how the data from their results could benefit building
energy analyses.

Photogrammetric Determination of Exterior Envelope Geometry

The external geometry was reconstructed with a photogrammetry-based method.
As pictured in Figure 3.9, images were taken with an off-the-shelf single-lens
reflex camera equipped on a UAV. In a semi-automatic process, a selection of im-
ages was processed to a point cloud of the building using the commercial software
Agisoft Photoscan. The subsequent processing steps are described in Section 3.4.

Figure 3.9.: Acquisition and processing steps of the photogrammetric determination of ex-
terior envelope geometry on the case study building: UAV flight (left) [9],
UAV flight paths, position and orientation of 152 manually selected images,
and point cloud generated from them (right).
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Close-range Aerial Infrared Thermography

With the goal of quantitatively analysing infrared thermography, infrared images
were taken both from UAVs and from stationary cameras at the case study site.
Their purpose is to give insights into the thermal properties of the building envel-
ope in terms of U-values of wall and roof parts [176]. Within the project, the UAV
images could be mapped onto the point cloud of the building envelope (see Fig-
ure 3.10), but the quantitative processing of them did not lead to productive results
suitable for this thesis. Instead, a model calibration approach was developed in-
dependently from the application on the case study building by Patel et al. [177].
As a consequence, thermal imaging is treated here only for the district scale as
introduced in Section 3.4.

Figure 3.10.: IR image acquisition from UAV on a winter early morning (left) and point
cloud of the case study building (of Figure 3.9) textured from the results using
Pix4D Mapper (right) [9].

Internal Wall Structure Assessment Using Microwave Radar

A complementary technology that allows to identify the internal wall structure
is microwave radar. The method is introduced more detailed in Section 3.6. It
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was applied to one wall of the case study building from a fixed rack with movable
scanning antennas (see Figure 3.11). Although this thesis contributes an import-
ant module of a possible connection between microwave radar measurements and
energy assessments, the workflowwas not yet developed far enough to use the case
study application of the measurement technology in the exemplary modelling of
the building.

Figure 3.11.: Rack with movable antennas for microwave radar scans of the interior struc-
ture of an exemplary case study building wall [9].
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Hyperspectral Imaging

Hyperspectral cameras contain imaging sensors that are able to record radiation
in numerous narrow and contiguous spectral bands at the same time. Using the
reflection of solar radiation, the differences resulting from the chemical compos-
ition of the reflecting surface make material identification, e.g. of roof materials,
possible [8, 208]. Pictures of the case study building envelope with hyperspectral
images were successfully used to classify pixels semantically. For example, as de-
picted in Figure 3.12, roof parts were identified. However, that information was
also available from the photogrammetry-based method (see Section 3.4) and the
resolution of the hyperspectral images is very coarse. Therefore, hyperspectral
imaging results were not included into the methods presented in this thesis.

Figure 3.12.: Visible representation of a hyperspectral image of the case study building
(left) and automatically detected roof pixels (right) [9].
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Selected Modelling Input

Only the data in the photogrammetry-based geometry model serves as an input
for the exemplary modelling of the case study building presented in this disserta-
tion. However, the modelling methods used are designed to cover results from the
remaining technologies as well as soon as they reach a technology readiness suit-
able for an integration into the process. This also includes the acoustic approach
for air leakage estimation developed by Kölsch [209] which could not be tested
on the case study building.

3.3. Case Study Quarter in Berlin-Moabit

The case study quarter is located in the Moabit neighbourhood of Berlin as pic-
tured in Figure 3.13. The main reason for choosing the area was the availability
of historical TerraSAR-X satellite recordings. Their analysis is presented in Sec-
tion 3.5. In addition, both visual and infrared aerial images were evaluated (see
Section 3.4). Based on the textured 3D model(s) resulting from these evaluations,
a comparative analysis of urban building energy modelling (UBEM) approaches
was performed, involving the application of the methods of SimStadt and the SHD
(specific heat demand) approach (see Section 2.5.5). In the corresponding pub-
lication [11], the characteristics of the quarter are summarised:

It is a good example for an urban area where heat energy modelling
based on consumption data is not possible. The reasons are the very
heterogeneous energy sources used for heating (oil, gas and district
heating) as well as data protection regulations that make data unavail-
able. [...] There are 208 buildings in total. Of these, 71 % (161 build-
ings) are primarily used for residential purposes, most of them being
large multifamily buildings. The rest are used for industry, offices,
retail or education. Garages and other non-heated buildings make up
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100m
N

Figure 3.13.: Aerial view of the case study quarter in Berlin-Moabit with the investigated
area delineated in red. Background: © Geoportal Berlin / Digitale farbige
Orthophotos 2019 (DOP20RGB), dl-de/by-2-0.
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12 % of the stock. In terms of age, 63 % of the buildings were built
before 1910, while the rest were built mostly between 1953 and 1996.
The five newest buildings are from 2008 and 2016.

3.4. Reconstruction of Buildings from Aerial
Imagery

Information on as-built geometry is essential to analyse existing buildings. Aer-
ial RGB imagery processed by photogrammeric methods can be a source for the
3D data on which the modelling approach presented in this thesis is based and
was used for the exemplary applications. For the single building, images were
acquired from unmanned aerial vehicles (UAVs, see Section 3.2.3). For the city
quarter, a small airplane carried the cameras. The method of Frommholz et al.
[171] was applied on both use cases, with six steps leading from aerial imagery
to a CityGML file with 3D building envelope polygons:

1. creation of a digital surface model (DSM: a map of the highest elevation of
all objects on the earth’s surface), a digital terrain model (DTM: like DSM,
but without vegetation andman-made structures) and a 3D point cloud from
the RGB images;

2. projection of the point cloud to the ground plane and extraction of walls by
local linear regression, leading to a closed footprint polygon;

3. reconstruction of roofs within the footprint by plane local regression;

4. creation of building envelope polygons in 3D space by intersecting the ver-
tically extruded walls with the ground (from the DTM) as well as with the
roof plane patches;

5. texturing of wall and roof polygons from original images;
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6. detection of windows on wall textures and separation of wall and window
polygons.

As elaborated in previous publications [11, 14], the method differed slightly be-
tween the two use cases regarding steps 1, 2, 4 and 6: For the city quarter, step 1
was executed including a commonly used possibility to filter out vegetation with
an additional near-infrared (NIR) channel of the images [210]. For the single
building, a commercial photogrammetry software was used. Because the result-
ing 2D wall shapes in step 2 were not complete for the city quarter due to line-of-
sight-obstructing vegetation, footprints from the digital cadastre ALKIS served
as the main source for the façade outlines. They were refined using the point
cloud data afterwards. The model of the single building was originally created
with roof overhangs by extending the roof planes, exploiting DSM data after step
4, but these parts of the model are not used within this dissertation. In step 6,
windows were detected using a pattern-based approach for segmentation [171]
on city quarter façades. On the single building, a colour-based approach was ap-
plied [14].

The resulting CityGML models are visualised in Figures 3.14 and 3.15 respect-
ively. For the district case, window detection delivered visibly good results only
where the conditions regarding tree coverage and texture resolution were benefi-
cial. Still, it was more accurate than the usual assumptions of a constant window-
wall ratio [11]. On the single building, 11 of the 12 main windows were success-
fully detected (see Figure 3.16). Issues regarding visibility (because of roof over-
hangs) and texture colors (because of roof overhangs and markings on the wall)
kept the rest from being recognised as well. Furthermore, as described in a contri-
bution to the Building Simulation 2019 Conference [14], the accuracy of the UAV
position data measured by GPS turned out to be insufficient for achieving high
precision in the point cloud. Due to image orientation residuals, the photogram-
metry software compressed the point cloud in comparison to the real building,
resulting in an underestimation of the building size in a first CityGML represent-
ation. As a countermeasure, the actual horizontal dimensions of the building were
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Figure 3.14.: CityGML LOD3 model of the case study quarter as 3D representation in
FZKViewer [79].

Figure 3.15.: CityGML LOD3 model of the case study building from northern (left) and
southern (right) perspective as 3D representation in FZKViewer [79].
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Figure 3.16.: Textures of the case study building model surfaces with detected windows
marked red [14].

introduced into the point cloud generation process as reference lengths. As it can
be seen in Table 3.3 that compares measured and modelled values, that counter-
measure brought the model size into an acceptable range for the second RGB point
cloud and CityGMLversion. To avoid these additional measurements, incorporat-
ing automatically logged differential GPS (DGPS) or real-time kinematics (RTK)
data from the UAV are a favourable solution. Neither the UAV flights (with a
more accurate positioning system) nor steps 5 and 6 of the 3D reconstruction pro-
cess could be repeated within the scope of the project. As a remedy, the window
polygons from the undersized 3D model were projected onto the more accurate
geometry, resulting in the CityGML representation shown in Figure 3.15. The
methods developed in this dissertation, including the simulation process presen-
ted in Section 4.3, were tested with that data.
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Table 3.3.: Geometry of the case study building: readings for different data sources and
measurement methods, mostly already published in Gorzalka et al. [14].

Data source Wall length Building Wall inclination

West South North height North South

Plan 9.520 m 8.545 m 8.545 m 9.300 m 90° 90°
Manual
measurement

9.480 m 8.535 m 8.545 m - - -

Laser scan
point cloud

9.480 m 8.530 m 8.542 m 9.132 m 90.27° 89.02°

1st RGB
point cloud

8.86 m 7.98 m 8.00 m 8.93 m 92.04° 88.45°

1st CityGML
model

8.812 m 8.263 m 8.263 m 8.579 m 90° 90°

2nd RGB
point cloud

9.456 m 8.506 m 8.510 m 9.132 m 90.35° 89.94°

2nd CityGML
model

9.343 m 8.469 m 8.469 m 9.087 m 90° 90°

3.4.1. Thermal Imagery

The 3D model of the city quarter was additionally textured from infrared ther-
mography (IRT). The necessary images, recorded from a height of about 600 m
using cameras with nadir and oblique orientations, were independently acquired
at night to avoid the influence of sunlight. Figure 3.17 shows the camera setup
in the plane and the flight paths. The imagery covers radiation in the 7.5–14 µm
band and has a resolution of about 35 cm for the orthogonally captured roofs and
less for the obliquely pictured façades. In addition, a complementary orthoimage
of the street level was produced. The combination of IR-textured 3D model and
orthoimage of the ground leads to the scene visualised in Figure 3.18 [11].

Section 4.2 elaborates how 3Dmodels and district-scale infrared imagery are pro-
cessed in order to benefit UBEM, with results shown in Section 5.2.
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Figure 3.17.: Setup of cameras with nadir and oblique orientation within the plane (left)
and flight paths of March 2019 (right, background: © 2021 GeoBasis-DE /
BKG (© 2009), Google) [9].
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Figure 3.18.: Northern part of the case study quarter: scene of the IRT-textured 3D model

combined with the complementary orthoimage, both coloured depending on
the effective blackbody temperatures equivalent to the radiation recorded by
the camera.
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3.5. Measurement of Point Movements with
TomoSAR

With the goals to identify constructional changes and to observe seasonal move-
ments of buildings and their surfaces, two stacks of historical recordings made by
the TerraSAR-X satellite were interpreted using synthetic aperture radar (SAR)
tomography (TomoSAR). The satellite is equipped with an imaging microwave
SAR with 3.1 cm wavelength [211]. With the words of Zhu et al. [212],

[t]he general imaging principle of SAR is based on the transmission
of pulses and the reception of their echoes reflected back from the
surface. Therefore, the location of a pixel in a radar image corres-
ponds to the two-way round-trip time [...] (= range) as well as the
mean time of transmission and reception [...] (= azimuth). Since the
position of the satellite with respect to time is known from precise
orbit determination, the azimuth is referred to an absolute location in
3-D space. The geometric distance [...] from this satellite position to
the surface is obtained by scaling the two-way round-trip time with
the velocity of light [...].

In the case of a point scatterer, the two radar observations, i.e., the azi-
muth time and the geometric range, can be extracted from the focused
SAR image through point target analysis [...], which yields the center
coordinates of the scatterer’s signature at subpixel level. If the errors
present in this type of observations (atmospheric signal delays includ-
ing ionospheric and tropospheric delays, geodynamic displacements
such as solid Earth tides, continental drift, atmosphere pressure load-
ing, ocean tidal loading, pole tides, ocean pole tides, and atmosphere
tidal loading) are corrected by external models and the remaining un-
known effects, e.g., time delays induced by cables and electronics, are
calibrated for, the outcome are absolute 2-D radar observations.
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Scatterers appear where radar beams are scattered in a way that a significant
amount of radiation travels back to the satellite afterwards, which mainly occurs at
metallic objects or inner edges of structures. The resulting 3D positions of these
scatterers are recorded with 1–2 cm accuracy [212, 213], leading to a point cloud
of the observed scene. Multiple point clouds of the same region can be fused by
matching repeatedly appearing scatterers [212], reaching an accuracy with which
millimeter-scale movements can be monitored [214]. Here, the data stacks of one
ascending (northward) and one descending (southward) orbit of the satellite were
exploited. As the satellite “looks” to the right, western and eastern façades ap-
pear only in the ascending and descending stack respectively, completing each
other when combined. After fusion and georeferencing one point cloud as a ref-
erence, the position of the scatterers in the real world can be observed over time.
From evaluating the TerraSAR-X stacks between January 2011 and August 2014
for the case study quarter, periodic movements correlating with the ambient tem-
perature were identified. Figure 3.19 shows the measured phase angle and a sine
fit to it over the period of observation for an exemplary scatterer. Changing phase
angles are caused by travelling distances varying less than the wavelength and can
be traced back to millimeter-scale movements by interferometry. In the result, the
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Figure 3.19.: Measured and fitted deformation phase of an exemplary scatterer over the

period of observation.
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correlation of scatterer movements with seasonal temperature changes becomes
obvious. Figure 3.20 visualises the vertical amplitudes of all scatterers within
the scene, revealing an apparent difference of the amplitudes between buildings.
The UBEM-related evaluation methods and results based on TomoSAR data are
covered in Sections 4.2.3 and 5.2.2 respectively.
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Figure 3.20.: Scene of 3Dmodel and point cloud of TomoSAR scatterers, coloured depend-

ing on their yearly vertical amplitude.

3.6. Scan of Building Walls Using Near-field Radar

SAR can also be applied at close range, leading to insights about the layer struc-
tures of building walls. The method can be used to distinguish structures of in-
homogeneous stones [215]. Furthermore, Haas, Peichl and Dill [216] use the
technology to detect the number of layers for a wall built from homogeneous
material (see Figure 3.21) and are developing an optimisation algorithm to cal-
culate the permittivities of the involved materials. For this purpose, an antenna
moves horizontally in steps of 1 cm along the wall in different heights, leading to
a scan of the structure. At each position, 1601 equidistant frequency samples in
the range of 1–8 GHz are taken. The benefit is that both a high penetration depth
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Figure 3.21.: Radar scan of an exemplary three-layered wall structure consisting of cel-

lular concrete bricks and air: Schematic view of the scan with a broadband
horn antenna (left) and the resulting radar image using SAR processing un-
der consideration of the layer permittivities (right). Colours from blue to red
indicate increasing reflection amplitudes [216].

and a clear picture of the nearest layer boundary can be reached through low- and
high-frequency radiation respectively. In order to determine material layer per-
mittivities, the method relies on them being constant over the frequency range,
which is the case for most building materials [37]. Energetically oriented ana-
lyses of walls building up on the results require knowledge about the relationship
between layer permittivities and building materials or — even better — thermal
conductivities.

The literature review presented in Section 2.3.3 leads to the conclusion that the
relationship between permittivity and thermal behaviour within material types is
open to be studied. This thesis includes an investigation of correlations between
permittivity, thermal conductivity, specific heat and density for different types of
bricks and lightweight concrete (see Section 2.3). It is presented in Sections 4.1
(methods) and 5.1 (results).
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This chapter explains the methodologies developed and applied as part of this dis-
sertation. They build up on the state of the art as elaborated in Chapter 2 and the
complementary work presented in Chapter 3. In the following, the three main
fields of the conducted work are covered, starting with the investigation of build-
ing materials to facilitate the applicability of microwave radar to wall structure
analysis. Afterwards, the creation of building (energy) models based on remote
sensing data is described. The third section outlines how those models are pro-
cessed for simulation purposes, including preparation, code assembly, and ap-
plication to the case study building. Finally, a method for evaluating the single-
building use case based on a sensitivity analysis is outlined.

4.1. Measurement of Permittivity and Thermal
Properties for Common Building Materials

As stated in Section 3.6, the applicability of radar scans for energetically oriented
analyses of walls requires knowledge about the relationship between layer permit-
tivities and building materials or, even better, thermal conductivities. Section 2.3
concluded that both permittivity and thermal conductivity are based on differ-
ent microscopic properties, but are correlated to the macroscopic density within
building materials that are similar regarding their chemical composition and vis-
ible structure. This leads to the hypothesis that there also might be a correlation
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between permittivity and thermal conductivity. As a consequence of the lack of
literature values to test this hypothesis, measurements of actual materials are re-
quired. This section, which is adopted from a previous journal publication [15] for
themost part, deals with themethods applied to test the hypothesis and to investig-
ate whether it is possible to determine the thermal properties of building materials
from radar measurements. It is embedded into the “Building Tomograph” work-
flow for a single building as visualised in Figure 4.1. The measurements as well
as designing, preparing, and evaluating them regarding the identification of ma-
terial property values were executed in collaboration with others as declared in
the Acknowledgements.

Energy-related analysis

Data collection

Microwave radar

Correlation of permittivity
to thermal conductivity?

Figure 4.1.: Investigation into a correlation between permittivity and thermal conductivity
of common building materials as part of the overall single-building “Building
Tomograph” workflow.

4.1.1. Sample Collection and Preparation

Material samples were mainly collected in southwestern North Rhine-Westpha-
lia, Germany, by visiting demolition sites and asking for permission to collect
stones otherwise up for disposal. Generally, one sample per material type and
construction site was prepared for measurement. Exceptions were made in cases
of obvious variety within the same material type. All in all, the procedure resulted
in samples of 40 burnt clay bricks (32 red, 4 yellow, and 4 with severe scorch
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marks), 7 calcium silicate bricks, 2 pieces of aerated autoclaved concrete, and
7 lightweight aerated concrete bricks (5 with open and 2 with closed structure)
chosen for measurement.

In order to fit a microwave waveguide (a hollow metallic conductor, see Fig-
ure 4.3) as part of a standard setup for permittivity measurements, and to provide
smooth and even surfaces for thermal property measurement, each sample stone
was shaped into two cuboids (10.9 cm × 5.46 cm × 10 cm and 10.9 cm × 5.46 cm ×
5 cm) using a wet-cut masonry saw and grinding tools. To remove the water ac-
cumulated in that process, they were oven-dried at 210 ∘C for 26 hours. It was
confirmed that no additional loss of mass occurred within the last two hours to
make sure that they were fully dried. To reach a realistic moisture content, the
samples were afterwards stored under indoor (office) conditions until their mass
remained constant.

Sample densities were calculated asmass divided by net volume (including pores).
Due to deviations from perfect cuboid shape, the volume values were double-
checked by determining the weight loss in water after all other measurements
were completed.

4.1.2. Thermal Property Measurement

The thermal properties of the samples were measured using the transient plane
source (TPS) technique, applying a “Hot Disk” device. The method has been
shown to be accurate to within ±5 % for the thermal conductivity of building ma-
terials. To perform the measurements, a thin Kapton sensor is placed between two
samples of the same material as shown in Figure 4.2. The embedded conducting
loop is then heated. From the temperature response, the thermal diffusivity, the
thermal conductivity, and the volumetric heat capacity of the sample material are
derived [217].
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Figure 4.2.: Principal experimental set-up used for the transient plane source method
[217]. Copyright © 1995 John Wiley & Sons Ltd.

4.1.3. Permittivity Measurement

The waveguide pictured in Figure 4.3 was used to obtain the sample permittivit-
ies. A vector network analyser helped to determine the four scattering parameters
(transmission and reflection coefficients) for 1601 frequency steps in the range of
1.7–2.6 GHz. With the scattering parameters given, the real and imaginary parts
of the stone samples’ permittivities were computed with the Nicolson-Ross-Weir
method, which requires the knowledge of the length of the sample [218]. In order
to reach a better accuracy for the permittivity, the relative permeability was set to
1 (i.e. 𝜇 = 𝜇0). In the resulting permittivity values, the variation between the vari-
ous frequency points does not exceed 1% compared to the overall average. These
average values, calculated for the range of 1.7–2.6 GHz, are a good approximation
for a total relevant frequency range up to 20 GHz for burnt clay bricks and calcium
silicate bricks. Here, the frequency dependence in the permittivity behaviour can
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Figure 4.3.: Burnt clay brick sample in the waveguide in front of the vector network ana-
lyser.

be neglected, which is the case for many solids (in contrast to fluids). Concrete
has a high water content and therefore a non-negligible frequency dependence in
permittivity according to Ferreira et al. [37]. As a consequence, the extrapolation
to the full frequency range cannot be justified there [15].

4.2. Building Modelling and Data Integration

An important part of this thesis was the task of collecting and analysing data from
different measurement methods. It is embedded into the overall project as visual-
ised in Figure 4.4.

Collecting differently sourced data into a single building model requires a persist-
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Microwave radar

Energy-related analysis

Data collection

Close

ectral imagery

s

ng-range aerial infrared thermography

Energy-related analysis

Data collection

Efficient data collection and analysis on

single-building and district scale?

Figure 4.4.: Energy-related building modelling and data integration as part of the over-
all “Building Tomograph” workflows shown in Figures 3.1 (for the single-
building scale, upper left) and 3.2 (for the district scale, lower right).

ent and interfaceable information structure. A Python class model was considered
suitable, given the advantages of custom class definitions, “pickling” data for later
use, and numerous complementary open-source tools written in the same lan-
guage. Figure 4.5 shows a universal markup language (UML) [110] class diagram
of the model components. It covers the subset of the model’s classes, variables,
functions, and interrelations which are relevant for and therefore mentioned using
an accentuated font style in the following subsections. They describe how mod-
els are generated from CityGML files, how infrared surface textures and Tomo-
SAR scatterers are evaluated with the help of the model, and what attributes are
provided for additional data sources.
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Figure 4.5.: UML diagram of the Python class model.
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4.2.1. Model Generation from CityGML Files

From complementary work in the project, building geometries were available in
the CityGML format (see Sections 2.4 and 3.4 for details about the format and
the data generation method respectively). As a consequence, the structure of the
Python class model is based on the CityGML structure. By importBuildings-
FromCityGml(), each building in the CityGMLfile is translated into a Building
object in Python. To avoid high floating point inaccuracies caused by global co-
ordinates, the first coordinate in the file serves as the centre of a local coordinate
system (centerCoordinate) for the whole BTOMQuarter that the buildings
are collected in. The coordinates are stored as NumPy (np) array objects in such
a way that equal positions of different parts of a building refer to the same array in-
stance. This reduces the computing effort when looking for neighboured elements
and makes sure the values remain consistent after any transformation operation.
Each CityGML surface results in a BuildingElement representation of the re-
spective type (Roof, Door, Wall, Floor or Window) by creation of a Surface
from its boundaries and a second onewith opposite orientation. Thereby, each ele-
ment is initialised as a closed but flat volumetric object. The inner surfaces form
the borders of a Room filling the space in between. All these BuildingVolume
representations, i.e. elements (roofs, doors, walls, floors and windows) and
rooms, define the geometry of their associatedBuilding. Elements reference
to their front/main, back (if existing), and remaining border surfaces in primary-
SurfaceList, secondarySurfaceList and tertiarySurfaceList respect-
ively. Surfaces in turn store the usingVolumes on both sides. The surface orient-
ation and its normal vector (surfaceNormal) are derived from the sequence of
points in the polygonal contour outerRing. As defined in the CityGML encod-
ing standard, exterior boundaries (outer rings) are listed counter-clockwise and
interior boundaries (inner rings in innerRingList) clockwise “when looking in
opposite direction of the surface’s normal vector” [75, p. 88]. Throughout, City-
GML IDs are preserved for the id attributes of the objects and the overarching ob-
jects collect references to its geometry-defining positions in a positionList.
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Even though CityGML files may include different levels of detail and more data
than semantically annotated geometry, the current implementation of the import
routine is limited to the scope needed for the LOD3 files that were processed for
this thesis. For future applications, it may need to be extended to cover more parts
of the CityGML specification or other file formats.

After first evaluations showed issues regarding non-planar roofs, the algorithm de-
scribed in the following was designed based on Alam et al. [219] to create plane
roof surfaces while keeping walls vertical. Due to interdependences between
neighbouring buildings, the Python implementation includes the identification of
shared wall parts, a task required anyway by the envisaged application in building
energy simulation. After performing the latter, each coordinate array is assigned
to multiple planes that must cut through it. Per roof surface, a single plane is es-
tablished. Wall objects that must be within one plane (because they are located
above each other within the same building or represent walls shared by different
buildings) are lumped. At this point, some of the surfaces may still be non-planar.
The subsequent plane fit starts with the walls, keeping verticality where possible
and making sure that invariable coordinate values (those assigned to more than
three planes) remain fixed. Ground surface coordinates are then projected onto
the horizontal plane that contains the lowest position of each building. The pre-
vious values are stored as terrain intersection line. Afterwards, planes are fitted
to the roof surface coordinates, without changing previously defined wall planes.
Remaining windows are projected to the wall surfaces around them. Coordinate
array identities remain unchanged throughout, but get assigned new number val-
ues if necessary. This ensures that edges shared by neighbouring surfaces remain
closed. Finally, the previously identified common walls are divided such that the
actually shared parts are defined by a single surface object instance that is attrib-
uted to wall elements of two different buildings. During this process performed
by Surface.uniteWith(), the respective texture arrays are cut, keeping textures
only for the parts exposed to the environment. No textures are assigned to shared
surfaces, but the original textures are kept in rawTexture as a reference.
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4.2.2. Evaluation of Infrared Surface Textures

This subsection elaborates the approach to evaluate aerial IRT for the applica-
tion in the case study quarter in Berlin-Moabit (see Section 3.3) as previously
published in Energy & Buildings [11], presented at the Workshop 3D-Stadtmo-
delle [16], and implemented in the BTOMQuarter function evaluateCityQuar-
terAerialIr().

For preparation, the pixel temperatures of the IRT-textured 3D model presented
in Section 3.4 were replaced by radiance values, making use of Planck’s law (see
Equation (2.7)), weighted with the spectral response 𝛽 of a microbolometer sensor
given by Christian [220, p. 19], i.e.

𝐿 = ∫
14 μm

8 μm

2 ⋅ 𝑣2
l ⋅ ℎ ⋅ 𝜆−5

𝑤

exp (
𝑣l⋅ℎ

𝑘⋅𝜆𝑤⋅𝑇 ) − 1
⋅ 𝜀𝜆 (𝜆𝑤) ⋅ 𝛽 (𝜆𝑤) d𝜆𝑤. (4.1)

To derive actual surface temperatures, an evaluation approachwas designed, build-
ing up on the theoretical considerations in Section 2.6.3. Figure 4.6 visualises the
phenomena included. The resulting application of Equation (2.33) leads to

𝐿 =
(

𝜀dir(𝜗obs) ⋅ 𝐿bb(𝑇s) + ∑
𝑖

1 − 𝜀dir(𝜗𝑖)
𝜋

⋅ 𝐿b(𝜔𝑖) ⋅ cos 𝜗𝑖 ⋅ 𝜔𝑖)

⋅ 𝜏(ℎf, 0°)
𝑑
ℎf + 𝐿u(ℎ, 0°) ⋅ 𝑑

ℎf
⋅ 𝜏(ℎf, 0°)

𝑑
ℎf

−1 (4.2)

= 𝐿0 ⋅ 𝜏(ℎf, 0°)
𝑑
ℎf + 𝐿u(ℎf, 0°) ⋅ 𝑑

ℎf
⋅ 𝜏(ℎf, 0°)

𝑑
ℎf

−1,

which accounts for different atmospheric path lengths followingByrnes and Schott
[185] and Macleod [186] using the ratio of the distance between surface and cam-
era 𝑑 to the standard flight height ℎf and assumes Lambertian BRDF behaviour as
defined in Equation (2.39). This correction is the first step of the evaluation and
makes it possible to replace each texture pixel with the respective 𝐿0 value, i.e.
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Figure 4.6.: Thermal radiation propagation in an urban context, as modelled in Equa-
tions (2.33) and (4.2) [16].
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the total radiance leaving the surface into the direction of the camera. As the data
was not sufficient for Macleod’s angular calibration technique, all atmospheric
parameters (𝐿u, 𝜏, and also 𝐿d) were calculated by MODTRAN and adjusted
for the microbolometer spectral response. The required atmospheric conditions
were derived from data provided by DWD [221] and ICOS [222] for the nearby
Lindenberg Meteorological Observatory and completed by MODTRAN’s default
“mid-latitude summer” atmospheric conditions.

In a second step, the hemisphere in front of each texture pixel is discretised into
solid angle segments 𝜔𝑖 as visualised in Figure 4.7. Raytracing determines the
next surrounding object in each direction. The 𝐿0 pixel value of a thus hit object
is assumed to be constant for all observation directions and directly gives 𝐿b(𝜔𝑖).
Thismeans that background objects are considered Lambertian radiators. Without
this assumption, the resulting equation system becomes too complex for the ap-
plication. If raytracing does not find a surface in a direction 𝜔𝑖, 𝐿b(𝜔𝑖) is equal to
the downwelled sky radiance.

Applying the obtained background radiance for the calculation of 𝐿bb(𝑇s) in the
third step requires knowledge about surface emissivities. As the surface materials
of the scene could not be classified from the available data, literature values for the
emissivities of obviously prevalent surface materials as specified in Table 4.1were
used. Surface types are included in the data model.

The IRT-measured temperature of a surface 𝑇s is defined as the temperature equi-
valent to its average blackbody radiance calculated in the third step, again account-
ing for the the sensor’s spectral response. Windows are excluded in the process.
The averaging is aimed at compensating the error resulting from discretising the
hemisphere when obtaining background radiance.
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Figure 4.7.: Simplified visualisation of hemisphere discretisation into solid angle segments
for background radiation analysis [16].

Table 4.1.: Emissivity values for different surface types.

Surface type Prevalent material 𝜀dir(0°) Source

Façade Plaster 0.91 [191]
Flat roof (slope < 5°) Bitumen 0.96 [191]
Tilted roof (slope > 5°) Red roof tiles 0.90 [223]
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4.2.3. Assignment of TomoSAR Scatterers

As described in Section 3.5 and depicted in Figure 3.20, the 3D positions of the
scatterers mapped by TomoSAR are known. As a consequence, their movements
can be directly connected to the likewise localisable model surfaces by the func-
tion readTomoSarResults().

The hypothesis to test on the quarter of Berlin-Moabit was that roofs above un-
heated attics have larger seasonal movements. For the evaluation, the scatterers
located above the eaves height andwithin or atmost 0.5 m (which is half the Tomo-
SAR raster length) outside the 2D footprint polygon of a building were assigned
to it (see Figure 4.8 for an example). Furthermore, the buildings were manually
investigated for signs of an apartment in the uppermost storey, like large windows
and roof terraces, in the 3D model and Apple Maps [224].

4.2.4. Auxiliary Data for Single Buildings

With the goal of a better modelling accuracy for single buildings, additional in-
formation is introduced into the Python model after importing the geometry from
the CityGML file. First, the storey-separating ceilings are detected by exploiting
the window polygons. For that purpose, windows are grouped into storeys de-
pending on overlapping vertical coordinates. Furthermore, they are classified as
common or French windows using a threshold height of 1.8 m. For storeys with
French windows, the lowest window edge directly gives the vertical position of
the floor. For other storeys, the commonwindow cill height of 0.85 m according to
DIN 5034-4 [225] is the distance between the median of the lower window edges
and the floor. By applying the median instead of the arithmetic mean, possible
staircase windows are cancelled out. In case of missing attic windows, the height
of the uppermost storey may still be undefined at this point. As a remedy, it is
derived from the average height of other storeys. The floor-to-ceiling height of
the basement is obtained from plans, owners or inhabitants. With an additional
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Figure 4.8.: TomoSAR scatterer selection for the building at Rostocker Str. 35. Back-
ground: © Geoportal Berlin / Digitale farbige TrueOrthophotos 2020 (True-
DOP20RGB) - Sommerbefliegung), dl-de/by-2-0.
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fixed value for the ceiling slab thickness (e.g. 0.3 m), all ceiling positions can be
derived. insertIntermediateFloors() separates the building into storeys, di-
viding overarching surfaces by cutAlongPlane(). Volumetric room objects for
each storey are created in the Python model, introducing the slabs without their
thickness to maintain consistency within the model. Instead, following the con-
ventions mentioned in Section 2.4.1, the room object borders are defined in the
middle of the slab for borders between two heated storeys and on the slab surface
towards the unheated storey otherwise. The necessary information on the heating
status (isHeated) is again introduced by owners or inhabitants. So are, if pos-
sible, the years of construction of the building as a whole and of the individual
windows as well as the specifications needed to choose default airtightness values
for unheated spaces according to ISO 13789 [157]. For example, an air exchange
rate between the unconditioned space and the exterior of 𝑛ue = 1 h−1 is suggested
if “[a]ll joints between components [are] well-sealed [and] no ventilation open-
ings [are] provided” and 𝑛ue = 10 h−1 is recommended for rooms that are “[n]ot
airtight due to numerous open joints, or [have] large or numerous permanent vent-
ilation openings” [157, p. 15].

4.2.5. Provision of Attributes for Additional Data Sources

Apart from the three data sources presented above, the model is also prepared
for the integration of additional measurement methods. All measurement evalu-
ations are stored in a central evals dictionary of the BTOMQuarter. This enables
the selection of particular results in case multiple evaluations were executed, e.g.
with different radiation models for IRT. Apart from that, some already provided
parameters can contain a-priori or measured knowledge. The airXChange at-
tribute stores the air exchange rate of rooms. Simplified window properties are
collected in idfSimpleProperties. The age parameter of whole buildings or
elements contains information on their earliest and latest possible year of con-
struction. layers of Material instances can be attributed to building elements.
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Each material is identified by id and name and contains the relevant properties
of density, heatCapacity, irEmissivity, solarAbsorptance, thermal-
Conductivity and transmittance.

4.3. Simulation

Performing thermal simulations with a building energy model based on remote
sensing was one of the most important goals of this dissertation project. This
section, partly reproducing previous publications [17, 18], encompasses how the
questions filling the gap in the “Building Tomograph” workflow (see Figure 4.9)
of how to enrich missing data and how to interface the existing data model with a
simulation environment, were answered. It starts with describing how TEASER

Building energy simulation

Energy-related analysis
Interface from analysis result

Enrichment of missing data?

to a simulation environment?

Figure 4.9.: “Building Tomograph” workflow completion from energy-related data ana-
lysis to building energy simulation.

(see Section 2.5.4) was adjusted to generate suitable building energy simulation
models from the information stored in Python. Afterwards, the contributions
made to several components of the AixLib library (see Section 2.5.3) are in-
troduced. Finally, the calculations for which the simulation model was used are
presented.
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4.3.1. Model Preparation with TEASER

The application of TEASER in the context of this thesis was motivated by its po-
tential to be a data enrichment tool and an interface between Python andModelica
models at the same time. For its implementation into the workflow, the first step
consists of a conversion between the data of the Python class model described
in Section 4.2 and the TEASER data structure outlined in Section 2.5.4. This
was solved by making it possible to introduce previously known data into the ar-
chetype model generation of TEASER. Furthermore, as TEASER was originally
created for parametrising simplified building models for calculations on district
scale, several features were altered or added to make it more suitable for the tasks
of this work regarding single building modelling and simulation:

1. a representation of borders between adjacent zones;

2. a possibility to adapt the boundary conditions of the exported Modelica
model, including non-constant soil temperatures and a partly customizable
interface;

3. a new estimation approach for interior thermal masses that accounts for the
newly added zone borders.

Zone borders

So far, TEASER has featured OuterWall, Rooftop, GroundFloor, Window, and
Door elements modelling building elements between a zone and the exterior. Ad-
ditionally, the InnerWall, Ceiling, and Floor elements are used to describe
the vertical and horizontal interior thermal masses for the zone. Following the
principle for the inner elements, InterzonalWall, InterzonalCeiling, and
InterzonalFloor were introduced for modelling borders to other zones on the
same floor, on a floor above, and on a floor below respectively. Upon export to
the AixLib ROM, they are lumped to a single element per adjacent zone using the
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established algorithms of TEASER. The workflow of enriching data of an only
geometrically described building in TEASER and exporting it to Modelica is de-
scribed in the following and visualized in Figure 4.10.

Interzonal floor

Outer wall Exterior wall

Door

Inner wall

Floor

Ceiling

Window

Ground floor

Rooftop

Floor pl. (≥ 3)/
exterior wall

Roof (≥ 4)/
exterior wall
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ext. or int. wall 

Window

Interzonal wall 

Interzonal ceiling

TEASER classes

Data sources
in TEASER

ROM elements

Wall

Roof

Window

Floor

Door

TABULA

Inner element
estimation

Building
geometry

Initial-
isation

 

Int. wall (≥ 2)

Figure 4.10.: Visualisation of the data sourcing process for the ROM in TEASER. Numbers
in parentheses represent the number of ROM elements. For example, “Floor
pl. (≥ 3)/exterior wall” means the ground floor is exported to a floor plate
element from ThreeElement on and is lumped to the exterior wall element
for lower-order models.

One of the arguably most important features of TEASER is the availability of de-
fault layers and thermal properties for the building elements, e.g. from the TAB-
ULA typology. This enables the user to add energetically relevant data for a
building for which only the envelope geometry was known before. So far, all
boundaries to the exterior had their counterparts in TABULA and were mapped
to default layers and U-values from that database. For inner elements, although
not covered by TABULA as such, typical elements for each of TABULA’s build-
ing age periods are available in TEASER, too. Lacking a proper state-of-the-art
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approach, Lauster [107] implemented an algorithm estimating their size based on
the number of floors and usual room lengths and widths for the given use condi-
tions, assuming that the uppermost border of a zone is the rooftop, the lowermost
is the ground floor, and that each room has one outer wall.

As they can either be borders to unconditioned zones or to other conditioned
zones, the new interzonal elements do not have a direct counterpart in TABULA.
Therefore, depending on whether the associated thermal zones are equally con-
ditioned or not, the elements are mapped either to the default respective outer or
inner type element. Due to the hierarchical system of TEASER (see Figure 2.8),
each zone border is created for each of both zones. The resulting Python objects
are assigned equal properties. Default layer sequences are reversed for the border
elements of unconditioned thermal zones. This is also considered when calcu-
lating the RC parameters for the ROM using the asymmetrical algorithm of VDI
6007 Part 1 (as shown in Figure 2.9). In the process, the room that is “more con-
ditioned” (which has to be specified by the user, e.g. due to higher setpoint tem-
peratures) is considered the interior. If the use conditions are equal, the border
is modelled adiabatic and lumped to the inner elements on both sides. Although
the creation of two separated element objects for one physical zone border means
that care has to be taken to keep the model consistent if changes are made after
data enrichment, the export to AixLib uses only one of the two elements due to
the implementation presented in Section 4.3.2.

Interior Thermal Mass Estimation

As a matter of fact, the previously available approach to estimate the size of in-
ner walls, floors, and ceilings (see Section 2.5.4) does not consider interzonal
elements. Keeping it would increase the tendency of TEASER to overestimate
interior thermal masses caused by Equation (2.31) implying that all rooms have
only one outer wall. However, the typical length and width of a room defined
by the usage as done by Lauster [107] is considered to be still the best base for
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the calculation. Using the number of floors and rooms that the zone should have
depending on its area and height, the new 'typical_minus_outer' option in
TEASER estimates the area of inner elements by subtracting all bordering ele-
ments (considering their tilt) from the overall surface area of the typical rooms
separately for walls, floors, and ceilings, while avoiding that values fall below
0 m2.

Interface to the AixLib ROM

In addition to the previously existing Modelica file templates for OneElement to
FourElement models, a FiveElement zone parameter template was added to
cover the parameters of the new interzonal elements. The user can choose for
which pairs of zones (e.g. depending on heating and cooling setpoints) interzonal
heat transfer should be considered. Other elements are treated as inner elements on
each side. If exporting to a ROMwith less than five elements, interzonal elements
are lumped to the exterior wall element if an unheated zone is on the other side
or to the interior wall element otherwise. Furthermore, an option to introduce
custom Multizone templates was added to allow introducing more individual
boundary condition settings like custom weather file readers, internal gains, or
setpoint tables, since all three of them were needed to reproduce the boundary
conditions of the case study buildings.

Specification of Archetype Components

When setting up a residential building model, TEASER loads the components and
properties of the respective age and size class archetype building. In the adjusted
workflow, attributes like area, orientation, and layer structure are transferred from
the Python class model to its TEASER representation.
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4.3.2. FiveElement ROM Assembly in AixLib

In addition to the necessary customisation of the template files defining the inter-
face between TEASER andAixLib/Modelica, the AixLib components for reduced
order calculations were refined.

Initially, three possible approaches for the integration of heat exchange with adja-
cent zones into the ROM were considered:

1. an approach to consider the heat flow as part of the equivalent temperature,
as suggested by VDI 6007 Part 1 [109];

2. the introduction of elements modelling the heat flow to adjacent zones in
combination with a vectorisation of all other elements;

3. the introduction of a fifth element without modifications to the rest of the
ROM.

In collaboration with the administrators of the GitHub repositories of AixLib and
TEASER, option 3 was finally selected for open-source contribution. In the fol-
lowing, all approaches are introduced and the decision is justified.

Option 1: Equivalent Temperature

The standard VDI 6007 Part 1 [109] that the ROM builds up on mentions adjacent
zones. It suggests lumping heat flow through borders to adjacent rooms with the
heat flow to the exterior using an equivalent temperature

𝜗eq,adj = 𝜗air,adj +
�̇�rad,se,adj

𝛼cv,se,adj ⋅ 𝐴se,adj
, (4.3)

where 𝜗air,adj is the air temperature in the adjacent room, �̇�rad,se,adj is the sum of the
radiant heat sources and sinks onto the adjacent room’s wall surface 𝐴se,adj, and
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𝛼cv,se,adj is the convective heat transfer coefficient on that surface. 𝜗eq,adj is sup-
posed to bemerged into the equivalent temperature calculation of the TwoElement
model.

Option 2: FiveElementVectorized

Elements modelling the heat flow to adjacent zones were introduced in a pre-
vious publication [17] in combination with a vectorisation of all other elements
as FiveElementVectorized. The resulting configuration is visualised in Fig-
ure 4.11. It covers zone borders and vectorised (i.e. multiple) components per
type implemented as arrays. As a result, the calculation core gets an additional
interface (for the zone borders). Furthermore, the existing scalar interfaces are
replaced by vectorised ones where necessary. Internally, RC element calculation
modules are combined to arrays, representing the differently oriented RC elements
for rooftops, exterior walls, and zone borders modelled in TEASER. To keep the
existing modelling approach for radiative heat exchange between different com-
ponent types (see Equation (2.22)), the previously scalar resistance modules have
to be converted to two-dimensional arrays. New modules have to be created for
radiative heat exchange between elements of the same type, connecting different
entries of each RC module array.

Selected Option 3: FiveElement ROM

Trying to stick as much as possible to the design principles previously applied
in the model, option 1 was ruled out: Equation 4.3 does not fit to the imple-
mentation of a largely simplified equivalent temperature calculation entirely based
on boundary conditions. Furthermore, interconnecting �̇�rad;se;adj from within the
core ROM with the far side of the other zone and vice-versa would result in mod-
elling the same building element twice, but lumped with different other elements
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Figure 4.11.: Thermal network representation of the FiveElementVectorized model
(option 2), analogous to the ThreeElement network in Figure 2.7. Dashed
lines and bold variables indicate parallel connections and components mod-
elled as arrays. The dotted line indicates the resistances for radiation ex-
change between each pair of interior surfaces.
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and therefore with different boundary conditions. This would not only risk phys-
ically false results, but also simulation crashes.

When option 2 was implemented for use in a previous publication [17], it was
found that it required significant changes to the core RC model and is not com-
patible to the established IBPSA core library. Additionally, the benefits of a more
detailed model were considered not worth the increase in calculation time, as the
ROM is mostly used for simplified modelling.

Option 3 was chosen to be the most suitable for open-source publication as a
consequence. The thermal network (shown for three elements in Figure 2.7) was
complemented with a possibility to connect multiple thermal zones, in this regard
following the vectorisation idea in option 2. Each zone border element is modelled
as part of the RC model of the zone with the lower index through the Multizone
model (see Figure 2.6) to avoid double modelling. In the adjacent zone, the heat
flow is directly connected to the surface area. The resulting thermal network is
shown in Figure 4.12. In the figure, array connections are represented by dashed
lines. The dotted line between the interior surface nodes stands for the pairwise
connection of the nodes by resistances for radiation heat exchange.

Changes to Ground Temperature Consideration

Other than in previous versions of the AixLib ROM, the temperature on the outer
surface of the ground floor element 𝜗soil is not necessarily a constant here. It can
also be connected to a table in a file, a sine function, or the AixLib.Boundary-
Conditions.GroundTemperature.GroundTemperatureKusuda model that
was already a part of AixLib. This feature is particularly relevant for the case
study building model, since soil temperatures were measured on site.

In simulations which lump the floor element into the outer wall representation,
the ground temperature is considered in the equivalent temperature calculation.
As a consequence, a contribution to the IBPSA core library was made to add
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Figure 4.12.: Thermal network representation for the new FiveElement implementation
in AixLib, with the fifth element modelling heat exchange with adjacent
zones. Refer to the List of Symbols for an explanation of the variables and
indices.
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the possibility of non-constant soil temperatures into the equivalent temperature
calculation module [226].

Weather Data and Long-wave Radiation on Exterior Surfaces

Radiation from the environment (i.e. terrestrial long-wave radiation) contributes
to the equivalent air temperature defined in VDI 6007 Part 1 [109]. Nevertheless,
Lauster and Müller [117] and TEASER only consider atmospheric long-wave ra-
diation (represented by 𝜗bs in Equation (2.28)), which tends to be lower. This
assumption can be justified by the non-availability of terrestrial long-wave radi-
ation in the common TMY3 weather files [227] and the small contribution of
long-wave heat exchange to the overall amount. However, it is included in the
DWD test reference years [158] for which an import module was developed in or-
der to gather more realistic weather information for German locations. Hence, the
approach defined in VDI 6007 Part 1 [109] was implemented except for two of its
elements: First, as the necessary data is not included in the TEASER model, the
influences of the horizon elevation were left out. Second, the radiation-dependent
radiant heat transfer coefficient was not implemented to avoid non-linear equations
in Modelica. This leads to

Δ𝜗eq,lw,𝑖 =
⎛
⎜
⎜
⎝

4

√
−𝐸ter,lw

0.93 ⋅ 𝜎
⋅ (1 − 𝐹sky,𝑖) +

4

√
𝐸atm,lw

0.93 ⋅ 𝜎
⋅ 𝐹sky,𝑖 − 𝑇amb

⎞
⎟
⎟
⎠

⋅
𝜀se ⋅ ℎrad,se,𝑖

ℎcomb,se,𝑖 ⋅ 0.93
, (4.4)

where 𝐸ter,lw is the terrestrial long-wave radiation (defined downward and there-
fore always negative), 𝐸atm,lw is the atmospheric long-wave radiation, 𝜀se,𝑖 is the
long-wave emissivity of the exterior surface 𝑖, and

𝐹sky,𝑖 =
1 + cos 𝛾tilt,se,𝑖

2
(4.5)
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is the sky view factor of the surface, calculated from its tilt angle 𝛾tilt,se,𝑖.

4.3.3. Model Application to the Case Study Building

In principle, a working AixLib/Modelica simulation model can be generated fol-
lowing the steps described above. To demonstrate that this low-effort and highly
automatable approach based on remote sensing can produce a dynamic thermal
building model, it is applied to the case study building described in Section 3.2.
Altogether, the process can be summarised as visualised in Figure 4.13.

Model Generation

The suitability of AixLib’s TwoElement configuration for dynamic simulations
was already demonstrated and verified by Lauster [107] using the standards VDI
6007 Part 1 [109] and ASHRAE 140 [228] , revealing minor limitations in case
of sudden changes in the boundary conditions due to the model reduction steps.
These steps are partly avoided here. Furthermore, themeasured thermal behaviour
of the case study building was subject only to two sudden changes in interior
loads. This leads to the conclusion that the presented steps from measurement
to model generation promise to deliver a good representation of the existing case
study building. For a case-specific application like this, appropriate weather data
must be collected and additional knowledge about the investigated building may
be included.

In this case, simulation models were created in six different variations in order to
determine the sensitivity of the simulation results to differences in the building
parameters. An overview of the parameters can be found in Table 4.2. Regard-
ing the U-values, variations 1 to 3 use the values given in the TABULA typology
[197] for the non-refurbished state that are implemented in TEASER. Variation 4
contains the best knowledge from building plans and on-site investigations about
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UAV imagery
Photogrammetry

Plane reconstructionTexturing and window detection

AixLib ROM export

Model enrichment with TEASER

Storey separation

Figure 4.13.: Generation process for the dynamic thermal model of the case study build-
ing. The last three steps were actively developed as part of this dissertation.
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Table 4.2.: Mean heat transfer coefficients (U-values) for roof parts, exterior walls (EW),
attic floor (AF), basement ceiling (BC), and windows (Win) as well as window
SHGCs of different simulationmodel variations for the case study building. For
envelope parts of unheated spaces (if different, indicated by values in brackets),
any insulation layers were removed from the typology entries.

Var.
no.

U-value
source

(Mean) U-values in W m−2 K−1
SHGC

Roofs EW AF BC Win

1 TABULA 0.9 (3.2) 1.2 0.8 1.1 1.9 0.6
2 TABULA 0.9 (3.2) 1.2 0.8 1.1 1.9 0.6
3 TABULA 0.9 (3.2) 1.2 0.8 1.1 1.9 0.6
4 Best guess 0.4 (6.7) 1.3 (1.8) 0.5 1.1 1.9 0.6
5 Best case 0.7 (3.2) 0.9 (1.7) 0.7 0.8 1.9 0.6
6 Worst case 1.8 (3.2) 1.7 1.3 1.3 1.9 0.6

the walls (exterior and interior) and the roof of the building as available from the
IDF model (see Section 3.2.1). The actual compositions of the building parts in
contact to soil and of the basement ceiling are unknown. So, it also falls back
to TABULA values there. Variations 5 and 6 reflect the best and worst case re-
spectively when considering the building typology of the state of North Rhine-
Westphalia (NRW) [198], where “best case” means “best insulation”. They are a
remedy for the unavailability of uncertainty information on TABULA’s archetype
building components and represent the boundary of the confidence region for the
thermal parameters of the building. WindowU-values are always 1.9 W m−2 K−1,
which is the value of the window archetypes representing the knowledge that they
were replaced in the mid-nineties.

To assess the model’s sensitivity for their sizes, the variations also differ in the
properties of interior surfaces. They cover different estimation approaches for in-
terior thermal masses, resulting in the areas for the three zones listed in Table 4.3.
Variation 1 is based on the approach previously implemented in TEASER (see
Section 4.3.1). Variation 2 uses the newly implemented version presented in Sec-
tion 4.3.1. Although that approach does not overestimate thermal mass as much
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Table 4.3.: Surface area of the interior elements of each zone and source for the materials
and thermal properties assigned for the six model variations.

Var.
no.

Interior element surface in m2 Material/layer
data sourceAttic Basement Main zone

1 0 171.15 501.52 TABULA
2 0 136.62 388.69 TABULA
3 0 81.68 265.05 TABULA
4 0 81.68 265.05 Best knowledge
5 0 81.68 265.05 TABULA
6 0 81.68 265.05 TABULA

as TEASER’s original one, the values are still higher than the actual values of the
building as found in variations 3 to 6. The attic has no inner walls, so its interior
element surface area is always 0 m2. The data source for their physical properties
was chosen analogous to the U-values in Table 4.2. Because the NRW typology
does not contain information about interior constructions, TABULA values are
used for both variation 5 and 6.

In all cases, the model consists of three thermal zones: attic, basement, and one
heated zone that covers all the living area in the ground and first floor. Two small
unheated spaces between the roof and a part of the first floor are modelled as part
of the heated zone as they are not visible from the outside.

Simulation

To test the overall approach described in this thesis, the exterior conditions (tem-
perature and solar radiation as well as the temperature of the surfaces in contact to
soil) recorded during the measurement campaign were applied. For all variations,
heating setpoints (to very high temperatures) and usage profiles (to zero) were set
in such a way that they do not influence the simulation. Instead, the measured
loads of the installed heaters were defined as internal gains. Air exchange rates
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were kept at the default value for the conditioned zone. For the unconditioned
zones, they were set to 10 h-1 for the attic and 1 h-1 for the basement, following
the recommendations in Table 7 of ISO 13789 [157]. Table 8 in the same standard
is the source for the interior surface heat transfer coefficients of non-vertical sur-
faces. They are set to 5.0 W m−2 K−1 for upwards and 0.7 W m−2 K−1 for down-
wards heat flow. The default value in TEASERmentioned in Section 2.5.4 is valid
for full-year simulations and therefore not a good choice for a simulation in which
the direction of the heat flow does not change.

The model was simulated from January 18, 8:00 to March 1, 16:00, giving it time
to stabilise under constant weather conditions until the start of the measurement
on February 4 (the actual building was unheated at the time). The comparison
with measured values is presented in Section 5.3.1 of the following chapter.

Heat Demand and Heat Transfer Coefficient

In addition to the simulation, the annual heat demand for the existing building
and for a refurbishment scenario were determined. Finally, the HTC of the whole
building was calculated, simulating a steady state situation. The results of the
calculations are presented and discussed in the following chapter.

4.4. Evaluation of Single-building Use Case

Before a new method for modelling an existing building is applied to a partic-
ular use case, the uncertainty of its results regarding that application needs to
be known. For the toolchain presented here (consisting of UAV-based geometry
assessment as well as subsequent energy parameter enrichment and simulation
model generation, as pictured in Figure 4.13), several pieces of input variables
are either based on assumptions or uncertain. This raises the question how the
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uncertainty in these variables affects the results. The comparison between meas-
ured and simulated values for the case study model enriched with archetypal val-
ues as described in Section 4.3.3 cannot substantiate a general applicability of
the method. Therefore, a sensitivity analysis is performed to evaluate how the
model results react to changes in the input parameters. This section presents the
model output and input parameters considered for an illustrative use case and the
variance-based method applied for the sensitivity analysis.

4.4.1. Use Case for Illustration

The use case for analysing the sensitivity of the model is a retrofit decision for
a single-family house, with the case study building used to provide exemplary
values. The method presented in this dissertation generates uncertain information
about the building regarding

• geometry: while the outer envelope of the building can be accurately mod-
elled, the determination of window areas and borders of the heated zone is
subject to significant uncertainty;

• building physics: standard U-values and airtightness replace missing meas-
urements;

• solar gains: apart from window geometries, standard g-values are used;

• HVAC equipment: no data is collected, and simulation does not cover it.

Not all items of this list are relevant for the evaluation of the method. As the
approach aims neither to model the HVAC equipment nor the operation of the
building at this point, these aspects are not considered in the sensitivity analysis.
Instead, the space heating demand for a full year under the standard interior and
exterior conditions defined byDINV18599-2 [95] is used as themain indicator.
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Expected energy savings and compliance to energy efficiency requirements (by
law or for subsidies) are of particular relevance for retrofit decisions. For the latter,
the energy demand after retrofit as well as meeting requirements for envelope
thermal transmittance are relevant in case of a full retrofit, at least in Germany
[229]. Demand calculations based on the geometry determined by a simplified
method and typology thermal transmittance are in line with current guidelines
[230]. As a consequence, the risk of not meeting energy efficiency guidelines can
be neglected for the sensitivity analysis here. Instead, the insulation measures
proposed by Loga et al. [151] for the TABULA project as “advanced retrofit”
are assumed to be applied to the case study building, and the expected energy
savings are calculated.

In literature, the term “energy performance gap” refers to the large differences
between actual energy savings through retrofits and theoretical demand calcula-
tions observed in practise. It has been traced back preliminarily to inaccuracies in
modelling of building characteristics and of occupant behaviour [231]. Modelling
the occupant behaviour correctly is not relevant for the non-inhabited case study
building. This part is therefore put aside, which is equivalent to the assumption
that the retrofit decision is made by occupants who use their building perfectly
in line with the standard conditions. With regard to the method presented in this
thesis, some of the uncertain building model parameters mentioned above may
cause performance deviations.

1. The geometry of the heated zone and the areas of envelope components
affect heat demand both before and after retrofit through uncertain thermal
losses and solar gains.

2. Using standard values for air leakage leads to uncertain infiltration losses
before retrofit, but due to compulsory airtightness assessment not post-
retrofit.

3. Unknown properties of the basement ceiling and thermal bridges affect heat
losses through certain parts of the envelope primarily before retrofit.
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The case study analysis considers the parameter variations listed in Table 4.4 and
illustrated in Figures 4.14 and 4.15. The U-value ranges mirror the best/worse
cases as of Table 4.2 for outer walls and basement ceiling (𝑈ow and 𝑈bc) and ad-
ditionally include the best guess values for rooftop and attic floor (coupled values
for 𝑈rt and 𝑈af). The heights above ground for basement ceiling ℎbc and attic floor
ℎaf are varied independently, but within the same range such that the lowest po-
sition of the basement ceiling is at ground level. The window-wall ratio (WWR)
is varied from 80 % of the measured value up to the value of 0.3 that is, although
usually too high, often applied in UBEM [11]. For the factor 𝐹G that reduces base-
ment ceiling U-value and infiltration air changes at 50 Pa 𝑛50, the range between
low and high quality provided by DIN V 18599-2 [95] for existing buildings with
no airtightness assessment and unheated basement is applied. In addition, the in-
terior surface area is uncertain. The inner wall area is varied to reach an overall
interior area (including the constant ceiling area between first and second floor)
in the range provided by Table 4.3. In addition, it is scaled with the difference
between attic floor and basement ceiling height. Window U-value and SHGC are
not varied due to the availability of standard values for common window types.

Table 4.4.: Parameter variations for the sensitivity analysis.

Param-
eter

Pre-retrofit Post-retrofit
Lower border Upper border

1a. 𝑈rt 0.4 W m−2 K−1 1.8 W m−2 K−1
0.14 W m−2 K−1 (fixed)1b. 𝑈af 0.5 W m−2 K−1 1.3 W m−2 K−1

2. 𝑈ow 0.9 W m−2 K−1 1.7 W m−2 K−1
(𝑈 −1

bc,pre + 6.86 m2 K W−1
)

−1

3. 𝑈bc 0.8 W m−2 K−1 1.3 W m−2 K−1
(𝑈 −1

bc,pre + 3.43 m2 K W−1
)

−1

4.WWR 0.072 0.3 = pre-retrofit
5. ℎbc 0.01 m 1.51 m = pre-retrofit
6. ℎaf 5.32 m 6.82 m = pre-retrofit
7. 𝐹G 0.65 0.75 0.85 (fixed)
8. 𝑛50 6 h−1 10 h−1 2 h−1 (fixed)
9. 𝐴int 265.05 m2 501.52 m2 = pre-retrofit
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𝑈af

ℎbc 𝑈bc, 𝐹G

𝑛50
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𝑈rt
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Figure 4.14.: Envelope-related parameters varied for the sensitivity analysis and layer
thicknesses adapted for reaching the varied U-values, illustrated on the south
façade of the case study building (pre-retrofit case).
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After retrofit, the insulation proposed as “advanced retrofit” by Loga et al. [151]
is added to the exterior walls and below the basement ceiling. Tilted roof, attic
floor, and windows are fixed at the respective TABULA U-value, following the
assumption that the relevant components are exchanged. For 𝐹G and 𝑛50, the
DIN V 18599-2 [95] standard values for state-of-the-art retrofits are used. The
geometry remains unchanged. This results in less varied parameters, which is
clearly visible in Figure 4.15 when compared to Figure 4.14.

ℎbc 𝑈bc

ℎaf

𝑈owWWR

Figure 4.15.: Envelope-related parameters varied for the sensitivity analysis and layer
thicknesses adapted for reaching the varied U-values, illustrated on the south
façade of the case study building (post-retrofit case).
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To reduce the model complexity and uncertainty caused by the basement zone,
the heat exchange through the basement ceiling is simplified using the standard
approach of temperature correction [95]. It effectively causes a reduction of the
U-value by 𝐹G, which is why it is converted into equivalent additional insulation
of the basement ceiling in the model. Similarly, ambient air temperatures are
assumed for the attic, but no solar gains and reduced convection are considered
for that part of the thermal zone envelope. All in all, the FiveElement ROM is
replaced by a single-zone FourElement representation.

4.4.2. Variance-based Method Implementation

In his dissertation about “Monte Carlo Based Uncertainty and Sensitivity Ana-
lysis for Building Performance Simulation”, Burhenne [232, p. 159] presents four
methods for global sensitivity analysis (emphasis addded):

The scatter plot method is used for a first visual inspection and rank-
ing of the analyzed parameters. If many parameters are analyzed,
the elementary effects method is used for identifying the most in-
fluential ones for further investigation (i.e., factor fixing). Further-
more, the 𝜇∗-𝜎 plot provides insights into the model structure (i.e.,
nonlinearities and interactions between parameters can be identified).
As a subsequent step, the variance-based method is applied for de-
tailed quantitative analysis with the computation of first-order and
total sensitivity indices for the set of the most influential paramet-
ers. Finally, Monte Carlo filtering can be applied to determine the
regions of the model inputs (e.g., design specifications and bound-
ary conditions) that lead to the desired model output (e.g., an energy
demand below a certain threshold).

Furthermore, Burhenne [232, p. 159] identifies sampling based on Sobol’ se-
quences as the most appropriate sampling technique. Similarly, Menberg, Heo
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and Choudhary [233] conclude that the variance-based method is suitable for a
detailed quantitative analysis. As this is relevant here and no preliminary analysis
is needed, the method is chosen for the task. Algorithms for Sobol’ sampling and
variance-based analysis are included in the open-source Sensitivity Analysis Lib-
rary (SALib) by Herman, Usher and Iwanaga [234, 235], which was applied for
this dissertation.

For a detailed explanation of the algorithmic procedure, the reader is referred to
Appendix A.3.1. In short, sensitivities are calculated based on efficiently drawing
𝑁 samples out of the the 𝑘-dimensional parameter space (Table 4.4 opens 𝑘 = 9
dimensions), where 𝑁 is a power of two. The method applied needs 𝑁 ⋅ (𝑘 + 2)
evaluations of the target function. In the use case presented here, the target func-
tion is the calculation of energy savings through a full-year simulation of both the
pre-retrofit and the post-retrofit state. Each simulation requires several seconds
to run. Regarding the problem fact that the number of samples is unknown in
advance, but sensitivity estimators converge for high values of 𝑁, advice is given
by Burhenne [232, p. 160]: “For most building performance simulation problems,
convergence can be defined to be reached when the estimator falls within the range
of the reference results ±5 %. A practicable Monte Carlo termination rule is when
the estimator is within this range for the last three sample sizes where the largest
sample size is used as the reference result.” However, this rule might be difficult
to reach for very small estimators according to Burhenne. In that case, conver-
gence of the sum of total sensitivities for all influencing variables ∑𝑖 𝑆T𝑖 is said
to be sufficient.
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This chapter presents and discusses the results of the measurements and calcula-
tions performedwithin the scope of this dissertation. Starting offwith the smallest
scale, Section 5.1 covers the material investigations to facilitate the applicability
of radar scans for energetically oriented analyses of walls. In the context of large-
scale UBEM, the evaluations of IRT and TomoSAR in the case study quarter are
presented by Section 5.2. Section 5.3 focuses on the generation of a (simula-
tion) model for the case study building and the simulated interior temperatures
during the measurement campaign as well as methods for whole building eval-
uation. Finally, Section 5.4 presents the results of a sensitivity analysis for the
single-building use case.

5.1. Building Material Investigations

The results of the experiments described in Section 4.1 presented in the following
were already published in Materials and Structures [15]. In comparison to that
article, the contents of this section are only modified to a minor degree.

The experiments gave material properties for all 56 samples mentioned in Sec-
tion 4.1.1. 40 of them were burnt clay bricks (BCB) of different type and col-
our, including four (partly) scorched ones. Additionally, seven calcium silicate
bricks (CSB), two autoclaved aerated concrete (AAC) and seven lightweight ag-
gregated concrete (LAC) (five with open and two with closed structure) samples
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5.1. Building Material Investigations

were measured. Only a few samples had to be excluded because they did not fill
the waveguide due to damages.

Table A.1 in the Appendix contains the average measured values for the proper-
ties of each sample. In this section, the results are presented and discussed. The
imaginary part of the measured permittivities 𝜀″

r showed to be small, with the ex-
ception of a non-significant tendency to higher values for calcium silicate bricks.
As the imaginary part of the complex permittivity was not considered for the ex-
pected correlation between density/heat transfer and permittivity (see Sections 2.3
and 4.1), the following analysis focuses exclusively on the real part.

5.1.1. Measured Material Properties and Interrelations

Figure 5.1 shows an overview of measured values for thermal conductivity (Fig-
ure 5.1a) and volumetric heat capacity (Figure 5.1b) over permittivity for each
investigated sample. A positive correlation is visible in both cases. For thermal
conductivity and permittivity, the different materials are clearly clustered: Meas-
urements for all BCB types form a highly correlated group. LAC with open struc-
ture and AAC values are grouped at lower values for both permittivity and thermal
conductivity. LAC with closed structure and CSB samples have lower and higher
thermal conductivity values than the BCB group respectively. The overall correl-
ation coefficient is 0.703. Regarding volumetric heat capacity and permittivity, all
material types are included in the slightly asymptotic-looking interrelation with a
correlation coefficient of 0.849.

For analysing the contributions of the theoretically relevant quantities (as presen-
ted in Section 2.3) to these already high correlations, the different plots in Fig-
ures 5.2 to 5.4 visualise the measurement results in greater detail. Furthermore,
they allow to observe from which measured quantities the variations originate.
The plots are discussed in the following. As a complement, relevant correlation
values are summarised in Table 5.1.
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(a) Thermal conductivity over relative permittivity.
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(b) Volumetric heat capacity over relative permittivity.

Figure 5.1.: Thermal properties and permittivities of investigated samples.
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(a) Density over permittivity.
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(b) Density over left side of Clausius-Mossotti equation.

Figure 5.2.: Densities and permittivities of investigated samples.
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(a) Thermal conductivity over density.

500 750 1000 1250 1500 1750 2000 2250
Density 𝜌 in kgm−3

0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8

Vo
l.
he
at
ca
p.

𝑠i
n
M
Jm

−3
K−1

1
(b) Volumetric heat capacity over density.

Figure 5.3.: Thermal properties and densities of investigated samples.
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(a) Thermal conductivity over left side of Clausius-Mossotti equation.
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(b) Volumetric heat capacity over left side of Clausius-Mossotti equation.

Figure 5.4.: Thermal properties and (𝜀′
r − 1)/(𝜀′

r + 2) of investigated samples.
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Table 5.1.: Relevant correlation values betweenmaterial properties from the sample meas-
urements for all stones and within samples of similar material. CM(𝜀′

r ) stands
for the left side of Clausius-Mossotti equation applied to the real part of the
relative permittivity (𝜀′

r − 1)/(𝜀′
r + 2).

Parameters All BCB CSB LAC & AAC

𝜀′
r ↔ 𝜌 0.874 0.914 0.105 0.989

CM(𝜀′
r ) ↔ 𝜌 0.929 0.917 0.099 0.992

𝜌 ↔ 𝜆 0.853 0.898 0.977 0.979
𝜌 ↔ 𝑠 0.924 0.861 −0.361 0.942

CM(𝜀′
r ) ↔ 𝜆 0.749 0.842 0.063 0.965

𝜀′
r ↔ 𝜆 0.703 0.833 0.063 0.976

CM(𝜀′
r ) ↔ 𝑠 0.895 0.734 0.544 0.947

𝜀′
r ↔ 𝑠 0.849 0.718 0.557 0.938

Permittivity to density

While Figure 5.2a again shows a slightly asymptotic-looking interrelation between
permittivity and density, it becomes almost linear when replacing permittivity by
the left side of the Clausius-Mossotti equation (Equation (2.16)) in Figure 5.2b.
As a consequence, the correlation coefficient rises from 0.874 to 0.930. The LAC
with closed structure samples show strikingly off-correlation values, presumably
because metallic contents of blast furnace slag aggregates increase their permit-
tivity compared to other similarly dense materials.

Density to thermal parameters

When looking at thermal conductivity and density (Figure 5.3a), the samples
of different stone types have similar slope and show high internal consistence
between the material properties, which is confirmed by the correlation values in
Table 5.1. Volumetric heat capacity and density are shown as highly correlated
in total by Figure 5.3b and Table 5.1, but the sample values are more scattered.
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5.1. Building Material Investigations

Taking only calcium silicate bricks into account, the positive correlation disap-
pears.

In total, the overall correlation between thermal conductivity and density is smal-
ler than between volumetric heat capacity and density. This is presumably caused
by material-specific factors with a significant influence on heat conduction, such
as grain sizes and interior structure. A theoretic relationship considering these
contributions might describe the behaviour better, but its development would be
beyond the scope of this work.

Permittivity to thermal parameters

The interrelations between permittivity and density and between density and ther-
mal parameters help to draw a connection between permittivity and thermal para-
meters. As Figure 5.4b and the correlation value of 0.895 show, volumetric heat
capacity values of the investigated materials can be estimated from permittivity
values. The scattering of the values is high, but the influence of thermal capacity
on building energy demand is limited anyway. The advantage of using the left
side of the Clausius-Mossotti equation is that it gives a linear relationship when
comparing Figure 5.1b and Figure 5.4b.

Deriving values for thermal conductivity from permittivity is feasible. For a linear
fit to the left side of the Clausius-Mossotti equation (𝜀′

r − 1)/(𝜀′
r + 2), the residual

standard deviation is 0.259 W m−1 K−1 (relative value: 30.0 %) for the thermal
conductivity over all samples. The value decreases to 13.2 % or 0.105 W m−1 K−1

if the existence of calcium silicate bricks and lightweight aggregated concrete with
closed structure can be ruled out in advance. This is also illustrated by Figure 5.4a.
Regarding closed-structure LAC, it was very hard to classify the samples when
talking to practitioners; it seems to be a rarely used material. Furthermore, both
samples were found as parts of interior walls. CSB bricks are indeed common in
exterior walls. Their aforementioned tendency to have higher 𝜀″

r values may give
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5. Results and Discussion

a hint towards their existence upon measurement if no other source (like old plans
or owner’s knowledge) is available.

All in all, the hypothesis of an interrelation between permittivity and thermal
parameters is at least partly confirmed. More samples are needed to get a bet-
ter understanding. Especially, more of the non-BCB stones mentioned here, other
materials that appear in exterior walls, and specimens from other regions would
be helpful for an improvement of the database.

5.1.2. Measurement Accuracy

The TPS measurements were repeatedly performed by the Hot Disk device to pre-
vent dynamic effects of the surrounding temperature. Furthermore, the samples
were repeatedly measured in different seasons. The variation of repeatedly meas-
ured values lies mostly well within the uncertainty mentioned in Section 4.1.2.
Some exceptions can be traced back to inhomogeneous material or very low ther-
mal conductivity. There was no systematic influence of the season. In conclusion,
it seems reasonable that the uncertainty of ±5 % determined by Log and Gustafs-
son [217] applies here, too.

Table 5.2 compares the measured values to the standard material parameters avail-
able from CIBSE Guide A. Measured thermal conductivities are smaller than in
the guide for all material types but CSB, which is consistent with the guide’s state-
ment that “[p]articular masonry products can have thermal conductivities signi-
ficantly lower than the corresponding values given” [47, p. 4]. When concern-
ing Figure 5.3a, the CIBSE values for BCB are at the upper end of the scattered
sample values. The same is valid for BCB and CSB volumetric heat capacity,
while measured volumetric heat capacity matches the tabulated values very well
for AAC and LAC. Anyway, repeating the measurements with another measure-
ment device may allow to exclude systematic errors as a reason for the mentioned
deviations. As the deviations mostly have the same direction and are similarly

140



5.1. Building Material Investigations

Table 5.2.: Comparison between material properties tabulated in CIBSE Guide A [47] (C)
and linear fit to measured thermal properties (M) for the respective densities.
CIBSE values for AAC are interpolated to the measured average density.

Material 𝜌 in kg m−3 𝜆 in W m−1 K−1 𝑠 in MJ m−3 K−1

M C M C

BCB
1300 0.46 0.75 1.01 1.09
1500 0.63 0.85 1.13 1.26
1700 0.80 1.00 1.25 1.43

CSB 2000 1.61 1.50 1.34 1.68

AAC 576 0.16 0.20 0.53 0.48

LAC open 720 0.17 0.26 0.61 0.60
870 0.22 0.30 0.75 0.73

LAC closed 1760 0.44 0.66 1.43 1.48

large within a material, their possible influence on the correlation between per-
mittivity and thermal parameters is not important for testing the hypothesis of its
existence.

Regarding permittivity, the two cuboids per sample were measured independently.
Repeated measurements of individual cuboids show clearly lower deviation than
different cuboids of the same sample stone. The overall standard deviation of
repeated measurements to the average value is about 1.5 %, which can be con-
sidered as uncertainty of the values. Values for comparison are available from
the field of communication propagation. As stated in Section 2.3.1, an overview
is available from an Ofcom project [31]. Specifically, Yahalom et al. [38] and
Leschnik and Schlemm [39] list 𝜀′

r values of 3.3 to 5.3 for bricks at 5 GHz and
2.45 GHz respectively, which is confirmed by ITU-R Recommendation P.2040-1
[40] giving 𝜀′

r = 3.75 at 1–10 GHz and by Abel and Wallace [41]. Only one value
(𝜀′

r = 3.98 at 2.45 GHz) for calcium silicate bricks was found in the literature
[39]. Regarding lightweight concrete, values between 2 and 3 at 0–5 GHz can be
found [36, 42]. For aerated concrete, 𝜀′

r values of 2.04 at 2.45 GHz and of 2.26
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at presumably 60 GHz were published [39, 236]. Although all these sources do
not specify the density of their samples, the measurements presented here can be
considered plausible as they fall within the range of the literature values. In addi-
tion, it should be emphasised again that great care was taken to create realistically
dry materials, since high or unknown moisture contents influence the permittivity
values considerably.

Regarding the density measurements, the type B uncertainty [237] resulting from
reading the spring scale sums up to about 1 %. Density values were only obtained
for a qualitative comparison and are irrelevant for the direct correlation between
permittivity and thermal parameters.

All in all, the uncertainties of the material parameters are significantly smaller
than the dispersion of the values and do not interfere with the conclusion on the
hypothesis.

5.2. Case Study Quarter

Remote sensing recordings of the case study quarter included aerial IRT and To-
moSAR. The surface temperatures evaluated through the former and the seasonal
point movements measured by the latter are analysed and set into the context of
UBEM by this section.

5.2.1. Surface Temperatures and U-values

In the following, the results of estimating surface temperatures from aerial IRT
recordings of the case study quarter according to Section 4.2.2 are presented and
checked against two state-of-the-art UBEM methods, namely SimStadt and the
SHD approach (see Section 2.5.5). Large parts of this section originate from a
collaborative publication on comparing different UBEM approaches [11].
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5.2. Case Study Quarter

Estimating U-values from the surface temperatures [184] determined according to
the methodology presented in Section 4.2.2 would need a high amount of assump-
tions. To avoid this, the surface temperatures are used as indicators for building
envelope insulation quality that can be obtained from remote sensing and com-
pared to the results of the SHD approach and of SimStadt (both methods are
presented in Section 2.5.5). Higher surface temperatures suggest higher U-values
of the envelope because of higher heat transmission losses through the building
envelope. In SimStadt, the U-values are intermediate results based on information
from the IWU typology and material properties and are used for calculating the
heat demand. The SHD approach uses specific heat demands of the IWU typology
archetype buildings. The respective U-values are considered for the comparison
although they do not influence the calculated heat demand directly. As a con-
sequence of the different U-value assignment procedures and of a disagreement
in identified archetypes for 27 % of the CityGML buildings, the U-values vary
between the SHD approach and SimStadt even though both are based on the same
typology.

Figure 5.5 shows the U-values of both approaches plotted against the mean IR-
measured temperatures of all wall and roof surfaces for each building. As the
U-values are based on typologies, they are discretely distributed. Furthermore,
the SHD approach does not assign U-values to non-residential buildings and uses
another definition of buildings coming fromALKIS that aggregates multiple City-
GML buildings to a single one. This causes a large difference in the number of
data points between Figure 5.5a and Figure 5.5b. Correlation coefficients of be-
low 0.1 for all four cases (evaluating roofs or walls and SHD approach or Sim-
Stadt) lead to the conclusion of no correlation between the assigned U-values and
the measured surface temperatures. The physical relationship between the actual
values of these parameters is only indicated by two outliers with low U-values
for the roofs and low surface temperatures. They represent the two most recently
(2016) built residential buildings in the case study area. However, two data points
are not sufficient to draw any further conclusions.
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(a) SHD approach.

0.0 0.5 1.0 1.5 2.0
Assigned U-value in Wm−2 K−1

265

270

275

280

285

290

M
ea
n
su
rfa

ce
tem

pe
ra
tu
re

in
K

Roof
Wall

1
(b) SimStadt.

Figure 5.5.: IRT-measured mean surface temperatures per building plotted against the U-
values assigned by state-of-the-art UBEM approaches.

144



5.2. Case Study Quarter

The lack of correlation between the surface temperatures and the U-values indic-
ates errors and uncertainties in measurement and/or the UBEM approaches. Some
possible sources are listed in the following, but as they all depend on how the as-
sumptions in themethodsmatch the local conditions and ground truth data was not
available, they cannot be quantified. The typology approaches make use of typical
U-values, but the assignment of types to buildings depends on different geometric
attributes of the building and can therefore lead to errors. Furthermore, refur-
bishments and/or more atypical building design may lead to differences between
assumed and actual values. Consequently, since the building stock may have de-
veloped energetically in the last decades, the statistical value of “typical” values is
uncertain. On the other hand, thermographically measured surface temperatures
are not necessarily a reliable indicator for thermal transmittance as the corres-
ponding indoor temperature is unknown and because of the non-stationary nature
of the heat flow through the building envelope. Additionally, the measurement is
influenced by the uncertainty of the camera itself as well as by atmospheric condi-
tions, the radiation properties of surface materials, and radiance from surrounding
objects and the sky.

Figure 5.6 shows the pairs of U-values and surface temperatures only for the roofs
of residential buildings for which indicators for an apartment in the uppermost
storey (see Section 4.2.3) lead to the assumption that the attic is inhabited and
therefore heated. The focus on these roofs avoids a huge part of the uncertainty
caused by the influence of indoor temperatures, surface radiation properties, and
radiance from surrounding objects on the surface temperatures of walls. For both
UBEM approaches, a certain grouping of several temperature values for equal U-
values can be observed. From the outer appearance of the respective buildings,
no physical background that would explain the phenomenon could be identified.
However, some observations are striking:

1. The two clusters at about 0.4 W m−2 K−1 with temperatures above and be-
low 275 K respectively both belong to comparatively new building com-
plexes with flat roofs. The lower temperatures represent larger parts of the
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Figure 5.6.: IRT-measured surface temperatures of residential building roofs (mean value

per building) plotted against the U-values assigned by state-of-the-art UBEM
approaches.

complexes, while the higher temperatures are measured for very small, less
tall parts. The temperature gap could for example be caused by different
convective behaviour above the surfaces.

2. A remarkable share (9 out of 14) of the roofs with SimStadt U-values around
0.8 W m−2 K−1 and mean measured surface temperatures below 276 K have
roof terraces that seem to be recently added, which points towards well-
insulated roofs as one of the reasons for the low temperatures.

3. The outlier at about 0.4 W m−2 K−1 and 284 K results from a small low-rise
building in between two much higher ones.

4. The large amount of values at 1.3 W m−2 K−1 and 1.76 W m−2 K−1 for the
SHD approach and SimStadt respectively represents buildings originally
built before 1919. For these, insulation and surface materials may have
undergone multiple refurbishments in the meantime.
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These challenges and observations lead to difficulties in the interpretation of the
results, but also show the opportunities for future development of the approaches.
Considering the findings of Schott, Biegel andWilkinson [184] that buildings can
be subdivided into U-value classes based on IRT, it is suggested that typologies
can serve as a valuable source of a-priori information for such a method, e.g. for
retrofit classification of building surfaces [17]. In this way, combining remote
sensing and archetype approaches may improve the U-values used for modelling
and simulation and thereby increase the reliability of UBEM results.

However, the results show that additional research and development is required to
reduce uncertainties in IRT: First, segmentation methods may serve to reduce the
analysed wall and roof surfaces to the part covered by the predominant material
that the used emissivity is valid for. Second, these materials and their radiative
properties, preferably including their dependence on the viewing angle, need to be
known and individually assigned to the buildings, for example using hyperspectral
techniques (as presented e.g. by Roessner et al. [238]). Third, more efficient al-
gorithms may improve the modelling of the reflection of radiance from surround-
ing objects. Finally, deriving information about indoor temperatures could help
calculating the relation between U-values and surface temperatures. One pos-
sible indicator are features visible on the 3D model textures (as done manually for
heated attics here), analysed using machine learning. In the following, it is poin-
ted out how TomoSAR evaluations may also be a potential source for the required
information.

5.2.2. Seasonal Movements and Heated Attics

The seasonal scatterer movements measured through TomoSAR (see Section 3.5)
were connected to the model roof surfaces of the case study quarter buildings as
described in Section 4.2.3. As a result, the average vertical amplitudes of scat-
terers on the surfaces could be evaluated. The hypothesis was that buildings with
unheated attics show a larger seasonal amplitude due to more thermal expansion
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caused by larger changes in the temperature of interior materials. To test this
hypothesis, the building stock was filtered for buildings whose uppermost storey
could comparatively clearly be classified as heated or unheated by the aforemen-
tioned visual analysis. The result of the classification is pictured in Figure 5.7.
Figure 5.8 shows the distributions of the yearly amplitudes of the vertical move-
ments of rooftops with heated and unheated attics below them. It makes use of
a per-building median to cancel out outliers that may result from neighbouring
buildings or metallic structures on the outside.

The tendency towards higher amplitudes in the case of non-heated attics is obvious
from the figure. However, the difference between the mean values of the distri-
butions is low at 0.312 mm, which is about the sum of the standard deviations of
0.165 mm for heated and 0.146 mm for non-heated attics. As a consequence, this
analysis can only hint towards the possibility of detecting heated attics with Tom-
oSAR. There are several aspects contributing to a considerable uncertainty. First,
the ground truth of the heating status of the attics is only assumed from visible
inspections. Second, the binary differentiation between non-heated and heated
attics does not reflect the nature of the phenomenon. In reality, the amplitude de-
pends on the distance between attic floor and gable and on the structure and the
materials used for the roof frameworks. In the case study quarter, the relatively
uniform structure of the building stock with a high number of similarly built pre-
1919 buildings makes this factor less important. Finally, for tilted roofs, scatterers
have different distances to the floor of a non-heated attic or may even be on roof
surface parts directly above the heated storey below the attic.

As a conclusion, the results suggest that the hypothesis of larger yearly vertical
amplitudes of scatterer movements above non-heated attics is reasonable and that
TomoSAR may have the potential to help identifying heated attics, thereby im-
proving UBEM as indicated in Section 5.2.1. Nevertheless, a study with a larger
set of buildings including ground truth information about the actual conditions of
the attics is needed for the proof of practical applicability. If such applicability is
given, the amplitudes may be used as sole indicator or be combined with textures
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5.2. Case Study Quarter

Figure 5.7.: Result of a manual classification of the buildings in the case study area re-
garding the heating states of the attic. Background: basemap.de Web Vektor,
© GeoBasis-DE / BKG 2024, CC BY 4.0.
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Figure 5.8.: Distribution of the per-building median of TomoSAR-measured yearly amp-

litudes (bars) of scatterers on roofs for supposedly heated and non-heated
attics in the case study area and corresponding normal distributions (lines).

or 3D data in a machine-learning-based algorithm if sufficient training data can
be generated. However, the existence of historical satellite data for an area to be
investigated is required, which is not generally the case. In fact, Berlin was chosen
for the project because of their availability.

5.2.3. Relevance for Practical Application

The practical relevance of the methods presented is focused on modelling a larger
number of buildings, e.g. in a district or city, without having access to building
properties that need to be individually assessed. Starting from three-dimensional
building geometries that are already available in a large number of regions [86] or
can be derived as presented in Section 3.4, thermal properties need to be enriched
to the parts of the geometry. If building age classes are known from the cadastre,
(or, as in Germany, from the census [239]), this can be done using a state-of-the-
art archetype approach (see Section 2.5.5).
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Data about refurbishments, heated attics, and window sizes are usually not avail-
able. Although these features may be investigated before building new infrastruc-
ture (like district heat networks), feasibility studies usually do not go into that
depth and would profit from conveniently accessible datasets. Remote sensing
could contribute here with

• windows detected from aerial imagery;

• heated attics assessed through TomoSAR evaluations;

• information derived from aerial thermal infrared about building elements
(roof and/or wall parts) being insulated in the past.

A combination of the three could significantly reduce uncertainty in UBEM ap-
plications in early phases of heat infrastructure planning. As shown in the previous
sections, some issues regarding technical feasibility remain.

5.3. Case Study Building

The first step in modelling the case study house separates the storeys as described
in Section 4.2.4, making use of the window positions depicted in Figure 3.16.
Figure 5.9 shows the resulting wall polygons and ceiling heights. The basement
floor-to-ceiling height was introduced with a measured value of 2.07 m. Taking
the actual conditions of the building and default air exchange rates according to
ISO 13789 [157] into account, the internal volume is separated into three zones:

1. the unconditioned attic with an air exchange rate of 10 h−1 resulting from
open joints between roof tiles;

2. the unconditioned basement with an air exchange rate of 1 h−1 due to small
ventilation openings, but no localised open joints;

3. the heated zone including ground floor and first floor.
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Figure 5.9.: Projected wall polygons with ceiling heights automatically detected from win-

dow positions. Dotted lines mark wall polygons below ground [17]. Note that
the inclination of the window polygons result from the projection between the
CityGML models described in Section 3.4.

This process was already presented with preliminary results at the Building Sim-
ulation 2019 Conference [14]. In that context, it was found that the preliminary
CityGML model underestimated the actual size of the building. As elaborated
in Section 3.4, the point cloud was corrected afterwards and the new CityGML
representation used here was generated.

Through the overall process illustrated in Figure 4.13, simulation models for the
case study building were generated for use in Modelica. Figure 5.10 shows the
graphical representation for the top level of the model. The variations described in
Section 4.3.3 were each processed into Modelica representations to perform three
different types of computations. First, the measurement campaign was simulated
using the recorded exterior conditions and heat loads. Second, the annual heat
demands for the existing building and a refurbishment scenario of each variation
were determined using the local test reference year. Third, the HTC of the whole
building was calculated, simulating a steady state situation. In this section, which
is based on and partly reproduces previous contributions to the Buildings journal
[17] and the International Modelica Conference [18], the results are presented
and discussed.
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5.3. Case Study Building

Figure 5.10.: Graphical representation of the top level of the Modelica simulation model
to reproduce the measurement campaign. The details of the multizone
block are shown in Figure 2.6. weaDat, tableIntGainsRad, and
tableIntGainsConv contain the exterior conditions as well as radiative
and convective interior gains respectively. The other tables are filled with
blank values.
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5. Results and Discussion

5.3.1. Simulation of the Measurement Campaign

To test the ability of the model to reproduce the dynamic thermal behaviour of the
building, the simulated interior temperatures of the model variations 1 to 4 (see
Section 4.3.3 for details of the simulation setup) are compared to the measured
ones. Figure 5.11 shows measured and simulated values of the mean air tem-
perature for the heated zone of the building over the course of the campaign. The
comparison of the five graphs leads to several observations that allow conclusions
on the suitability of the model:

1. For the conditioned zone, the results show that the two variations with auto-
matically estimated interior surfaces areas (1 and 2) fit very well to the
measurement in periods without a steep increase or decrease of the temper-
ature (February 11 to 16 and 22 to 26). Variation 3 with the actual surface
areas shows a tendency to overheat (February 7 to 12) and cool down too
much (February 20 to 26). However, given that the thermal properties of
the building were taken from the typology rather than from actual values,
differences to the measured temperatures are not relevant for an evaluation
of the model.

2. Variation 4 containing the best knowledge of the actual building shows an
overall good agreement to the measured temperatures, especially when con-
sidering that the zone is actually divided into six rooms of which one (the
kitchen, located in the ground floor) heated up much more quickly than
the others and kept a temperature of about 37 °C from February 9 until the
start of the cooldown due to the placement of the largest heater (see Fig-
ure 3.8). Furthermore, the influence of the fans (intended to homogenise
air temperatures) on convection was not modelled. The root-mean-square
error (RMSE) for the hourly temperature difference between February 5,
15:00 and February 26, 24:00 is 1.13 K. Obvious deviations occur during
warm-up (too slow until February 8, slight overheating afterwards; over-
all RMSE 1.51 K between February 5, 15:00 and February 13, 11:00) and
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Figure 5.11.: Mean air temperature of the heated zone of the case study building during the measurement campaign in February

2019, measured and simulated using model variations 1 to 4 (see Section 4.3.3).
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cooldown (overall RMSE 0.90 K between February 17, 1:00 and February
26, 24:00). In the period of approximately constant temperature between
February 13, 12:00 and February 16, 24:00, the simulated temperature is
mostly overestimating the measured temperature to a minor degree with an
RMSE of 0.59 K. A possible explanation for the mismatch in the speed of
heating up and cooling down is that the simplified resistance-capacitance
representation of the exterior walls in Modelica cannot exactly model the
dynamic behaviour of the actual walls. They are mostly composed of light-
weight concrete with low heat capacity on the inside and bricks with high
heat capacity on the outside and therefore will store heat further outside
than their model representation and react faster to changes in the heat flow
from the building interior.

3. The sensitivity to changing interior masses is also interesting. Here, the re-
duction by 22.5% from variation 1 to 2 has an only minor impact. The ad-
ditional reduction by 31.8% (approximately the same absolute reduction) to
variation 3 changes themodel behaviour to a far larger extent. Although this
calls for further investigations into the sensitivity of the ROM, the different
variations are comparable in times with dynamic loads in the magnitude
of those appearing in usual application cases, i.e. interior temperatures of
conditioned zones being kept within a range of a few K.

4. In the original publication on TEASER, Remmen et al. compare dynamic
heat loads of a German archetype model to a detailed model of a similar
Belgian house to assist “in achieving a better understanding of assump-
tionsmade and limitations of the archetype approach” and call for extending
“[s]uch detailed model comparisons [...] to additional archetypes in future
research” [108]. The agreement between simulated and measured values is
better for the measurement at the case study building, which points towards
the applicability of the overall approach, at least for this specific age and
size class.
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5.3. Case Study Building

In Figure 5.12, the mean air temperatures of the unheated zones (basement and
attic) are visualised. Here, the difference in daily fluctuations of the basement
temperature between measured (almost no fluctuation) and all four simulated air
temperatures (about 1–5 K) might be the result of an overestimated air exchange
rate or of the model neglecting the vertical temperature distribution in the heated
zone.

As simulated attic temperatures are very similar, the lines for variation 3 and
in part 4 largely cover the others. A poor performance of variation 4 is appar-
ent between February 13 and February 18 during night times. Possible reasons
are the same as for the deviations in basement temperatures. Variation 3 com-
pensates these issues by a higher-than-actual U-value (0.84 W m−2 K−1 instead of
0.52 W m−2 K−1) for the interzonal ceiling.

5.3.2. Determination of the Heat Demand

The annual heat demands for all six model variations of Table 4.2 were calcu-
lated by running simulations for the complete DWD test reference year under the
standard interior and exterior conditions defined by DIN V 18599-2 [95].

Additionally, a retrofit scenario for each of them was created using the additional
insulation layers applied by the TABULA advanced retrofit scenario (30 cm to
the rooftop and attic floor, 24 cm to the outer walls, and 12 cm to the basement
ceiling; each with a thermal conductivity of 0.035 W m−1 K−1) and inserting new
windows with a U-value of 0.80 W m−2 K−1 [151].

First of all, this approach calls for a comparison between the results of the sim-
ulation and of the DIN V 18599-2 [95] monthly evaluation method. Following
the conventions used by the standard (see Section 2.5.2), Figure 5.13 compares
the contributions to the heat demand 𝑄h,dem as annual sums of the heat sources
from internal gains 𝑄int,source and solar gains through the windows 𝑄sol,tr and of
the heat losses by transmission 𝑄t and by ventilation 𝑄v for both the cases with
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Figure 5.12.: Mean air temperatures of the unheated zones of the case study building (solid lines: attic, dotted lines: basement)

during the measurement campaign in February 2019, measured and simulated using model variations 1 to 4 (see
Section 4.3.3).
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5.3. Case Study Building

and without retrofit, exemplarily for variation 6. Heat bridges are not covered by
the AixLib ROM. The transmission losses due to them Δ𝑄t,hb are therefore pic-
tured separately. It must be noted that the different contributions do not simply
sum up to the annual demand due to the monthly evaluation. For example, solar
gains in summer contribute to the annual sum of heat gains through the windows,
but do not reduce the heat demand significantly. To a lesser extend, deviations
in the transmission and ventilation losses between simulation and monthly bal-
ance in months with a very low heat load do influence the contribution bars in the
figures, but not the annual sum. Appendix A.2 contains figures with a more de-
tailed monthly evaluation. From the comparison, it is concluded that the demand
calculated by annual simulation matches the monthly balance values satisfyingly
well.

Figure 5.14 shows that the difference in internal thermal mass between variations
1 to 3 have a minor impact on the annual heat demand, presumably due to the
set-point reduction of the heating during the night. On the one hand, the small
difference between variations 3 and 4 shows that the case study building is a
good representative of its TABULA type. On the other hand, the high differ-
ence between the heat demands of variations 5 and 6 may give a feeling for the
width of the distribution of energy performances of buildings with similar age
and construction type and illustrate that the randomly chosen case study build-
ing could as well have been more or much less energy-efficient. The deviations
of −20 % and +34 % to the demand of variation 3 indicate the magnitude of the
confidence region. Even though the demands in the retrofit scenarios do not dif-
fer considerably between best and worst case, owners would choose their retrofit
options based on savings compared to the status quo. This emphasises the high
importance for the difference between the heat demands in the existing state and a
potential retrofit scenario, an aspect that is further discussed in Section 5.4 about
the model sensitivity.

159



5. Results and Discussion

𝑄int,source 𝑄t 𝑄sol,tr 𝑄v 𝑄h,dem
Contribution

0
5

10
15
20
25
30
35
40

Am
ou
nt

in
M
W

h

2.
2

32
.8

2.
3

3.
2 3.
9

35
.0

2.
2

32
.7

3.
5 4.
2

31
.2

Simulation
Δ𝑄t,hb

Monthly balance

1
(a) Without retrofit.
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(b) Advanced retrofit scenario.

Figure 5.13.: Contributions to annual heat demand calculated by monthly energy balance
(DIN V 18599-2 [95]) and simulation.

160



5.3. Case Study Building

1 2 3 4 5 6
Model variation

0
5

10
15
20
25
30
35
40

He
at
de
m
an
d
in

M
W

h

24
.2

23
.8

23
.2

22
.3

18
.6

31
.2

3.
2

3.
1

3.
1

3.
0 3.
8 4.
1

No retrofit
Advanced retrofit scenario

1
Figure 5.14.: Simulated heat demand of the case study building in its existing state and in

retrofit scenarios for all six model variations presented in Section 4.3.3.

5.3.3. Determination of the Heat Transfer Coefficient

Figure 5.16 shows calculated and measured HTC values for the case study build-
ing. The measured one was derived as the ratio of heating power supplied and air
temperature difference for a period during the measurement campaign with ap-
proximately constant ambient and interior air temperatures. Although the bound-
ary conditions neither for the co-heating test nor for the QUB method (see Sec-
tion 2.6.5) could be fulfilled during the case study, the result is considered reliable
due to the high number of measurement equipment that indicate nearly steady-
state conditions for a period before sunrise on February 11 (3:00 to 8:00, see
Figure 5.15).

For the steady state simulation results, the soil temperature was assumed equal
to the ambient temperature, which reflects the situation during the measurement.
Nevertheless, values are generally below the summed value of transmission and
ventilation HTC calculated following ISO 13789 [157]. The ISO standard does
not account for interior thermal masses, which results in equal values for the
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Temperatures

Figure 5.15.: Measured temperatures of selected rooms and volumetric average for the
heated part of the case study building, along with the total electric load of all
appliances (extraction from Figure 3.8), with HTC evaluation period marked
in grey.

model variations 1 to 3. The AixLib simulation model includes radiative heat
transfer between interior surfaces of envelope components and interior compon-
ent surfaces. On the one hand, this leads to slightly decreasing HTC values from
variation 1 to 3. On the other hand, it increases thermal resistances between in-
terior surface and zone air temperature, causing the difference to the calculated
values.

All in all, HTC values simulated through the realistic model variations (1 to 4)
are within a 14 % range below the measured value. As the circumstances (simple
geometry of the building, relatively accurate U-values in the model) are bene-
ficial, this range cannot be taken as the general uncertainty of the method. For
example, increased convection caused by the fans causes an increase in the meas-
ured HTC. For variation 3, increasing the internal convection coefficients of the
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Figure 5.16.: Comparison of HTC values (including ventilation) from a steady-state sim-

ulation and from a calculation according to ISO 13789 for the model vari-
ations (see Section 4.3.3) with the measured value of the case study building.

heated zones by 4 W m−2 K−1 (which is equivalent to an increase in thewind speed
of 1 m s−1 when concerning ISO 6946 [115]) results in a simulated HTC value of
376.7 W K−1. Furthermore, the best-/worst-case model variations (5 and 6) lead
to a difference to the measured value of −25 % and +10 % respectively. As a con-
sequence, accurate U-values measured by infrared thermography or other tech-
niques would increase the reliability of determined values considerably. How-
ever, the fact that the HTC does not account for solar gains, air infiltration, and
interior thermal masses makes it measurable through the presented method with
smaller uncertainty than the heat demand. This is also illustrated by the low or
non-existing differences between variations 1 to 3.
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5. Results and Discussion

5.4. Model Sensitivity

With the aim of assessing the building model generation method presented in this
thesis, an approach to calculate the sensitivity towards different input parameters
was presented in Section 4.4. The results of this sensitivity analysis are presented
in the following.

Three different output quantities are investigated for the case study of the single-
family house in Morschenich: the annual demand of both pre-retrofit and post-
retrofit state as well as the annual savings reached by retrofit, defined as the differ-
ence between the two demand values. Although this section presents results for
the sensitivity of these three values towards different input parameters, the results
do not allow conclusions on general data requirements for demand calculations or
for retrofit investment decisions, but only on the sensitivity of the method presen-
ted.

5.4.1. Convergence

The sensitivity analysis is based on sampling the parameter space. As a con-
sequence, the validity of results can only be made sure if they converge for a suf-
ficient number of subsequent sample sizes. Burhenne [232, p. 160] (as described
in Section 4.4.2) accepts convergence if estimators from three subsequent sample
sizes are within a range of ±5 % compared to the estimator for the largest sample
size as a reference result. Figure 5.17 includes the estimators for total sensitivity
of the pre-retrofit heat demand towards all input parameters listed in Table 4.4 and
the sum of these estimators ∑𝑖 𝑆T𝑖 over a range of sample sizes from 𝑁 = 2 to
𝑁 = 2048 as well as the respective deviation to the final value at 𝑁 = 2048 as
a reference value. The graphics show that convergence is reached without excep-
tion.
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(a) Total sensitivity estimators.
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(b) Deviation of total sensitivity estimators to the respective reference results.

Figure 5.17.: Convergence of total sensitivity estimators regarding pre-retrofit heat de-
mand.
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Appendix A.3.2 contains similar graphics for the estimators of total and first-
order sensitivities regarding all three output quantities. Convergence is reached
for almost all values with a few exceptions. The total sensitivity estimator does
not fully converge for 𝑆T,WWR regarding energy savings. However, deviation at
𝑁 = 512 is only slightly above the threshold and the estimator has a small value
at 𝑆T,WWR,2048 = 1.94 × 10−3, which is why the result is considered acceptable.
The first-order sensitivity estimators do not converge for the input parameters
𝐴int, WWR and 𝐹G regarding both pre-retrofit demand and savings. In all cases,
values are small (< 0.03). Due to the disproportionally high computation effort for
higher sample sizes and the convergence fulfilling Burhenne’s alternative criterion
of ∑𝑖 𝑆𝑖 within ±5 % for four subsequent sample sizes, the results are considered
acceptable for evaluating the model generation method as a whole.

5.4.2. Sensitivity of Demand Values

The goal of the sensitivity analysis is to find the influence of the several input para-
meters on the model output. Three different model outputs were considered.

Pre-retrofit Demand

Table 5.3 lists the sensitivity estimators regarding pre-retrofit heat demand for all
input parameters, ranked by their importance. Figure 5.18 shows the same values
as a bar diagram to visualise the share of variance explained by each parameter.
The first conclusion to be drawn from similar values for first-order and total sens-
itivities is that interactive effects play a minor role in the model. Furthermore, it
becomes obvious that U-values account for about two thirds (68 %) of the vari-
ance in pre-retrofit heat demand. U-values of roof, attic floor, and outer wall are
particularly important. Storey positions and airtightness also account for a con-
siderable share of variance. All in all, a mean heat demand of 29 732 kW h and
a variance of (3278 kW h)2 is observed in the sample. These values, taken from
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Table 5.3.: Final estimators for the sensitivity analysis regarding pre-retrofit heat demand.

Rank Parameter 𝑆𝑖 𝑆T𝑖

1 𝑈rt/af 4.52 × 10−1 4.54 × 10−1

2 𝑈ow 2.09 × 10−1 2.13 × 10−1

3 ℎbc 1.54 × 10−1 1.57 × 10−1

4 𝑛50 8.22 × 10−2 8.20 × 10−2

5 ℎaf 3.52 × 10−2 3.69 × 10−2

6 WWR 2.27 × 10−2 2.47 × 10−2

7 𝐴int 1.99 × 10−2 2.08 × 10−2

8 𝑈bc 1.74 × 10−2 1.73 × 10−2

9 𝐹G 1.68 × 10−3 1.59 × 10−3

Sum 0.9936 1.0069

A and B matrices of the Sobol’ samples (see Section A.3.1), converge faster than
sensitivity estimators as depicted in Figure A.18 in the Appendix.

Post-retrofit Demand

Ranked sensitivity estimators regarding post-retrofit heat demand are summar-
ised in Table 5.4 and Figure 5.19. Again, differences between first-order and total
sensitivities are small, which points to small interactive effects. In the absence of
uncertainty in 𝑈rt/af, 𝑛50, and 𝐹G and almost entirely in 𝑈bc and 𝑈ow, the preval-
ence of geometric parameters is not surprising. WWR being ranked higher here
than ℎbc and af is presumably caused by a combination of two effects: First, the
difference of wall and window U-values is still at about 0.7 W m−2 K−1, but the
relative relevance of the higher heat losses are bigger now. Second, solar gains
have an increased relevance during the heating period after retrofit. A similar ef-
fect is observed for the absolute values. The sample shows a mean heat demand of
5577 kW h and a variance of (612 kW h)2. Although the absolute value is clearly
lower than for pre-retrofit, relative deviation is similar.
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Figure 5.18.: Stacked bar diagram of final estimators of first-order and total sensitivities

regarding pre-retrofit heat demand. Sensitivities towards 𝐹G are not labeled
due to very small values.

Table 5.4.: Final estimators for the sensitivity analysis regarding post-retrofit heat de-
mand.

Rank Parameter 𝑆𝑖 𝑆T𝑖

1 WWR 7.26 × 10−1 7.33 × 10−1

2 ℎbc 2.32 × 10−1 2.40 × 10−1

3 ℎaf 2.77 × 10−2 2.84 × 10−2

4 𝐴int 3.15 × 10−3 3.27 × 10−3

5 𝑈bc 2.90 × 10−3 2.87 × 10−3

6 𝑈ow 1.19 × 10−3 1.10 × 10−3

Sum 0.9921 1.0085
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Figure 5.19.: Stacked bar diagram of final estimators of first-order and total sensitivities

regarding post-retrofit heat demand. Sensitivities towards 𝐴int, 𝑈bc, and 𝑈ow
are not labeled due to very small values.

Savings

Mean savings in the sample are 24 155 kW h, with a variance of (3096 kW h)2.
The savings are the difference between pre-retrofit and post-retrofit demand val-
ues. Influences of both output quantities can be observed in sensitivities regard-
ing energy savings. However, as the order of magnitude in pre-retrofit variance is
higher than for post-retrofit, the estimators displayed in Table 5.5 and Figure 5.20
are similar as for pre-retrofit values. The most obvious example is the WWR,
which also has an invalid first-order estimator 𝑆WWR < 0. 𝑆WWR ≈ 0 is most
likely caused by larger windows resulting in higher demand values pre-retrofit
(due to low window U-values), but lower demand values post-retrofit (due to solar
gains). These two effects nearly cancel out when looking at the difference, and
the estimation method applied is not robust regarding first-order estimators falling
below zero.
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Table 5.5.: Final estimators for the sensitivity analysis regarding heat demand savings by
retrofit.

Index Parameter 𝑆𝑖 𝑆T𝑖

1 𝑈rt/af 5.06 × 10−1 5.08 × 10−1

2 𝑈ow 2.27 × 10−1 2.32 × 10−1

3 ℎbc 1.03 × 10−1 1.06 × 10−1

4 𝑛50 9.21 × 10−2 9.19 × 10−2

5 ℎaf 2.74 × 10−2 2.93 × 10−2

6 𝐴int 1.91 × 10−2 2.00 × 10−2

7 𝑈bc 1.67 × 10−2 1.66 × 10−2

8 WWR −3.13 × 10−4 1.94 × 10−3

9 𝐹G 1.89 × 10−3 1.79 × 10−3

Sum 0.9930 1.0078
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Figure 5.20.: Stacked bar diagram of final estimators of first-order and total sensitivities

regarding savings by retrofit. Sensitivities towards 𝐹G and WWR are not
labeled due to very small values.
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5.4.3. Robustness

The initial question of the sensitivity analysis was how robust the results are to-
wards the uncertainty in assumed or measured model parameters. The findings
presented above show a variance equivalent to 10 % of pre-retrofit demand and
savings by retrofit for the case study example. It is mainly caused by uncertainty
regarding the U-value of important building elements. Geometric parameters are
of minor importance, but accurate window size data is crucial for precise post-
retrofit demand calculations.

These results show that reliable data from the parts of the project approach (see
Figure 3.1) that were not yet implemented in the case study evaluation workflow,
namely infrared thermography andmicrowave radar for the measurement of exter-
ior elements, hyperspectral imagery for surface classification, and acoustic leak-
age detection, would have different impact on the robustness of the results. Better
data about exterior elements from IRT and radar could reduce uncertainty about
U-values significantly. Surface classifications could improve data about window
sizes and therefore about post-retrofit demand, but given the expensive sensors
and their coarse resolution (see Section 3.2.3), improvements in state-of-the-art
evaluations based on visual images or laser scans seem more promising for the
task. Air leakage detection would not have an obvious high impact for the given
case study. However, it could not only improve results in cases where ventilation
losses are higher, but also simplify leakage detection after retrofit if the compuls-
ory airtightness assessment after retrofit fails.

5.5. Practical Relevance

The previous sections suggest that to a large extend of about two thirds, envelope
thermal quality explains the variance in demand values calculated by applying the
method presented in this dissertation consisting of

171



5. Results and Discussion

1. taking RGB images of the building during a pre-planned UAV flight;

2. photogrammetrically evaluating these pictures, generating a point cloud
representing the building envelope;

3. automatically reconstructing the wall, roof, and window surfaces out of the
point cloud;

4. detecting storey ceilings from window positions;

5. assigning typical constructions (and recommended retrofit options) consid-
ering the building age and type;

6. simulating the resulting model for a full year with standard boundary con-
ditions.

Geometric parameters are mainly relevant for post-retrofit demand, but the order
of magnitude in post-retrofit variance is lower than for pre-retrofit and for savings
by retrofit. Although the uncertainty ranges of input parameters were chosen in the
absence of objective distributions, the stark difference in quantitative sensitivity
estimators point toward their ranking being valid for an evaluation of the method.
However, it must be stressed again that the results cannot be interpreted as general
data requirements for demand calculations or for retrofit investment decisions, but
only regarding the sensitivity of the method presented and applied to the case
study building.

Looking at the high importance of envelope thermal quality for both pre-retrofit
demand and energy savings, it becomes clear that the overall reliability of the
building analysis approach would benefit from an increased accuracy in the meas-
urement of U-values by complimentary remote sensing techniques. However, as
stated in Section 2.6.2, measurements through quantitative infrared thermography
[176] currently must be considered more uncertain than typology values. Other
standard procedures [156, 175] are too laborious for the goal of a fast, automat-
able, and hence inexpensive approach.
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The preceding chapters presented different aspects of how remote sensing can con-
tribute to fast, reliable and automatable energy assessments in the building stock.
The scale of the applications ranges from district level to single buildings and
material investigations for use on individual construction elements. This conclu-
sion summarises the research presented in the dissertation and checks the results
against the initial hypothesis that the investigated remote sensing methods have
the potential to be used in automatable workflows that reduce the effort to gather
data about existing buildings in a quality that is sufficient to inform the decision
process about measures like efficiency improvements, district heat networks, and
renewable energy implementations.

6.1. District and Municipal Scale

For a case study quarter in Berlin-Moabit, infrared thermography and Tomo-
SAR scatterer amplitudes were evaluated with the help of a semantically annot-
ated polygonal 3D model of the building stock generated from oblique aerial im-
agery.

IRT polygon textures were corrected for atmospheric influences, different surface
emissivities, viewing directions, and reflected radiance from the surroundings to
derive average surface temperatures. The availability of the textured model was
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highly beneficial for the task and improves the applicability of IRT for district-
scale building analysis and for incentivising retrofits bymaking heat losses visible.
Nevertheless, no correlation was observed between the measured surface temper-
atures and the typical U-values for the corresponding building ages and types.
Most likely, this is caused by independent uncertainties in measurement results
and typology respectively. If these uncertainties are reduced by improvements in
data acquisition and evaluation systems, aerial IRT is expected to be applicable
for estimating urban façade and roof U-values or for detecting already executed
energy retrofits, which would close an important data gap for district heat projects
and municipal heat planning.

TomoSAR has been found to be applicable to analyse roof surfaces for seasonal
movements and may classify the respective buildings into having heated or un-
heated attics, which is relevant for estimating the heated volume of a building
and therefore for calculating its heat demand. The availability of this information
would thereby contribute to the reduction of uncertainty in IRT or similar UBEM
evaluations and would enable urban planners to detect potential for additional liv-
ing space in densely populated areas. The method is particularly interesting be-
cause it does not require dedicated measurements. However, its applicability is
restricted to regions where sufficient historical satellite recordings are available.

6.2. Single-building Scale

With the help of a custom Python classmodel, a dynamic energy simulationmodel
for a single-family house inMorschenich was generated fromUAV imagery, typo-
logy values, and simple additional information as well as on-site measurements.
The steps presented in this thesis complete a collaboratively developed highly
automated workflow shown in Figure 4.13. For this purpose, the UBEM-oriented
combination of the open-source tools TEASER [108] and AixLib [104] was ad-
apted for improved applicability on single-building scale. Most importantly, a
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more detailed modelling of building elements relevant for heat loss, including
zone borders, was made possible. The model of the case study building was ap-
plied to simulate its dynamic thermal behaviour during a measurement campaign
consisting of heating the building up from ambient temperature, keeping it at an
approximately constant temperature, and letting it cool down freely. The results
show an accurate reproduction of the internal temperatures.

Heat demand estimates can be assessed by simulating the thermal performance of
the building during a test reference year. The model also allows to calculate whole
building heat transfer coefficients. They match values according to ISO 13789
[157] well and deviate from the measured value by between −8 % and −12 %. As
this is also possible after adapting the model components according to standard
retrofit options, the overall approach allows to calculate pre- and post-retrofit heat
demands or heat transfer coefficients quickly, automatically, and therefore inex-
pensively. Hence, it enables the user to compare possible savings of potential
refurbishment scenarios.

The relevant standards and legislation consider typical U-values and simplified
geometry measurements appropriate to some extent. This includes the archetype
values and photogrammetricmethods used for the presented approach. Taking this
into account, it is already close to practical applicability. Some improvements still
would be beneficial. In a sensitivity analysis, it was found that envelope thermal
quality explains the largest part of variance in pre-retrofit demand and savings
by retrofit for an exemplary application to a single-family house. The accuracy
of heat demand and therefore retrofit saving estimates would benefit substantially
from U-values measured on site. Furthermore, the importance of solar gains for
post-retrofit demand calls for a better window detection process.

175



6. Conclusion

6.3. Single-wall Scale (Material Investigations)

On the scale of single building elements, the method envisaged for application in-
cludes scans with microwave SAR and calculates wall layer permittivities based
on the resulting imaging data [15]. As a part of this thesis, the question was raised
if a correlation between permittivity and thermalmaterial properties (thermal con-
ductivity and volumetric specific heat) exists for relevant building materials. If so,
measured permittivities would allow conclusions to be drawn about the energetic
quality of the scanned elements.

By investigating 56 samples of typical construction materials, the hypothesis of
a correlation between permittivity and thermal material properties (thermal con-
ductivity and volumetric specific heat) was mostly confirmed. As a result, the
derivation of specific heat and, for all materials but calcium silicate bricks and
lightweight aggregated concrete, thermal conductivity from known permittivity
values is feasible. U-values and RC parameters can be derived from these using
the found material property relationships [240]. As a consequence, microwave
SAR is able to non-destructively investigate building elements for energy-related
purposes. Practical applicability is still limited because of the difficult handling of
measurement devices and a complicated result analysis process, which are topics
of further research.

6.4. Outlook

All in all, the remote sensing techniques and data processing methods covered in
this dissertation can enhance the knowledge about the energy performance con-
ditions of the building stock. In a next step, they should be advanced to practical
implementation in order to exploit their potential for promoting energy efficiency
measures.
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On district scale, the combination of infrared thermography, dynamic simulation
and different approaches for finding building age classes is promising. It demands
(feasible) improvements of the technology and validation studies [19]. If these im-
provements are reached, the method could substantially increase the applicability
of UBEM by providing reliable input data. With the results, it could contribute
to the development of future heat supply strategies. Due to the easily understand-
able principle and the accessibility of infrared visualisations, the important task of
communicating necessary measures to the public is a promising use case already
now.

On single-building scale, the next step would be the development and validation
of a widely applicable technical system that implements the presented approach
of combining UAV-based measurement and semi-automatic data evaluation with
owner or user interaction. It could benefit from improved semantical detection of
building envelope components, opening up the possibility of providing custom-
tailored energy efficiency recommendations with low effort. If commercially
available, this would increase attention to heat loss issues and lower barriers to
solutions for both residential and non-residential applications.

Regarding microwave radar for wall structure analysis, future activities to com-
bine it with close-range infrared thermography are envisaged. Additional research
investigating additional materials as well as the influence of moisture and fur-
ther technical development of the measuring equipment are required for wider
and practical applicability respectively. Such developments may also be com-
bined with and thereby contribute to improve the aforementioned single-building
assessment approach, given that the presumably substantial reduction of uncer-
tainty justifies the increased effort compared to using typology values. In that con-
text, the technology could serve to exemplarily investigate representative building
parts on a single building or within a district and increase the overall accuracy of
single-building analyses or typology applications. Envisaged future research also
includes investigating the applicability for measuring moisture content.
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A. Appendix

A.1. Measured Sample Material Properties

Table A.1 contains detailed data for the results presented in Section 5.1.

Table A.1.: Average measured material property values for each sample (density 𝜌 in
kg m−3, real part 𝜀′

𝑟 and imaginary part 𝜀″
𝑟 of the relative permittivity without

unit, thermal conductivity 𝜆 in W m−1 K−1, and volumetric specific heat 𝑠 in
MJ m−3), sorted by material and density.

No. Material 𝜌 𝜀′
𝑟 𝜀″

𝑟 𝜆 𝑠

1 BCB red 1520 2.94 0.026 0.55 1.22
2 BCB red 1565 3.17 0.052 0.64 1.24
3 BCB red 1587 3.20 0.041 0.83 1.17
4 BCB red 1594 3.14 0.041 0.69 1.16
5 BCB red 1595 3.48 0.190 0.62 1.31
6 BCB red 1597 3.39 0.098 0.75 1.15
7 BCB red 1601 3.09 0.034 0.58 1.15
8 BCB red 1628 3.05 0.035 0.65 1.31
9 BCB red 1636 3.50 0.067 0.71 1.28
10 BCB red 1744 3.48 0.040 0.77 1.23
11 BCB red 1744 3.18 0.036 0.70 1.33
12 BCB red 1745 3.55 0.054 0.86 1.27
13 BCB red 1767 3.65 0.069 0.91 1.20
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A.1. Measured Sample Material Properties

No. Material 𝜌 𝜀′
𝑟 𝜀″

𝑟 𝜆 𝑠

14 BCB red 1781 3.33 0.046 0.81 1.27
15 BCB red 1856 3.67 0.041 1.01 1.31
16 BCB red 1869 3.53 0.050 0.95 1.53
17 BCB red 1920 3.65 0.043 0.98 1.38
18 BCB red 1951 4.00 0.066 1.20 1.46
19 BCB red 1963 3.57 0.040 1.07 1.51
20 BCB red 1969 4.31 0.082 0.95 1.37
21 BCB red 1969 3.89 0.053 1.20 1.55
22 BCB red 1980 3.74 0.048 1.10 1.45
23 BCB red 1991 4.09 0.064 1.04 1.39
24 BCB red 2001 4.08 0.058 0.90 1.47
25 BCB red 2002 4.10 0.063 1.21 1.46
26 BCB red 2022 4.10 0.040 1.01 1.35
27 BCB red 2030 3.98 0.047 1.12 1.48
28 BCB red 2057 3.99 0.053 1.12 1.50
29 BCB red 2065 4.16 0.068 1.02 1.43
30 BCB red 2073 4.22 0.079 1.01 1.49
31 BCB red 2116 4.35 0.078 1.13 1.55
32 BCB red 2162 4.24 0.064 1.12 1.55
33 BCB yellow 1440 2.95 0.046 0.60 1.06
34 BCB yellow 1702 3.68 0.110 0.79 1.25
35 BCB yellow 1759 3.74 0.072 0.86 1.09
36 BCB yellow 1845 3.93 0.042 1.05 1.26
37 BCB scorched 1374 2.89 0.036 0.61 1.10
38 BCB scorched 1483 2.72 0.045 0.68 0.98
39 BCB scorched 1783 3.65 0.062 0.97 1.34
40 BCB scorched 2103 4.72 0.176 1.12 1.38
41 CSB 1856 3.82 0.144 1.27 1.41
42 CSB 1871 4.12 0.177 1.38 1.49
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No. Material 𝜌 𝜀′
𝑟 𝜀″

𝑟 𝜆 𝑠

43 CSB 1903 3.75 0.123 1.37 1.35
44 CSB 1974 4.70 0.257 1.52 1.65
45 CSB 1981 3.73 0.082 1.59 1.53
46 CSB 2006 3.80 0.097 1.64 1.09
47 CSB 2034 3.99 0.113 1.69 1.21
48 AAC 556 1.92 0.073 0.15 0.50
49 AAC 596 2.00 0.082 0.18 0.57
50 LAC open 706 2.09 0.053 0.18 0.65
51 LAC open 707 2.12 0.051 0.16 0.54
52 LAC open 748 2.11 0.045 0.17 0.52
53 LAC open 831 2.33 0.077 0.24 0.97
54 LAC open 905 2.39 0.079 0.22 0.65
55 LAC closed 1340 4.01 0.144 0.30 1.15
56 LAC closed 1810 5.43 0.187 0.46 1.47
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A.2. Monthly Contributions to Heat Demand

A.2. Monthly Contributions to Heat Demand

The following figures show the monthly contributions to the heat demand of the
case study building inmodel variation 6, complementing the analysis of the annual
results in Section 5.3.2.
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(b) Advanced retrofit scenario.

Figure A.1.: Contributions to January heat demand calculated by monthly energy balance
(DIN V 18599-2 [95]) and simulation.
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(b) Advanced retrofit scenario.

Figure A.2.: Contributions to February heat demand calculated by monthly energy bal-
ance (DIN V 18599-2 [95]) and simulation.

215



A. Appendix

𝑄int,source 𝑄t 𝑄sol,tr 𝑄v 𝑄h,dem
Contribution

0

2

4

6

8

10

Am
ou
nt

in
M
W

h

0.
19

4.
1

0.
3

0.
3 0.
5

4.
4

0.
19

4.
0

0.
4 0.
5

4.
0

1
(a) Without retrofit.

𝑄int,source 𝑄t 𝑄sol,tr 𝑄v 𝑄h,dem
Contribution

0.0

0.4

0.8

1.2

1.6

2.0

Am
ou
nt

in
M
W

h

0.
19

0.
6
+
0.
2

0.
3

0.
2

0.
6

0.
19

0.
7

0.
3

0.
2

0.
5

1
(b) Advanced retrofit scenario.

Figure A.3.: Contributions to March heat demand calculated by monthly energy balance
(DIN V 18599-2 [95]) and simulation.
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Figure A.4.: Contributions to April heat demand calculated by monthly energy balance
(DIN V 18599-2 [95]) and simulation.
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(b) Advanced retrofit scenario.

Figure A.5.: Contributions to May heat demand calculated by monthly energy balance
(DIN V 18599-2 [95]) and simulation.
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Figure A.6.: Contributions to June heat demand calculated by monthly energy balance
(DIN V 18599-2 [95]) and simulation.
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Figure A.7.: Contributions to July heat demand calculated by monthly energy balance
(DIN V 18599-2 [95]) and simulation.
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(a) Without retrofit.
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(b) Advanced retrofit scenario.

Figure A.8.: Contributions to August heat demand calculated by monthly energy balance
(DIN V 18599-2 [95]) and simulation.
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(a) Without retrofit.
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(b) Advanced retrofit scenario.

Figure A.9.: Contributions to September heat demand calculated by monthly energy bal-
ance (DIN V 18599-2 [95]) and simulation.
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(a) Without retrofit.
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(b) Advanced retrofit scenario.

Figure A.10.: Contributions to October heat demand calculated by monthly energy bal-
ance (DIN V 18599-2 [95]) and simulation.
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(a) Without retrofit.
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(b) Advanced retrofit scenario.

Figure A.11.: Contributions to November heat demand calculated by monthly energy bal-
ance (DIN V 18599-2 [95]) and simulation.
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(a) Without retrofit.
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(b) Advanced retrofit scenario.

Figure A.12.: Contributions to December heat demand calculated by monthly energy bal-
ance (DIN V 18599-2 [95]) and simulation.
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A.3. Sensitivity Analysis

A.3.1. Principles

This section serves to give a more detailed explanation of the method applied for
sensitivity analysis, as presented in Section 4.4.2. After an elaboration of the back-
ground regarding what sensitivity analysis is applied for and what its results mean,
the calculation procedure for the variance-based method with sampling based on
Sobol’ sequences is explained.

Background

Sensitivity analysis is a popular method to assess the influence of input paramet-
ers on the result of a calculation procedures. Building energy modelling is only
one example of its potential applications that appear in several fields as soon as
the interaction of different input parameters or their influence on an algorithm is
not accessible anymore due to the complexity or magnitude of the mathematical
operations [235].

Sensitivity indices of different order are themain outcome of a sensitivity analysis.
Summarising the explanation given by Saltelli et al. [241, pp. 20ff.] and assuming
a model function

𝑌 = 𝑓 (𝑋1, 𝑋2, ..., 𝑋𝑘) , (A.1)

with output 𝑌 and uncertain inputs 𝑋𝑖, the first-order sensitivity index of 𝑋𝑖 on 𝑌
is calculated as

𝑆𝑖 =
𝑉𝑋𝑖 (𝐸𝑋∼𝑖 (𝑌 |𝑋𝑖))

𝑉 (𝑌)
. (A.2)

In Equation (A.2), 𝑉𝑋𝑖 (𝐸𝑋∼𝑖 (𝑌 |𝑋𝑖)) is the conditional variance, i.e. the vari-
ance caused by varying solely 𝑋𝑖. It is related to the variance of the function if 𝑋𝑖
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is fixed and the vector of all other parameters 𝑋∼𝑖 is variable 𝑉𝑋∼𝑖 (𝑌 |𝑋𝑖) if that

value is averaged over all possible values of 𝑋𝑖 to 𝐸𝑋𝑖 (𝑉𝑋∼𝑖 (𝑌 |𝑋𝑖)), because
both values sum up to the total variance of the function

𝑉 (𝑌) = 𝐸𝑋𝑖 (𝑉𝑋∼𝑖 (𝑌 |𝑋𝑖)) + 𝑉𝑋𝑖 (𝐸𝑋∼𝑖 (𝑌 |𝑋𝑖)) . (A.3)

As a matter of fact, number values of 𝑆𝑖 are between 0 and 1. The more influential
𝑋𝑖 is on the model function, the higher its first-order sensitivity index. However,
their sum does not always add up to 1 due to higher-order effects that appear if a
parameter is influential on the model result via one or more other parameters.

These effects are covered by total effect terms to be calculated as

𝑆T𝑖 = 1 −
𝑉 (𝐸 (𝑌 |𝑋∼𝑖))

𝑉 (𝑌)
=

𝐸 (𝑉 (𝑌 |𝑋∼𝑖))
𝑉 (𝑌)

. (A.4)

According to Saltelli et al. [241, p. 33], “a good, synthetic, though nonexhaustive
characterization of the sensitivity pattern for a model with 𝑘 factors is given by
the total set of first-order terms plus the total effects.”. The sum of total effects for
all parameters will exceed 1 if higher-order effects are present because they are
included in the total effects of all variables involved. In the case of models that
are purely additive, i.e. no higher-order effects are present, both ∑𝑖 𝑆𝑖 = 1 and
∑𝑖 𝑆T𝑖 = 1 [241, p. 166f.].

Variance-based Method with Sampling Based on Sobol’ Sequences

The variance-base method to calculate first-order and total-effect indices used in
this thesis is explained in detail by [241, pp. 164–167] and is “the best avail-
able today for computing indices based purely on model evaluations” according
to them. In the following, the most important parts of their method are pointed
out.
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Given the number of samples 𝑁 and the number of input parameters 𝑘, two matri-
ces 𝐴 and 𝐵 with 𝑘 columns and 𝑁 rows each are created and filled with random
numbers. Consequently, 𝑁 ⋅ 𝑘 ⋅ 2 numbers are needed for the task. This is where
Sobol’ sequences become relevant: They are suggested as the source of sequences
of quasi-random numbers to fill the matrices. In order to keep the balance prop-
erties of the sequence, 𝑁 needs to be a power of 2 [242].

In 𝐴 and 𝐵, the random numbers are replaced by the respective value within
the probability distribution of the input parameter in the corresponding column.
Matrices𝐶𝑖 are created for every parameter, where all columns are equal to𝐵, but
the 𝑖th column is taken from𝐴. Model output vectors are calculated by evaluating
the matrices row-wise, giving

𝑦𝐴 = 𝑓 (𝐴) , 𝑦𝐵 = 𝑓 (𝐵) , 𝑦𝐶𝑖
= 𝑓 (𝐶𝑖) . (A.5)

For that step, 𝑁 + 𝑁 function evaluations for matrices 𝐴 and 𝐵 plus 𝑘 ⋅ 𝑁 for the
matrices 𝐶𝑖 are needed, adding up to a total cost of 𝑁 ⋅ (𝑘 + 2) evaluations that is
also mentioned in Section 4.4.2.

The method suggested by Saltelli et al. and also implemented in SALib [234, 235]
uses the outputs to calculate the first-order indices as

𝑆𝑖 =
𝑉 (𝐸 (𝑌 |𝑋𝑖))

𝑉 (𝑌)
=

𝑦𝐴 ⋅ 𝑦𝐶𝑖
− 𝑓 2

0

𝑦𝐴 ⋅ 𝑦𝐴 − 𝑓 2
0

=
(1/𝑁) ⋅ ∑𝑁

𝑗=1 𝑦
(𝑗)
𝐴 ⋅ 𝑦(𝑗)

𝐶𝑖
− 𝑓 2

0

(1/𝑁) ⋅ ∑𝑁
𝑗=1 (𝑦

(𝑗)
𝐴 )

2
− 𝑓 2

0

(A.6)

where

𝑓 2
0 =

(
1
𝑁

𝑁

∑
𝑗=1

𝑦(𝑗)
𝐴 )

2

(A.7)

is defined as the mean value of all function evaluations over 𝐴 and (⋅) denotes a
scalar product.
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Total order indices are estimated as

𝑆T𝑖 = 1 −
𝑉 (𝐸 (𝑌 |𝑋∼𝑖))

𝑉 (𝑦)
= 1 −

𝑦𝐵 ⋅ 𝑦𝐶𝑖
− 𝑓 2

0

𝑦𝐴 ⋅ 𝑦𝐴 − 𝑓 2
0

= 1 −
(1/𝑁) ⋅ ∑𝑁

𝑗=1 𝑦
(𝑗)
𝐵 ⋅ 𝑦(𝑗)

𝐶𝑖
− 𝑓 2

0

(1/𝑁) ⋅ ∑𝑁
𝑗=1 (𝑦

(𝑗)
𝐴 )

2
− 𝑓 2

0

(A.8)

in a similar manner. For a detailed derivation of these equations, the reader is
referred to Saltelli et al. [241, pp. 166f.].

A.3.2. Result Convergence

The following figures show the convergence of all parameters investigated for
assessing the model sensitivity in Section 5.4.
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(a) First-order sensitivity estimators.
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(b) Deviation of first-order sensitivity estimators to the respective reference results.

Figure A.13.: Convergence of first-order sensitivity estimators regarding pre-retrofit heat
demand.
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(a) Total sensitivity estimators.
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(b) Deviation of total sensitivity estimators to the respective reference results.

Figure A.14.: Convergence of total sensitivity estimators regarding post-retrofit heat de-
mand.
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(a) First-order sensitivity estimators.
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(b) Deviation of first-order sensitivity estimators to the respective reference results.

Figure A.15.: Convergence of first-order sensitivity estimators regarding post-retrofit heat
demand.
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(a) Total sensitivity estimators.
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(b) Deviation of total sensitivity estimators to the respective reference results.

Figure A.16.: Convergence of total sensitivity estimators regarding savings by retrofit.
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(a) First-order sensitivity estimators (negative value displayed for 𝑆WWR).
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(b) Deviation of first-order sensitivity estimators to the respective reference results.

Figure A.17.: Convergence of first-order sensitivity estimators regarding savings by retro-
fit.
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1Figure A.18.: Convergence of mean and variance of the three output quantities over the
samples of the sensitivity analysis.
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