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ABSTRACT
Coherent optical satellite links enable high-throughput communication and high accuracy ranging to and between satellites. 
Due to the ever-increasing demand for throughput, wavelength division multiplexing of polarization multiplexed optical sig-
nals is being considered as a solution to provide high-speed optical satellite links. Fiber-optic systems solve the implementation 
scalability problem of these systems by shifting design complexity to integrated circuits, thereby massively reducing the system 
footprint. As a result of the major advances in complementary metal-oxide-semiconductor (CMOS) technology, the implementa-
tion scalability of such systems in terrestrial fiber systems has been solved by shifting the system complexity to digital hardware, 
enabling intradyne reception and complex signal recovery algorithms. While the use of fiber-optic transceivers provides a fast 
path to high-speed coherent optical satellite links (OSLs), it requires additional mitigation techniques to combat the effects of 
both the OSL channel and the space environment. To support future satellite networks with Tbit/s optical links, it will be critical 
to further minimize the size, weight, and power (SWaP), cost and reliability of the transceivers. Thus, the development of custom 
intradyne optical transceivers for OSLs is emerging as an attractive option as the demand for throughput in satellite networks 
continues to grow. This would not only enable the use of a more optimized signal processing chain but also enable the use of radi-
ation mitigation techniques optimized for the signal processing architecture and the use of soft-decision forward error correction 
(FEC) optimized for OSLs. The signal processing of coherent optical satellite receivers can be divided into three key subsystems: 
timing recovery, carrier synchronization, and equalization. This paper reviews state-of-the-art digital signal processing for opti-
cal communication to identify suitable algorithms for timing recovery, carrier frequency and phase compensation, equalization, 
and polarization demultiplexing with emphasis on high-throughput optical satellite links. Finally, the performance of different 
digital signal processing algorithms is assessed by numerical simulations considering different optical satellite link scenarios.

1   |   Introduction

Current satellite communication systems are mainly based 
on radio-frequency (RF) transmission, but as the demand for 
throughput increases, the limited amount of bandwidth avail-
able in the RF spectrum will become a bottleneck. One solu-
tion that has been proposed is to use free-space optical (FSO) 

communication systems to transmit data between satellites as 
well as between ground and satellites [1]. Optical frequencies 
provide bandwidth in the order of 10 THz, which significantly 
increases the potential throughput by several orders of mag-
nitude compared with RF systems. However, there are many 
technical challenges to deploying optical satellite links (OSL), 
one of the most significant being atmospheric turbulence, which 
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distorts the phase of the light and causes fluctuations in the in-
tensity of the light, making it difficult to achieve reliable links. 
Another challenge is the long distance the light must travel to 
the satellite, resulting in large free-space losses. Coherent com-
munications combined with WDM has been identified as a 
promising technology to achieve both high spectral efficiency 
and high sensitivity in OSL [2, 3]. The implementation of coher-
ent communication systems is inherently more complex than, 
for example, direct detection systems because information is 
encoded in both the amplitude and phase of the signal. As a re-
sult, more complex and demanding optical devices are required 
in the receiver, and many different signal impairments must 
be compensated to enable successful decoding of the received 
signal. As a result of major advances in complementary metal-
oxide-semiconductor (CMOS) technology, the implementation 
scalability of such systems in terrestrial fiber networks has been 
solved by shifting the system complexity to digital hardware, en-
abling complex signal recovery algorithms. High-speed analog-
to-digital converters (ADCs), digital signal processing (DSP) 
algorithms, and forward error correction (FEC) algorithms have 
been integrated on a single chip, enabling intradyne coherent 
transceivers with a small footprint [4]. As a result, coherent op-
tical communication has revolutionized terrestrial fiber optic 
networks, enabling Tbit/s data rates over a single fiber.

Terrestrial fiber-optic transceivers could also be used for OSLs, 
but additional fading mitigation techniques must be applied 
to the terrestrial transceivers to achieve reliable transmission 
through the atmosphere. This could be accomplished either by 
implementing custom automatic repeat request (ARQ) protocols 
or additional FEC on top of the terrestrial transceivers; in fact, 
up to 200Gb/s low Earth orbit (LEO) to ground downlinks have 
been demonstrated using terrestrial transceivers combined with 
ARQ [5]. On the other hand, implementing custom DSP tailored 
for OSLs could significantly reduce the size, weight, and power 
(SWaP), as terrestrial transceivers feature large subsystems that 
are not required for OSLs, such as chromatic dispersion compen-
sation and FEC optimized for fiber channels. Custom DSP could 
also be designed to better handle atmospheric turbulence and 
allow tighter integration with the FEC subsystem, for example, 

to enable soft-decision FEC codes. Not only would this allow the 
use of a more optimized signal processing chain, it would also 
allow the use of radiation mitigation techniques optimized for 
the signal processing architecture and semiconductor nodes bet-
ter suited to the space environment.

In general, an intradyne coherent receiver can be divided into 
three main subsystems, as shown in Figure 1. First, the optical 
front-end, which is responsible for splitting the incoming beam 
into two polarizations with a polarization beam splitter (PBS), 
mixing the received signal with the local oscillator (LO), and con-
verting the optical signal into an electrical baseband signal with 
balanced photodetectors (BDs). In the subsequent analog stage 
are the electrical signals amplified by transimpedance amplifiers 
(TIAs) and sampled by ADCs. Finally, the DSP is used to recover 
and decode the signal. The DSP stage, which is the focus of this 
paper, can be further divided into several subsystems. First, a 
static compensation stage can be used to compensate for known 
impairments such as timing skews in the analog signal paths. 
A timing recovery stage is then used to resample and synchro-
nize the signal to the transmitter symbol rate. This is followed 
by adaptive equalization, which restores the original state-of-
polarization (SOP) of the signal and compensates for the channel 
impulse response. Next, the carrier recovery stage is used to com-
pensate for nonidealities in the optical front-end, such as phase 
noise and carrier frequency offset between the transmitter and 
receiver. Finally, the signal can be decoded, and errors can be 
corrected using FEC. This paper presents a systematic review of 
state-of-the-art DSP for optical communication to identify suit-
able signal processing algorithms for different OSL scenarios 
with a focus on timing recovery, carrier recovery, and adaptive 
equalization algorithms with a focus on QPSK modulated sig-
nals. First, Section 2 gives a brief introduction to the atmospheric 
channel model and introduces four different OSL scenarios that 
will be used in this paper to analyze the performance of different 
DSP algorithms. Sections 3–6 reviews state-of-the-art timing re-
covery, carrier phase noise compensation, carrier frequency off-
set compensation, and adaptive equalization for coherent OSL. 
Although static compensation and FEC algorithms are import-
ant to a complete system, they are only briefly discussed in this 

FIGURE 1    |    Typical structure of an intradyne coherent receiver. Here, the receiver has been divided into three main subsystems: optical, analog, 
and digital.
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paper. Finally, the potential benefits of different implementation 
architectures are summarized in Section 7.

2   |   Channel Model

Optical links between satellite and ground must propagate 
through the atmosphere. The refractive index of air changes at 
small and large scales, distorting the phase and causing fluctu-
ations in the intensity of the light. In addition, pointing errors 
induced by beam wander and mechanical vibrations will intro-
duce additional intensity variations. Accurate parameterization 
of atmospheric turbulence depends on many parameters such 
as weather conditions and elevation angle. Because the focus of 
this paper is on DSP, we will not delve into the topic of accurate 
channel modeling but instead consider four broad scenarios to 
illustrate and analyze the strengths and weaknesses of differ-
ent signal processing algorithms. The first scenario considered 
is for an optical inter-satellite link (ISL). In this case, the beam 
does not propagate through the atmosphere and intensity fluctu-
ations of the received signal are only caused by pointing jitter for 
which the probability density function (PDF) of the normalized 

received beam intensity I can be modeled as a beta distribution 
with the mean intensity Ī given by [6]

where � is given by the beam divergence �0 (1∕e2 half-width) and 
the pointing error jitter rms �jitt as 

The second scenario considers an optical satellite-ground down-
link. In this case, the main cause of intensity fluctuations is due 
to atmospheric turbulence. The intensity variations can in this 
case be modeled as a lognormal distribution with mean 1 and 
the variance �2 given by 

where �p is the scinintillation index. Typically, aperture aver-
aging can be applied in a downlink to reduce the scintillation 
index compared with uplinks. Finally, the third and fourth sce-
narios describe an uplink scenario, where a combined PDF of 
both pointing errors and atmospheric turbulence has to be con-
sidered [7]. The parameters used to describe the four different 
scenarios are shown in Table  1, and the resulting normalized 
power PDFs are shown in Figure 2, where the paramters have 
been chosen by considering the following references [8–11] and 
where the normalized power has been generated by taking 108 
random samples from the PDFs. However, for analyzing the per-
formance of signal processing algorithms, the signal-to-noise 
ratio (SNR) is the main parameter of interest. For a pre-amplified 
coherent receiver, the SNR can be assumed to be proportional to 
the received power [12]; hence, in this paper, we assume that 
the SNR has the same distribution as the received power. For 
example, this means that when considering Scenario 2, the SNR 

(1)Ī =
𝛽

𝛽 + 1

(2)� =
�20

4�2
jitt

(3)�2 = e�
2
p − 1

TABLE 1    |    Parameters for generating the four channel scenarios 
considered in this paper.

Scenario Description �2p

�0 
[ � rad]

�jitt 
[ � rad]

1 Inter-
satellite link

— 25 3

2 Downlink 0.029 — —

3 Uplink 0.15 3 1.7

4 Uplink 0.25 34.5 25.6

FIGURE 2    |    Illustration of the PDF for the four different scenarios studied in this paper.
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will mainly be ± 3 dB around a chosen baseline SNR. Where the 
baseline SNR will be chosen such that an average BER of 10−3 
is achieved for each scenario in this paper. The average BER is 
calculated by evaluating the BER for the possible integer SNR 
dB values through simulations of different DSP algorithms. The 
BER as a function of SNR can then be approximated, and the av-
erage BER for a given scenario is then calculated with the SNR 
distribution.

It is possible to target a lower BER than 10−3 by using for exam-
ple soft-decision FEC to recover bit errors. However, the average 
BER assumes an infinite interleaver, but for real applications, 
a finite interleaver length has to be chosen. As a consequence, 
a trade-off has to be made between the frame error rate, inter-
leaver length, FEC scheme, and implementation complexity 
[13, 14]. Though these are important aspects of the practical 
implementation of a system, this paper aims to provide a broad 
analysis and review of DSP algorithms; thus, the performance 
of algorithms will instead mainly be evaluated with respect to 
the average SNR penalty of the algorithms, that is, how much 
the average SNR approximately has to be increased to achieve 
the same average BER as the optimal solution to the problem 
at hand. An important parameter to determine the appropriate 
interleaver length is the coherence time of the channel, that is, 
how long the channel can be assumed to remain constant. The 
scintillation caused by atmospheric turbulence and pointing er-
rors typically has a coherence time of more than 1 ms. Thus, 
for a communication system with a high symbol rate on the 
order of several GBaud, it can be assumed that the channel con-
ditions remain the same for millions of symbols. As most DSP 
algorithms work with much less symbols, and to simplify the 
analysis of this paper, we will not model the coherence time in 
this paper, and instead consider the channel quasi-static. Other 
impairments such as carrier phase noise will be discussed in the 
following sections.

3   |   Timing Recovery

One of the most critical subsystems within the receiver is the 
timing recovery block, also known as clock recovery. It is nec-
essary to continuously adjust the phase and frequency of the re-
ceiver clock such that the received symbols are sampled close 
to the optimum sampling point. Typically, this is achieved by 
setting the sampling frequency of the ADC close to the desired 
sampling frequency.

This is then followed by fine compensation of the sampling fre-
quency offset using digital signal processing [15]. Digital timing 
recovery algorithms can be broadly divided into two different 
classes: feedforward- and feedback-based algorithms. In a feed-
back system, the received signal is first resampled, and then the 
timing error is estimated by the timing error detector (TED). 
The error signal is subsequently filtered and used to drive a nu-
merically controlled oscillator (NCO), which adjusts the phase 
of the resampling filter as depicted in Figure 3a. Both latency of 
the feedback path and tuning of the filter are key factors in being 
able to track large clock offsets.

In contrast, a feedforward system first estimates the sampling 
clock offset of a block of the unaltered received signal and then 

resamples the signal accordingly as illustrated in Figure  3b. 
The main advantage of the feedforward approach is that the 
phase of the signal is obtained immediately, eliminating the 
need for an acquisition phase. For this reason, feedforward-
based approaches are an attractive solution for bursty com-
munication systems such as passive optical networks [16]. 
Similarly, feedforward-based methods have been proposed 
as a good solution for FSO links, where fast acquisition after 
fades is required [17]. However, the phase estimation algo-
rithms required for feedforward timing recovery are gener-
ally more complex when compared with feedback algorithms. 
The impact of different system parameters such as jitter [18], 
differential group delay [19, 20], loop latency [21, 22], excess 
bandwidth [23–26], and polarization effects [27] have been 
studied thoroughly for fiber-optical communication systems. 
Nevertheless, timing recovery algorithms designed for terres-
trial fiber links are optimized for relatively stable channels 
and do not address the behavior of the algorithms in more dy-
namic channels, such as the atmospheric channel, where tim-
ing recovery stability at low SNR is critical [28]. This section 
provides an overview of existing timing recovery algorithms 
and resampling methods. Finally, a comparison and analysis 
of the different methods will be given with respect to the four 
different scenarios that have been introduced earlier.

3.1   |   Feedback Algorithms

One of the simplest timing recovery algorithms in communi-
cation systems is the algorithm first proposed by Gardner that 
requires an oversampling factor of two samples per symbol [29]. 
Given the received signal r[n], the error signal � to the loop filter 
is given for every other sample (each symbol) as 

(4)� =ℜ[r∗[2n](r[2n − 1] − r[2n + 1])]

FIGURE 3    |    Timing recovery architectures: (a) Feedback-based tim-
ing recovery. (b) Feedforward-based timing recovery.
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where n is the sample index of the received signal. Thanks to its 
simplicity, the algorithm is widely used in many different types 
of communication systems, including coherent optical commu-
nication. However, the original algorithm proposed by Gardner 
requires processing the received signal at baud rate. High-speed 
receivers require parallel implementation of the signal process-
ing algorithms, so instead a modification of the original algo-
rithm is frequently used, in which multiple error signals are 
added together every clock cycle [30]. The parallel Gardner al-
gorithm is then given by 

where the error signal � is given for a block of N samples. 
Although the Gardner algorithm is insensitive to the carrier 
phase of the signal, its performance degrades as the roll-off fac-
tor of the received signal approaches zero. In order to achieve 
better performance with small roll-off factors, the instantaneous 
power of the signal can be used in place of r[n] in Equation (5) 
[23] but at the cost of increased complexity and loop latency. A 
potential problem with the Gardner algorithm is that the am-
plitude of the error signal � depends on the amplitude of the re-
ceived signal, which can make it difficult to properly tune the 
loop filter, especially in a dynamic channel. One solution that 
has been proposed is to use an adaptive loop gain based on the 
channel conditions [22]. Another solution proposed by Gu et al. 
[28] is to use a timing recovery algorithm that is independent of 
the signal amplitude. The timing error estimator proposed by 
Gu et al. and hereinafter referred to as the Gu algorithm is given 
by 

where sign(x) is the complex sign function defined as 
sign(x) = sgn(ℜ(x)) + 1jsgn(ℑ(x))). However, the sign operation 
makes the algorithm sensitive to carrier phase noise in the case 
of BSPK and QPSK signals. To show this, the mean output of the 
TED for different symbol timing offsets is simulated for differ-
ent carrier phase offsets with QPSK symbols. The resulting plot, 
commonly referred to as the S-curve is shown in Figure 4, where 

it can be seen that a carrier phase shift changes the output of the 
algorithm and thus making it unsuitable for QPSK signals as the 
carrier synchronization is typically done after the timing recov-
ery. The output of the Gardner TED is also shown in Figure 4, 
where it can be seen that it is not affected by the carrier phase 
offset. One possible solution is to only perform one of the sign 
operations [31] as shown in Equation (7). This maintains the low 
complexity of the algorithm as one of the multiplication factors 
remains ± 1 ± 1j and results in relatively small changes in the 
TED output with respect to the carrier phase offset as shown in 
Figure 4. 

In this paper, both of the sign operations are instead ignored, 
this results in a higher complexity algorithm but makes the TED 
more robust to the carrier phase as can be seen in Figure 4.

It can sometimes be advantageous to perform timing recovery 
in the frequency domain, especially when other signal process-
ing blocks such as equalizers and resampling filters are imple-
mented with frequency domain algorithms. A common method 
for performing timing recovery in the frequency domain has 
been proposed by Godard [32]. The estimated timing error � is 
given by 

where R[k] is the N-point Fourier transform of the received sig-
nal r[n]. The output of the Godard TED is similar to the output 
of the Gardner TED as can be seen in Figure 4. The complexity 
of the Godard estimator can be reduced by realizing that most 
of the terms in Equation (8) are negligible, because only the fre-
quencies close to the symbol rate are relevant for estimating the 
clock offset [33]. The simplified estimate is then given by 

(5)� =

N∕2−1∑
n=0

ℜ[r∗[2n](r[2n − 1] − r[2n + 1])]

(6)

� = arg

N−2∑
n=0

sign(r[n] + jr[n + 1])sign(r∗[n] + jr∗[n + 1])(−1)n

(7)� = arg

N−2∑
n=0

sign(r[n] + jr[n + 1])(r∗[n] + jr∗[n + 1])(−1)n

(8)� =

N

2
−1∑

k=0

ℑ

[
R[k]R∗

[
k +

N

2

]]

(9)� =

1−�

4
N−1∑

k=
1−�

4
N

ℑ

[
R[k]R∗

[
k +

N

2

]]

FIGURE 4    |    Mean output of the different TEDs as a function of the symbol timing offset for different carrier phase offsets �.
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where � is the roll-off factor. Notably, it has been shown that 
Equation (9) also works well with sample rates below two sam-
ples per symbol [34].

3.2   |   Feedforward Algorithms

Feedforward algorithms directly estimates the signal phase shift 
� to be used by the resampling filter, unlike feedback algorithms, 
where the timing error � must be filtered to achieve a good esti-
mate. As a result, a feedforward approach typically require more 
complex estimation algorithms. Oerder and Meyer showed that 
it is possible to extract an absolute estimate of the signal phase 
by calculating the frequency component at the symbol rate of 
the squared received signal [35]. This yields the estimated signal 
phase �̂ for a block of N samples as 

where, k is the oversampling factor, k ≥ 4. Typically, k = 4 as 
it results in exp − j2�n∕k = − in and significantly reduces the 
complexity of the implementation. Still, an oversampling factor 
of four is required that is often hard to achieve in high-data rate 
systems.

Lee [36] proposed a modification of Equation (10) that reduces 
the required oversampling rate to only two samples per symbol 
but at the cost of increased complexity. The estimated phase 
shift �̂  for a block of N samples is given by 

It is important to note that feedforward algorithms assume con-
stant phase given a block of N samples, thereby limiting the fre-
quency drift that can be tracked, especially at low SNR where a 
larger N is required.

3.3   |   Resampling Algorithms

Estimating the correct sampling phase of the signal is only 
half the solution to a working timing recovery system; the 
incoming signal must also be resampled to the correct sam-
pling phase. In addition, resampling filters could be used to 
compensate for the skew between the I and Q signals caused 

by the different analog signal paths. And while most timing 
recovery algorithms rely on two samples per symbol, the ADC 
can utilize lower sample rates if a digital resampling filter is 
used to upsample prior to the timing recovery circuit. For this 
reason, resampling can be divided into two stages, the first 
being a change in sample rate, for example, going from 4/3 
samples per symbol to 2 samples per symbol, and a second 
stage that performs a phase shift of the signal. A sample rate 
conversion of a factor L∕M is typically implemented by first 
upsampling the signal by a factor L by inserting L − 1 zeros be-
tween each sample, the signal is then filtered and downsam-
pled a factor M as shown in Figure 5a. As most inputs to the 
filter will be zeros and most of the output will be discarded, it 
is possible to apply efficient polyphase finite impulse response 
(FIR) filter structures to achieve the sample rate conversion. 
Alternatively, L∕M upsampling can be achieved by frequency 
domain operations. By first performing an N  point discrete 
Fourier transform (DFT), then padding the resulting spec-
trum with zeros, and finally applying a NL∕M IDFT, as shown 
in Figure  5b. However, this requires either a non–power-of-
two DFT or an IDFT, which is generally more complex to im-
plement than a power-of-two DFT. Nevertheless, relatively 
efficient algorithms have been developed for special cases 
such as IDFTs of size p2n, where p,n are positive integers [37]. 
To be able to process data continuously, the overlap-and-save 
method is generally used, that is, each DFT has a certain over-
lap with the adjacent DFTs, and the corresponding overlap-
ping samples are discarded [38]. A small phase shift � can also 
be efficiently implemented in the frequency domain. Given a 
signal r(t) and its Fourier transform  (r(t)), the time-shifted 
signal r(t − �) is given by 

which allows hardware efficient implementations of the entire 
timing recovery system with frequency domain operations [34]. 
In fact, Equation (12) describes the frequency response of the 
optimal interpolator [39]. Interpolation filters can also be de-
signed for time domain implementation. The most basic way 
to achieve this is by linear interpolation between adjacent sam-
ples, that is, for a time shift � the resulting signal ̂r[k] is given by 

where r[k] is the input signal. Although linear interpolation pro-
vides a simple solution, filters with better performance can be 
implemented at the cost of higher complexity and are generally 
required for higher order modulation formats [40]. One of the 

(10)�̂ =
1

2�
arg

N−1∑
n=0

|r[n]|2e− j2�n

k

(11)�̂ =
1

2�
arg

N∑
n=1

|r[n]|2e−jn� +ℜ[r[n]r∗[n − 1]e−j(n−0.5)�]
(12) (r(t − �)) =  (r(t))exp( − j2�f �)

(13)r̂[k] =
�r[k] + (1 − �)r[k + 1]

2

FIGURE 5    |    (a) Time domain resampling. (b) Frequency domain resampling.
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most common methods is to use a Lagrangian interpolation filter 
[41], where for an N tap FIR filter the coefficients hi are given by 

Typically, 14 is efficiently implemented with a Farrow structure 
[42], which reduces the number of multiplications required to 
just three per sample for a four-tap filter.

The disadvantage of implementing the interpolation filter with 
a Farrow structure is the relatively high latency caused by the 
critical path, which contains at least N − 1 multiplications for an 
N -tap filter. For feedback timing recovery systems, the latency of 
the interpolation algorithm is critical, as it must be low enough 
to enable the timing recovery loop to track the clock drift [21]. 
As an alternative, Fu and Willson proposed a trigonometric in-
terpolation method specifically for timing recovery, using a trig-
onometric polynomial instead of a polynomial to reduce latency 
[39]. The time shift � of r[n] using the trigonometric method is 
given by 

with ck(k ≥ 0) given by 

3.4   |   Analysis

Computer simulations were performed to compare the tim-
ing recovery methods described above. The timing recovery 

algorithms described above are simulated using a root-raised 
cosine filter with a roll-off factor of 0.2, a simulated clock offset 
and additive white-gaussian noise (AWGN) between the trans-
mitter and receiver with 107 symbols per SNR. All other receiver 
impairments such as clock jitter, carrier phase noise and polar-
ization effects are not considered. The Gardner, Godard, and 
Gu feedback algorithms are implemented with a parallelization 
factor of 64 and 256 and a loop latency of 20 clock cycles. For 
comparison, the Lee algorithm is implemented with block sizes 
of 512, 1024, 2048, and 4096.

All algorithms are implemented with a 4-tap lagrange interpo-
lation filter except for the Godard algorithm that uses frequency 
domain interpolation. As shown in [43], as the convergence time 
of the feedback-based timing recovery algorithms is typically 
much shorter than the coherence time of the channel, the perfor-
mance of different algorithms can be estimated by evaluating the 
algorithms performance at different SNR values. Thus, by evalu-
ating the relationship between the SNR and BER for the different 
algorithms, it is possible to compare the performance of different 
algorithms for the four scenarios. For each algorithm, the SNR 
penalty is calculated as the difference in SNR required to achieve 
a BER of 10−3 relative to a perfectly synchronized system.

The SNR penalty is plotted as a function of the clock frequency 
offset in Figure 6 for feedback algorithms and in Figure 7 for 
the Lee implementations. As discussed earlier, the performance 
of the interpolation filter also plays an important role in digital 
timing recovery systems. To compare the different interpolation 
filters, a similar approach is taken by computing the SNR pen-
alty with respect to interpolation using a 2048-point fast Fourier 
transform (FFT) for different roll-off factors at an average BER 
of 10−3. The resulting plots for the four different scenarios are 
shown in Figure 8.

From Figure  6, it can be seen that the Gardner and Godard 
algorithms appear to be the best options for all scenarios, and 

(14)hi(�) =

N∕2−1∏
j=−N∕2

� + i − j

i − j

(15)r[n + �] =
1

N
(c0 + 2

N∕2−1∑
k=1

cke
−2�k�∕N + cN∕2e

j�� )

(16)ck =

N∕2∑
d=−N∕2+1

r[n + d]e−j2�kd∕N

FIGURE 6    |    SNR penalty for feedback timing recovery algorithms with a parallelization factor of 64 and 256 with a loop penalty of 20 clock cycles.

 15420981, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sat.1553 by D

tsch Z
entrum

 F. L
uft-U

. R
aum

 Fahrt In D
. H

elm
holtz G

em
ein., W

iley O
nline L

ibrary on [11/03/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



8 of 22 International Journal of Satellite Communications and Networking, 2025

the more challenging channel in Scenario 4 does not seem to 
have a major impact on the performance of the timing recov-
ery algorithms. The Gu algorithm performs slightly worse but 
performs better than the Gardner algorithm as the clock fre-
quency offset increases. Nevertheless, all three feedback algo-
rithms perform relatively well, and a clock offset of less than 
100 ppm should be achievable. On the other hand, the imple-
mentation of the feedback algorithms in Figure 6 assumes a 
parallelization factor of 64 and a total loop latency of 20 clock 
cycles, but in reality, a higher parallelization factor may be 

necessary to handle the desired data rate. Therefore, Figure 6 
also shows the feedback algorithms but with 256 samples pro-
cessed in parallel instead of 64. In this case, it can be seen 
that the increase in total loop delay due to the increase in the 
number of samples processed per cycle results in a much lower 
clock frequency offset that can be tracked. In fact, the penalty 
is very large for the Gardner algorithm with a parallelization 
factor of 256 and latency of 20 and is therefore not included in 
the plot. For the Godard algorithm, the increase in the paral-
lelization factor also corresponds to an increase in the size of 

FIGURE 7    |    SNR penalty for feedforward timing recovery with the Lee algorithm for different block sizes N.

FIGURE 8    |    SNR penalty as a function of the roll-off factor of the pulse shaping filter for different time domain interpolation algorithms with 
respect to frequency domain interpolation.
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the FFT and thus an increase in the resolution of the estima-
tor, which allows it to perform relatively well up to about 60 
ppm. Similarly for the Gu algorithm, increasing the number of 
samples used for each estimate increases the noise tolerance 
but limits the tracking range. Figure 7 shows the performance 
of the Lee algorithm and illustrates the main problem with 
feedforward timing recovery algorithms; a trade-off must be 
made between the clock offset that can be tracked and the 
noise tolerance. For example, the Lee algorithm with a block 
size of 512 can track clock offsets above 100 ppm in Scenario 
1, but the performance degrades rapidly when fading is intro-
duced. To improve estimation accuracy during fades, a larger 
block size can be used, but this will limit the maximum clock 
offset that can be tracked, for example, a block size of 2048 
allows tracking up to about 60 ppm. Additional filtering of 
the Lee estimates could potentially improve performance, but 
because the Lee algorithm is already more complex than the 
feedback algorithms, it seems like a better option to stick with 
the feedback-based algorithms. Still, for very high degrees of 
parallelization, the Lee algorithm may actually be preferred, 
as its performance is independent of the latency of the algo-
rithm. But the latency of the feedback algorithms could also 
be reduced, for example by considering a simpler resampling 
filter. Figure  8 shows that the penalty of using linear inter-
polation is about 0.3 dB for small roll-off factors in scenarios 
1 and 2. However, for scenarios 3 and 4, it can be seen that 
the penalty from using linear interpolation is lower and closer 
to 0.2 dB. Thus, for satellite links through the atmosphere, it 
might very well be worth sacrificing some precision in the in-
terpolation filter to achieve a feedback timing recovery loop 
with lower latency. Additionally, both Lagrange and trigo-
nometric interpolation requires 3 multiplications per sample 
with a 4-tap filter implementation, but linear interpolation 
would require just 1 multiplication per sample and thus sig-
nificantly reduce the complexity of the entire timing recovery 
loop. To provide an indication of the clock offset that could be 
expected in OSLs, the specifications of terrestrial optical com-
munications standards such as 400ZR [44], OpenZR+ [45], 
OpenROADM [46], and CableLabs P2P [47] can be used for 
reference. All of them specify that the transmitter must oper-
ate within ± 20 ppm of the specified baud rate, so if clocks of 
similar performance can be achieved onboard satellites, then 
digital timing recovery can be reliable even in the presence 
of severe turbulence. However, clock crystals drift with tem-
perature, age and radiation, which is important to account for, 
particularly for GEO links. Doppler shifts are also important 
to consider, most notably in the case of ISL. The worst case 
Doppler shift occurs when two satellites in LEO are traveling 
in the same orbit but in opposite directions. The maximum 
orbital velocity for a LEO satellite is at an altitude of 400 km 
which results in a worst case Doppler shift for an ISL of ap-
proximately 50 ppm, which is still well within in the range 
of what is possible to track with digital timing recovery in an 
ISL scenario. In the end, digital feedback-based timing recov-
ery algorithms seem to be the best option for OSL with either 
the Gardner, Gu, or Godard algorithm, depending mainly on 
whether any subsequent subsystems can also use the FFT re-
quired for the Godard algorithm. However, it remains to be 
proven experimentally that these digital timing recovery al-
gorithms can remain stable over long periods of time in real 
atmospheric channels. Further, the impact of clock jitter has 

not been considered in this paper and will have an impact on 
the system performance especially when considering systems 
with low roll-off factor or implementations with high loop 
latency.

4   |   Carrier Phase Estimation

Random rotations of the constellation points occur due to phase 
noise. Typically, the phase noise is modeled as a random walk 
with a variance as a function of the laser linewidth and symbol 
period by 

where Δw is the combined linewidth of the transmitter and 
receiver laser and Ts is the symbol duration [48]. Additional 
rotations will occur due to imperfect carrier frequency off-
set compensation, which must also be accounted for. Digital 
phase estimation algorithms have received considerable at-
tention in the terrestrial optical communications community, 
enabling the use of low-cost distributed feedback (DFB) lasers 
and higher order modulation formats [49]. However, phase es-
timation algorithms developed for terrestrial links are gener-
ally designed to be optimal in a static channel. Optical links 
through the atmosphere, on the other hand, require phase 
estimation algorithms to operate reliably in very low SNR sce-
narios. There are many different approaches to the phase es-
timation problem, such as utilizing pilot symbols or choosing 
modulation formats that are less sensitive to phase noise, and 
the best solution ultimately depends on many different system 
parameters. This section gives an overview of several possible 
phase estimation algorithms with a focus on QPSK modula-
tion. Finally, computer simulations are performed to assess 
the performance of different algorithms for the four different 
scenarios.

4.1   |   Phase Estimation Algorithms

One of the main challenges with symmetric modulation formats 
such as QPSK is that there is phase ambiguity, and therefore, 
a phase reference is required to determine the correct phase of 
the received symbols. To overcome this, a training symbol or 
sequence could be transmitted at the beginning of the trans-
mission to provide the receiver with a phase reference. The re-
ceiver can then track the random fluctuations by continuously 
estimating and unwrapping the phase [49]. For M-PSK signals, 
the phase is often estimated using the Viterbi–Viterbi algorithm 
[50], where the estimated phase � for a block of N samples is 
given by 

where M is the modulation order (4 for QPSK). Some varia-
tions on the original Viterbi–Viterbi algorithm have been 
proposed, such as introducing weights to the summation in 
Equation (18) and extending the algorithm to M-QAM constel-
lations [51]. For higher order M-QAM constellations, more so-
phisticated phase estimation techniques are typically required 

(17)�2(Δw,Ts) = 2�ΔwTs

(18)� =
arg

∑N−1
k=0 r

M [k]

M
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[52], such as blind phase search [53] or principal component 
analysis-based [54]. However, a deeper analysis of phase esti-
mation techniques for M-QAM constellations are beyond the 
scope of this paper. If an incorrect phase estimate is obtained 
due to additive noise or fast phase changes, then the absolute 
phase reference is lost. This is often referred to as a cycle slip 
and will result in large bursts of errors until a new absolute 
phase estimate is obtained. To reduce the impact of cycle slips, 
the data can be encoded in the phase difference between two 
consecutive symbols, avoiding the need for an absolute phase 
reference. In this way, the phase difference Δ�[k] can be cal-
culated from the received signal r[k] by 

This is often referred to as soft differential QPSK and may ap-
pear to be an attractive low-complexity solution. However, this 
approach introduces a relatively large SNR penalty of about 
2.5 dB [55]. Instead, it turns out that a better option is to first 
estimate and compensate the phase of a block of symbols, then 
make a hard decision as to which constellation point each sym-
bol corresponds to, ignoring the phase ambiguity problem, and 
finally obtain the data by performing differential decoding on 
the decided symbols. This method, referred to as hard DQPSK 
or simply DQPSK, performs much better than soft DQPSK but 
is still limited by a 0.75 dB penalty [55]. A potential drawback of 
using hard DQPSK is that it cannot be trivially combined with 
soft-decision FEC. However, the penalty from using soft DQPSK 
is already so large that it is typically not worth the benefits of 
soft-decision FEC [55, 56]. A second option to mitigate cycle 
slips is to periodically insert pilot symbols into the data stream 
to allow the receiver to determine the correct phase, that is, if 
the signal is known to be x[k] at position k, then the phase can 
be estimated as

The estimate can then be filtered by combining the estimates 
of several pilot symbols [57]. Because an absolute phase refer-
ence is frequently available, the impact of a cycle slip is reduced. 
Moreover, phase estimation with pilots has a lower hardware 
complexity, because only the pilot symbols are required for 
phase estimation. On the other hand, the insertion of pilots in-
troduces a signal overhead that can be described as an SNR pen-
alty P given the pilot rate Rpilot as [58]

4.2   |   Analysis

Computer simulations were used to evaluate the performance 
of the different phase estimation methods for QPSK by cal-
culating the BER in an AWGN channel for 107 symbols per 
SNR value with the phase noise modeled as described in 
Equation (17). The SNR was set such that a reference system 
with no phase noise would achieve a BER of 10−3. The SNR 
penalty was then calculated for each algorithm with respect 
to the reference system for the four different scenarios. The 
Viterbi–Viterbi algorithm was implemented with a window 
N  of 32 for differential encoding. Cycle slips play a critical 
role in the implementation performance of nondifferential 

Viterbi–Viterbi; hence, a larger averaging window must be 
used, but at the cost of not being able to track fast phase vari-
ations. Therefore, a window of 64 and 256 is used for nondif-
ferential encoding to visualize this behavior. How soon a new 
reference phase is provided is another important parameter 
when considering nondifferential encoding in the event of a 
cycle slip. In this paper, it will be assumed that the nondiffer-
ential Viterbi–Viterbi implementations are given a new phase 
reference every 105 symbols. In a practical system, this could 
be implemented with a short preamble at the start of each 
frame, so that for sufficiently long frames the overhead from 
the phase reference is negligible. Thus, in the case of a cycle 
slip, the nondifferential Viterbi–Viterbi algorithm has to wait 
for a new phase reference to recover from the cycle slip. Pilot-
based phase estimation was implemented with three different 
pilot rates of 7/8, 15/16, 31/32, and linear interpolation is used 
between the pilots to determine the correct phase. The pen-
alty is finally plotted against different values of ΔwTs for the 
four different scenarios in Figure 9, where the penalty due to 
pilots has also been included. The implementation parameters 
have been chosen to show the strengths and weaknesses of 
the different algorithms, but it should be noted that the num-
ber of symbols used to estimate the phase could be further 
optimized for specific scenarios. For scenarios 1 and 2, it can 
be observed that the nondifferential Viterbi–Viterbi algorithm 
outperforms the others as long as ΔwTs < 3 ∗ 10−5. For higher 
values of ΔwTs and scenarios 3 and 4, the effect of cycle slips 
becomes more evident. In general, a linewidth between 0.1 
MHz and 1 MHz could be expected. Thus, for a 28 GBaud sys-
tem, ΔwTs should approximately be between 10−6 and 10−5. 
Although cycle slips are rare, in most cases they would result 
in the loss of an entire frame, so even though the BER might 
be lower on average for the Viterbi–Viterbi algorithm, a larger 
penalty without burst errors may be preferable because it sim-
plifies the design of FEC. It should also be noted that evalu-
ating the cycle slip probability is challenging, as the artifacts 
of the fixed-point hardware implementation of the algorithm 
also have a large impact, and properly evaluating the prob-
ability in software is often too time consuming [52]. Thus, 
Figure  9 may show an overly optimistic view of the nondif-
ferential Viterbi–Viterbi algorithm. Instead, using differential 
encoding might be a better idea, especially for larger values of 
ΔwTs, but its performance degrades fast at low SNR, such as 
during fades, which can be seen in scenario 4, where the pen-
alty is almost 1.5 dB. Pilot-based phase estimation has simi-
lar performance to differential encoding but performs much 
better during fades. In fact, using pilots in scenario 4 could 
provide a 1 dB improvement over Viterbi–Viterbi with differ-
ential coding. Pilot-based phase estimation would also allow 
the use of soft-decision FEC that results in roughly a 2 dB gain 
compared with hard-decision FEC but at the cost of increased 
hardware complexity [59]. In addition, pilot-based phase esti-
mation could be combined with a second blind phase estima-
tor to further improve performance [58]. The low complexity 
of the implementation of pilot-based phase estimation is also 
an attractive feature. An adaptive pilot rate, where the pilot 
rate changes depending on the current channel conditions 
could be an appealing concept to optimize the system, but the 
same pilot rate performs similarly for all scenarios as shown 
in Figure  9. However, because the optimal number of sym-
bols for phase estimation is a function of the ratio between 

(19)Δ�[k] = arg(r[k]r∗[k − 1])

(20)� = argr[k]x∗[k]

(21)P = 10 log 10(Rpilot)
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SNR and phase noise [60], dynamically adjusting the number 
of symbols used for phase estimation should improve sys-
tem performance in a channel with large SNR fluctuations. 
Further research is necessary to identify practical methods for 
dynamically adjusting the phase estimation window and to 
quantify the potential gain. For pilot-based receivers, it should 
also be noted that it requires knowledge of the position of the 
pilots. Therefore, frame synchronization is required before 
phase estimation, which makes frame synchronization more 
difficult. Timing recovery must also remain stable at low SNR 
to ensure that the position of the pilots is not lost. Hence, the 
choice of phase estimation algorithm is a complex issue that is 
inherently dependent on other subsystems such as frame syn-
chronization, timing recovery, FEC, and lasers.

5   |   Carrier Frequency Offset Compensation

The frequency of the transmitter and receiver lasers is rarely 
perfectly synchronized, and their frequency will drift over time. 
In addition, due to the movement of the satellites, especially in 
the case of LEO satellites, an additional frequency offset of up 
to 10 GHz will occur due to the Doppler effect [61]. In principle, 
coherent receivers can be realized with either a homodyne or an 
intradyne receiver architecture. A homodyne system constantly 
adjusts the phase of the receiver's local oscillator to match the 
frequency of the transmitter. While a homodyne system archi-
tecture is in principle energy efficient, it increases system com-
plexity, is susceptible to phase noise, and is not easily scaled to 
higher order modulation formats [62]. As a result, terrestrial 

fiber optic receivers have preferred an intradyne receiver struc-
ture, that is, the frequency offset between the transmitter and 
receiver is compensated via DSP [63]. If a transmitted signal 
xtx(t) experiences a frequency shift fΔ at the receiver, then the 
received signal xrx(t) can be described by 

Thus, by estimating the frequency offset fΔ, it is possible to 
compensate for the offset by multiplying the received signal by 
e−j2�fΔt. Carrier frequency offset estimation, like many other es-
timation problems, can be divided into two different categories 
of algorithms: blind methods and data-aided methods. In gen-
eral, blind methods have one major drawback, they are typically 
limited in the frequency offset range that they can estimate. 
Some data-aided algorithms, on the other hand, can estimate 
very large frequency offsets, but their estimation range is lim-
ited by the bandwidth of the ADC. Therefore, compensating for 
a large Doppler shift is a challenge for both the ADC and the 
DSP. Nevertheless, as the movements of the satellites are typ-
ically known, the Doppler shift can be precompensated at the 
transmitter side either by tuning the transmitter laser or by digi-
tal precompensation [61]. For example, the ESA specification for 
terabit/s optical links (ESTOL) specifies that the Doppler shift 
for ISLs must be precompensated at the transmitter [64].

Even with precompensation of the Doppler shift, there will 
still be a frequency offset between the transmitter and receiver 
laser that needs to be compensated. Therefore, this section 
presents an overview of suitable methods for estimating the 

(22)xrx(t) = xtx(t)e
j2�fΔt

FIGURE 9    |    SNR penalty for different phase estimation algorithms including penalty from overhead as a function of the ΔwTs at an average BER 
of 10−3.
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carrier frequency offset and compares them using computer 
simulations.

5.1   |   Frequency Offset Estimation Algorithms

By raising the signal to the Mth power, the modulation of signals 
modulated with M-ary phase shift keying can be removed. The 
frequency offset can then simply be estimated by the argument 
of a sample raised to the power of M times the conjugate of the 
previous sample raised to the power of M. To reduce the effect 
of noise, multiple estimates are often averaged, and the angle is 
calculated only for the average. This gives the estimator as [60]

where L is a design parameter that represents the L th previous 
sample relative to sample k. This estimator is limited by the fact 
that it can only estimate frequencies up to ± fs∕2ML, where fs is 
the sampling frequency, that is, a trade-off between frequency 
estimation range and noise tolerance must be made, as increas-
ing the distance between samples improves the noise tolerance 
but reduces the frequency offset estimation range. One solution 
that has been proposed to achieve both a large range and noise 
tolerance is to perform frequency estimation in multiple stages 
[65]. In this case, the first stage would perform a coarse esti-
mation with L = 1 and the following stages would use the same 
estimation technique but with a larger L to improve the accu-
racy. The frequency offset can also be estimated similarly in the 
frequency domain by [66]

However, this method also has a limited frequency range up to 
fs∕2M and is relatively complex due to the fact that it requires 
the DFT of r[k]M. Data-aided techniques can be used to enable 
the possibility of estimating larger frequency offsets. For exam-
ple, if a sequence x[k] of the received signal r[k] is known, then 
the frequency offset can be estimated by [67]

This method can estimate frequency offsets up to ± fs∕2 but re-
quires a long training sequence to achieve the same accuracy 
as the blind methods. Another popular data-aided method is to 
design a preamble, where the structure of the preamble is ex-
ploited for frame detection and frequency offset estimation. The 
advantage of this method is that it is more robust to channel im-
pairments and can therefore be performed before the equalizer 
stage. A common preamble structure was proposed by Schmidl 
and Cox [68] where a sequence is repeated twice to create the 
preamble. The preamble can be found by maximizing a metric 
based on autocorrelation and then estimating the frequency off-
set by 

which can estimate frequency offsets up to ± fs∕2N. Rha et al. 
[69] showed that it is possible to extend the range of Equation (26) 
by combining three preambles of different lengths. By combin-
ing the estimates from each preamble and applying the Chinese 
remainder theorem (CRT), an estimate with a range up to ± fs 
can be obtained if the length of the preambles is chosen such 
that the length of the first two is coprime and the length of the 
third is the product of the first two.

5.2   |   Analysis

To compare the performance of the different algorithms, com-
puter simulations were performed in an AWGN channel with a 
QPSK modulated signal, where the mean square error (MSE) of 
the estimate was calculated over 90% of the valid frequency esti-
mation range for each estimator with 106 estimates per SNR value. 
The full theoretical range is not used because most algorithms 
suffer accuracy degradation when the frequency offset is close to 
the limit of the algorithm's capabilities. The considered algorithms 
and their estimation range are summarized in the Table 2 for any 
parameter configuration. The algorithms are implemented with 
different parameter configurations to provide some insight into 
how the parameter choices affect the performance of different al-
gorithms. The blind time domain algorithm is implemented with 
L = 1, the blind frequency domain algorithm is implemented with 
a 64-point and 4096-point FFT, the data-aided algorithm is im-
plemented with a preamble size of 128 and 512,the Schmidl and 
Cox algorithm is implemented with a total preamble size of 128 
(N = 64) and finally the CRT algorithm is realized with pream-
bles of length [8,9, 72], [11,12, 132]. The theoretical frequency 
offset estimation range for the implemented algorithms when con-
sidering a 10 GBaud and a 28 GBaud system is shown in Table 3. 
Phase noise is also included in the simulation and modeled as in 
Equation (17), as it also affects the performance of the algorithms. 
The resulting MSE for different SNR values is shown in Figure 10 
for four different values of Δwts. A lower bound to the MSE of any 
parameter estimation problem is given by the Cramer–Rao bound 
(CRB). However, because carrier phase estimation and compen-
sation are performed after carrier frequency offset estimation, the 
CRB has to also consider the carrier phase noise. This results in 
a complex CRB and no closed-form expression exists [70]. An al-
ternative is to assume that the phase remains constant for the ob-
servation window and use the modified CRB [71]. Still, this does 
not properly illustrate the performance degradation due to strong 
phase noise. To better illustrate the impact of time-varying phase 
noise, the approximation of the true CRB as described by Barbieri 

(23)fΔ =
arg

∑N
k=1 r[k]

M (r[k−L]M )∗

2�ML

(24)fΔ =
1

4
arg max

�
[rM [k]](�)

(25)fΔ =
arg

∑N
k=1 r[k]x

∗[k](r[k−1]x∗[k−1])∗

2�

(26)fΔ =
1

2�N
arg

N−1∑
k=0

r[k]r∗[k + N]

TABLE 2    |    Frequency offset estimation algorithms and their 
theoretical frequency offset estimation range.

Algorithm Range

Blind time domain ± fs∕2ML

Blind frequency domain ± fs∕2M

Data-aided ± fs∕2

Schmidl and Cox ± fs∕2N

Schmidl and Cox (CRT) ± fs∕2
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and Colavolpe [70] is evaluated for N = 128 and N = 512 pilot 
symbols and also shown in Figure 10.

As shown in Figure 10, the method proposed by Schmidl and 
Cox may seem to be a good choice and gets very close to the 
CRB when the phase noise is not strong, but it is important to 
note that the frequency offset estimation range is quite limited. 
By extending the Schmidl and Cox algorithm with the CRT, the 
range is extended, but the algorithm requires a relatively high 
SNR and is sensitive to phase noise. The data-aided method sup-
ports the full frequency estimation range as well and could be an 
interesting option as it is less sensitive to phase noise. However, 
the Schmidl and Cox algorithm is robust against polarization 
impairments and therefore could be used before the polariza-
tion demultiplexing stage, which could potentially improve the 

performance of the equalizer stage. Probably the most important 
thing to consider is what frequency estimation range is needed 
and how accurate the frequency needs to be estimated. For ex-
ample, considering a 28 Gbaud system, the blind methods can 
actually estimate offsets up to 3.5  GHz, which could be suffi-
cient if large Doppler shifts are precompensated. In addition, 
the subsequent phase estimation stage can typically handle a 
small residual carrier frequency offset error, so it is sufficient 
for the carrier frequency offset compensation to provide only 
coarse compensation of the carrier frequency offset. In fact, the 
maximum residual frequency offset Δfm for the phase estimation 
stage can be approximated for QPSK as [60]

(27)Δfm =
fs
8N

TABLE 3    |    Frequency offset estimation range for the simulated algorithms when operating at 10 and 28 GBaud.

Algorithm Range at 10 GBaud Range at 28 GBaud

Blind time domain L = 1 ± 1.25 GHz ± 3.5 GHz

Blind frequency domain N = 64 ± 1.25 GHz ± 3.5 GHz

Blind frequency domain N = 4096 ± 1.25 GHz ± 3.5 GHz

Data-aided N = 64 ± 5 GHz ± 14 GHz

Data-aided N = 512 ± 5 GHz ± 14 GHz

Schmidl and Cox N = 64 ± 0.078125 GHz ± 0.21875 GHz

Schmidl and Cox (CRT) [8,9, 72] ± 5 GHz ± 14 GHz

Schmidl and Cox (CRT) [11,12, 132] ± 5 GHz ± 14 GHz

FIGURE 10    |    Mean square estimation error (MSE) for the estimated carrier frequency offset plotted against the SNR for different values of phase 
noise ΔwTs.
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where N is the number of samples used for phase estimation and 
fs is the symbol rate. Most phase estimation algorithms estimate 
the phase using less than 100 symbols per estimate, so the maxi-
mum residual frequency offset is approximately Δfm = 10−3fs . As 
the carrier frequency will drift very slowly relative to the baud 
rate, for example, at worst up to approximately 1 GHz/s due to the 
Doppler effect in ISLs [72], it would be possible to average multi-
ple estimates over a longer period of time to further improve accu-
racy and to run the carrier frequency offset estimation algorithm 
at a much slower rate that would allow hardware efficient im-
plementation of the algorithms. To improve performance during 
fades, it is likely crucial to avoid updating the estimate when the 
signal quality degrades below a certain threshold. Therefore, 
blind carrier offset methods appear to be the best option for OSL, 
as the range and accuracy offered should meet typical carrier fre-
quency offset requirements. For example, most coherent optical 
standards for terrestrial networks [44–47] specifies that the car-
rier frequency offset should be within ± 3.6 GHz. However, when 
considering coherent receivers with lower baud rates, for exam-
ple, 10 Gbit/s coherent links, it is clear that carrier frequency off-
set compensation is a much more difficult problem for intradyne 
receivers, placing higher requirements on the photonics.

6   |   Adaptive Equalizer

Polarization multiplexed optical communication systems use 
two polarizations to encode information. While this provides 
spectrally efficient communication, it requires the receiver to 
be able to split the incoming signal back into the two original 
polarizations. This can be challenging because the state-of-
polarization (SOP) of the signal can undergo random fluctua-
tions as it propagates through the atmosphere, fiber cables, or 
other optical components in the receiver. The standard way 
to deal with this problem in terrestrial fiber is to demultiplex 
the two polarizations with an equalizer stage in the DSP [15]. 
Given two incoming signals for two polarizations rX , rY , four 
FIR filters wxx ,wxy,wyx ,wyy can be used to demultiplex the two 
polarizations into the desired signals zX , zY . This filter structure 
is typically referred to as a butterfly equalizer [73] and is illus-
trated in Figure 11a and can be described by 

where the number of taps required by the FIR filter is mainly de-
termined by the length of the channel impulse response. As both 
the SOP and the channel impulse response change over time, 
the FIR filters must be adaptive and able to track the changes. 
The implementation of adaptive FIR filters with many taps and 
high throughput is typically expensive in terms of hardware, 
and the adaptive filter of terrestrial coherent receivers is typi-
cally responsible for 30%–40% of the total receiver DSP power 
consumption [74, 75]. Therefore, it is crucial to find efficient im-
plementation strategies for the adaptive equalizer. The easiest 
way to reduce the complexity of the equalizer is to reduce the 
number of taps in the FIR filters. An efficient way to reduce the 
number of taps required is to restructure the butterfly equalizer 
into multiple stages. For example, a two-stage equalizer could be 
used where the first stage is a 1-tap butterfly equalizer and the 
second stage consists of two FIR filters, as shown in Figure 11b 
[76]. This reduces the number of multiplications by nearly 50%. 
However, this structure is vulnerable to differential group delay 
(DGD). For example, in [76], it is shown that a 6 ps DGD results 
in a 1  dB penalty for a 32  GBaud DP-QPSK system; however, 
if the DGD can be kept below 1 ps, then the penalty from the 
two-stage equalizer is negligible. In terrestrial fiber networks, 
the main contribution to DGD is from the polarization mode 
dispersion in the fiber cable, but for OSL, the dispersion in the 
fiber should be negligible. Optical amplifiers such as EDFA also 
induce some polarization mode dispersion, although typically 
well below 1 ps. However, the amplifiers used for OSL may in-
troduce increased polarization mode dispersion, which would 
influence the choice of equalizer architecture. The two-stage 
architecture could also be flipped, that is, two FIR filters are 
used first, followed by a 1-tap butterfly equalizer, as shown in 
Figure 11c. The main advantage of this approach is that the N-
tap filters typically require 2 samples per symbol, but the 1-tap 
butterfly equalizer requires only 1 sample per symbol, so by flip-
ping the structure, it is possible to downsample the signal to 1 
sample per symbol between the two stages, which would reduce 
the complexity of the 1-tap butterfly equalizer stage [77].

The implementation of the FIR filters themselves can also be 
optimized; for short filters, time domain implementations are 
generally preferred, but as the length of the filter increases, fre-
quency domain implementations become more efficient. [78] 
Finally, another major contributor to the complexity of adaptive 
equalizers is the adaptation algorithm. The channel can be es-
timated either blindly or by inserting known data symbols for 

(28)

{
zX =wxx ∗ rX +wxy ∗ rY

zY =wyx ∗ rX +wyy ∗ rY

FIGURE 11    |    Different types of equalizer structures: (a), N-tap butterfly equalizer, (b) 1-tap butterfly equalizer followed by two N-tap FIR filters, 
and (c) two N-tap equalizers followed by a 1-tap butterfly equalizer.
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channel estimation. Additionally, in turbulent channels, the 
adaptive equalizer must also be designed to be scintillation toler-
ant, as it may diverge to a local optimum during fades. A simple 
solution that has been proposed for this problem is to turn off 
tracking when the incoming signal power is low [79]. However, 
if the SOP changes significantly during each fade, then being 
able to still track the SOP through the fades would be advan-
tageous. The rest of this section will be devoted to discussing 
state-of-the-art techniques for finding the optimal filter weights. 
Finally, computer simulations are performed to asses the perfor-
mance of different algorithms.

6.1   |   Time Domain Equalization

Let the transmitted signals for a dual-polarization system be 
given by sX [n] and sY [n], the channel impulse response is given 
by hXX , hXY , hYX , hYY  then the received signals rX and rY  can be 
described as 

where nX ,nY  are additive white Gaussian noise and Lc is the 
length of the channel impulse response. The X-polarization of 
Equation (29) can be rewritten into matrix form as 

where the matrices are defined as: 

and where N is the number of received samples. An estimate of 
the channel ĥX can then be obtained in the least squares sense 
using the Moore–Penrose inverse such that 

In the same way, hYX , hYY  can be estimated. The transmitted 
signal SX must be known to solve Equation  (35). This can be 
achieved by periodically inserting known training sequences 

into the data stream, which can be used to estimate the channel. 
Constant-amplitude-zero auto-correlation (CAZAC) sequences 
are often suggested as good training sequences [80] because of 
their flat spectrum and cyclic autocorrelation [81]. Given the es-
timated channel response, an appropriate equalizer can be de-
signed. One way to design the equalizer is to directly invert the 
channel matrix, but this can result in amplification of the noise. 
Instead, it is common to design the equalizer according to the 
minimum mean squared error (MMSE) criterion. Let the system 
in Equation (29) be described in matrix form as 

where the matrices are defined as 

where LW is the length of the equalizer and the submatrices Hi 
are given by 

The output error e of the equalizer is then given by 

where the equalizer W that minimizes the mean squared error 
is given by [81]

where the elements of the matrix D are defined at the i th row 
and j th column by 

(29)

⎧⎪⎪⎨⎪⎪⎩

rX [n]=

Lc−1�
i=0

(hXX [i]sX [n− i]+hXY [i]sY [n− i])+nX [n]

rY [n]=

Lc−1�
i=0

(hYX [i]sX [n− i]+hYY [i]sY [n− i])+nY [n]

(30)rX = ShX + nX

(31)
SX =

⎡⎢⎢⎢⎢⎢⎣

sX [n] … sX [n−Lc+1] sY [n] … SY [n−Lc+1]

sX [n+1] … sX [n−Lc] sY [n−Lc] … SY [n−Lc]

⋮ … ⋮ ⋮ … ⋮

sX [n+N −1] … sX [n+N −Lc−1] sY [n+N −1] … SY [n+N −Lc−1]

⎤⎥⎥⎥⎥⎥⎦
∈ℂ

N×2Lc

(32)
hX

T =
[
hXX [0] … hXX [Lc−1] hXY … hXY [Lc−1]

]
∈ℂ

1×2Lc

(33)rX
T =

[
rX [n] rX [n+1] . . . rX [n+N −1]

]
∈ ℂ

1×N

(34)nX
T =

[
nX [n] nX [n+1] . . . nX [n+N −1]

]
∈ ℂ

1×N

(35)ĥX = rX (S
H
X SX )

−1SHX

(36)r =Hs + n

(37)
rT =

[
rX [n] rY [n] … rX [n−LW +1] rY [n−LW +1]

]
∈ℂ

1×2LW

(38)

sT =
[
sX [n] sY [n] … sX [n−LC −LW +2] sY [n−LC −LW +2]

]

∈ℂ
1×2(LW+LC−1)

(39)
nT =

[
nX [n] nY [n] … nX [n−LW +1] nY [n−LW +1]

]
∈ℂ

1×2LW

(40)

H=

⎡⎢⎢⎢⎢⎢⎣

H0 H1 … HLc−1
0 … 0

0 H0 ⋱ HLc−1
0 … 0

⋮ ⋮ ⋱ ⋱ ⋱ ⋱ ⋱

0 0 … H0 H1 … HLc−1

⎤⎥⎥⎥⎥⎥⎦

∈ℂ
2LW×2(LW+LC−1)

(41)Hi =

[
hXX [i] hXY [i]

hYX [i] hYY [i]

]
∈ ℂ

2×2

(42)e =

[
sX [n]

sY [n]

]
−Wr

(43)W = D(I
1

SNR
+HHH)−1HH
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where d is a design parameter that has to be optimized. However, 
both of these methods require the inversion of relatively large 
matrices, which is complex to implement in hardware. To re-
duce complexity, the MMSE solution can instead be found by 
iterative search methods. A common method is the least-mean 
square (LMS) algorithm. Let the equalizer weights at time in-
stance n be given by WLMS[n] as 

where LW is the number of filter taps in the equalizer. Let the 
input to the equalizer be given by r[n] where r[n] is defined as 

The output Z[n] of the equalizer can now be defined as 

The equalizer weights can then be found iteratively by 

where the error vector e[n] is defined as 

where dx[n], dy[n] is the desired signal, which can be either a 
known pilot symbol or the final symbol decision. Using the 
symbol decision, commonly referred to as decision-directed-
least-mean square (DD-LMS), requires that the equalizer 
weights are already close to the optimum and is therefore 
generally used for tracking after the equalizer has already 
converged [82]. Furthermore, it should be pointed out that 
Equation (48) describes the serial implementation of the LMS 
algorithm, which cannot be implemented in a high-speed sys-
tem. Instead, the LMS algorithm has to be implemented block-
wise depending on the required parallelization factor, which 
increases the convergence time and reduces the tracking per-
formance. The LMS algorithm is sensitive to phase noise; how-
ever, this can be solved by compensating for the phase noise 
before calculating the error vector [83]. It is also possible to 
estimate the equalizer weights using blind methods. Most 

commonly, this is accomplished using the constant modu-
lus algorithm (CMA), which is similar to the LMS algorithm 
but immune to phase noise and does not rely upon any pilot 
symbols [84]. In fact, only the error function in Equation (48) 
changes in the CMA algorithm. For a QPSK signal, the sym-
bols should lie on a circle of radius R in the complex plane once 
the equalizer has converged. The CMA algorithm utilizes this 
property and defines the error function e[n] in Equation (48) as 

which can be further extended to higher modulation formats 
by introducing multiple values of R depending on the received 
symbol [85]. One of the challenges with the CMA algorithm is 
that it is possible that the two incoming signals converge to the 
same output polarization. This mainly occurs when the polar-
ization dependent loss (PDL) in the system cannot be neglected, 
but could be solved by letting the two polarizations converge se-
quentially [86].

6.2   |   Frequency Domain Equalization

Designing a frequency domain equalizer could also be an attrac-
tive option, especially for channels with long impulse responses, 
as long convolutions can be efficiently realized in the frequency 
domain. Frequency domain implementations of both the LMS al-
gorithm [87] and the CMA algorithm have been proposed [88], 
but the error computation of both algorithms must still be per-
formed in the time domain. Thus, although the frequency do-
main implementation of these algorithms may seem promising in 
theory, the need to convert between the time domain and the fre-
quency domain within the equalizer loop significantly increases 
the latency, which severely degrades the performance of the algo-
rithms in real-time implementations [81]. Instead, another option 
that is more viable for implementing adaptive equalizers in the 
frequency domain is by utilizing a training sequence analogous 
to the time domain approach already discussed. However, com-
pared with the implementation in the time domain, implement-
ing Equations (35) and (6.1) in the frequency domain is actually 
a lot easier, because each frequency component can be computed 
independently, reducing the main computational problem to ma-
trix multiplication and inversion of several 2 × 2 matrices [81].

6.3   |   Analysis

Computer simulations have been performed to analyze the per-
formance of the different equalization methods, considering 
both convergence properties and tracking capabilities. A simpli-
fied model is used to describe continuous polarization rotations 
as in [73], where the Jones matrix is given b 

where �(t) = �t is the current SOP and � is the rotation speed 
of the SOP.

(44)Di,j=

{
1, if i+d= j

0, otherwise
,D∈ℂ

2×2(LW+LC−1)

(45)

WLMS[n]=
⎡⎢⎢⎣
wxx [0] wxy[0] … wxx [LW −1] wxy[LW −1]

wyx [0] wyy[0] … wyx [LW −1] wyy[LW −1]

⎤⎥⎥⎦
∈ℂ

2×2LW

(46)r[n] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

rx[n]

rY [n]

rx[n−1]

rY [n−1]

⋮

rx[n−LW +1]

rY [n−LW +1]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ ℂ
2LW×1

(47)Z[n] =

[
zX [n]

zY [n]

]
=WLMS[n]r[n]

(48)WLMS[n + 1] =WLMS[n] + �e[n]rH [n]

(49)e[n] =

[
dx[n]

dy[n]

]
− Z[n]

(50)e[n] =

[
R2− |zX [n]|2
R2− |zY [n]|2

]

(51)J =

[
cos �(t) sin �(t)

−sin �(t) cos �(t)

]

 15420981, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sat.1553 by D

tsch Z
entrum

 F. L
uft-U

. R
aum

 Fahrt In D
. H

elm
holtz G

em
ein., W

iley O
nline L

ibrary on [11/03/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



17 of 22

First, the penalty from not compensating for changes in � is in-
vestigated to determine how frequently the equalizer must be 
updated when using a training sequence. The SNR penalty is 
estimated by running simulations with different values of �. The 
resulting plot is shown in Figure 12. It can be seen that there is 
a penalty of more than 1 dB already at 0.03 radians. Therefore, 
it is critical to compensate for even relatively small variations in 
the SOP. In [81], it is shown that a training sequence of 500–1000 
symbols is sufficient to obtain a good channel estimate with the 
MMSE equalizer. Thus, to keep the penalty below 1 dB and the 
training sequence overhead below 1%, a tracking speed in the 
region of 10−7 radians per symbol can be achieved, or approxi-
mately 1–10 krad/s for a 28 Gbaud system. The MMSE equalizer 
method is not suitable for very fast SOP rotations, but could be 
a good option for OSL where the SOP rotation speed could be 
lower. For reference, most coherent optical standards for ter-
restrial networks [44–47] requires the receiver to support up to 
50 krad/s. However, it should also be considered that in order 
to obtain a good channel estimate during a signal fade, it may 
be necessary to use a longer training sequence to overcome the 
additional noise in the signal.

Next, the convergence time of the data-aided-least-mean square 
(DA-LMS) and CMA algorithms is analyzed. Both algorithms 
are implemented with a parallelization factor of 64 and a feed-
back loop latency of 20 clock cycles. Furthermore, the LMS 
algorithm is implemented with three different pilot rates of 
R = 7∕8,15∕16,31∕32. In addition, the LMS equalizer is also 
implemented with a pilot rate of 1, which would correspond to 
using a training sequence similar to the MMSE algorithm. Two 
different equalizer structures are considered, the N-tap butterfly 
structure shown in Figure 11a and the 1-N-tap structure shown 
in Figure 11b, where N is set to 11. For the two-stage structure, 
only the butterfly equalizer is considered adaptive in this case, 
and the 11-tap stage is set as the matched filter. A roll-off fac-
tor of 0.2 is used, and the effect of phase noise is assumed to 
be compensated for within the equalizer loop. The average BER 

is calculated by averaging 100 simulations of the algorithms 
where the optimal system would achieve a BER of about 10−3 
and with � = �∕4 to consider the worst case in terms of conver-
gence speed. The average BER as a function of convergence time 
is shown in Figure 13. As can be seen in Figure 13, the train-
ing sequence-based equalizer converges the fastest, but for both 
equalizer structures, it still requires close to 104 training sym-
bols to converge, which introduces a relatively large overhead, 
especially compared with using training sequences in combina-
tion with the MMSE equalizer. The LMS algorithm combined 
with pilot symbols converges relatively quickly, especially when 
considering the two-stage structure. The CMA algorithm gener-
ally converges more slowly, and additional care must be taken 
to avoid converging to the same polarization. Still, it should be 
possible for the CMA algorithm to converge within 105 symbols, 
or less than 4 μs for a 28 GBaud receiver. Thus, even in the case 
of complete signal loss, the equalizer should be able to converge 
relatively quickly compared with the coherence time of the at-
mospheric channel. It is worth noting that the convergence and 
tracking properties of both the CMA and LMS algorithms de-
pend strongly on the step size parameter �. Although there are 
some theoretical results to estimate the bounds of the step size, 
there is no easy way to find the step size with the optimal trade-
off between convergence time and stability [89]. In this paper, a 
coarse search has been performed to find suitable values for the 
step size �. The CMA algorithm is implemented with � = 0.0005 
and � = 0.0001, and the DA-LMS is implemented with � = 0.002 
and � = 0.001 for the one-stage and two-stage equalizer, respec-
tively. A variable step size could also be used [90], in fact this 
could be an attractive option for OSL through the atmospheric 
channel where different step sizes could be beneficial depending 
on the received signal conditions.

Next, the tracking performance of the different iterative algo-
rithms is analyzed where DA-LMS with R = 1 is not included 
as the tracking performance depends on how often the pream-
ble is inserted just as for the MMSE equalizer. The simulation 
setup remains the same, but now with a time varying � that 
rotates at a constant speed. The tracking performance is sim-
ulated for different rotation speeds with 107 symbols per SNR 
value, allowing the performance given the four different sce-
narios to be evaluated. Finally, the SNR penalty is calculated 
with respect to an optimal system with � = 0. The resulting 
plot is shown in Figure 14, where the overhead penalty is not 
included for DA-LMS, as it is assumed that the pilots would 
also be used for phase estimation in this case. As shown in 
Figure  14, all algorithms are able to track polarization rota-
tion speeds above 10−6 radians per symbol before performance 
starts to degrade. DA-LMS with R = 7∕8 and CMA can even 
track over 10−5 radians per symbol or close to 300 krad/s in 
the case of a 28 GBaud receiver. The difference between the 
two different equalizer architectures is relatively small, the 
two-stage architecture has slightly better performance up to a 
certain rotation speed, and the single-stage equalizer is able to 
track the slightly faster rotations. The second stage of the two-
stage architecture is also instantiated with optimal filter tap 
coefficient, which gives it better performance compared with 
the one-stage equalizer at slower rotation speeds. However, 
this performance gap would change depending on how the 
step size parameter is chosen, as discussed earlier. It should 
also be noted that in a real system, the optimal filter response 

FIGURE 12    |    SNR penalty as a function of rotating the state-of-
polarization without compensating for the rotation.
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FIGURE 14    |    SNR penalty as a function of the polarization rotation speed normalized by the symbol rate.

FIGURE 13    |    BER as a function of the number of symbols processed by the equalizer.
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of the second stage of the two-stage equalizer also has to be es-
timated, but would not need to be updated as rapidly as it does 
not need to track the SOP. Therefore, the results in Figure 14 
should be considered as a first estimate of the capabilities of 
the different algorithms and experimental testing is required 
to precisely quantify the performance of the two different 
equalizer structures. It may also be interesting to note that the 
difference between the four scenarios is quite small; scenarios 
3 and 4, which feature deep fades, show only a slightly larger 
penalty compared with the static case in scenario 1. However, 
it should be noted that a relatively simple model of the polar-
ization rotations was used here, and more complicated models 
as well as experimental studies would be required to ensure 
that the equalizers can track the desired polarization rotation 
speeds and do not get stuck in local optimums during signal 
fades. Finally, all three algorithms analyzed here, DA-LMS, 
CMA, and MMSE, could be potential candidates for OSL. 
MMSE has the lowest implementation complexity when imple-
mented in the frequency domain, but is not suitable for track-
ing fast changes. DA-LMS and CMA perform quite similarly if 
pilot-based phase estimation is used and the pilot symbol pen-
alty can be ignored. In addition, the LMS algorithm requires 
phase noise compensation within the equalizer feedback loop, 
which would increase latency and thus reduce tracking capa-
bilities in a real-time receiver. On the other hand, DA-LMS has 
a much lower implementation complexity compared with the 
CMA algorithm, because only the pilot symbols are used to 
update the equalizer taps. Additionally, the probability of the 
equalizer diverging to a local optimum during deep fades has 
not been analyzed here but could have a major impact on the 
system, especially for the CMA equalizer, this would however 
require a more complex simulation to quantify. In conclusion, 
the design of the adaptive equalizer is a complex topic with 
many trade-offs, and it is crucial to properly characterize the 
system parameters such as DGD, PDL and polarization rota-
tion speed in order to successfully design the equalizer.

7   |   Conclusion

In this paper, we have outlined several potential DSP algorithms 
for the most important subsystems in coherent receivers for 
OSL. An extensive body of research has been dedicated to the 
design of DSP for terrestrial optical networks, and in fact many 
algorithms and approaches terrestrial receivers can be directly 
applied to OSL. However, there is still a considerable amount 
of research to be done to find the right implementation strate-
gies and trade-offs for OSL. Data-aided receivers, in which pilot 
symbols are used to guide the receiver's DSP algorithms, appear 
to be an attractive choice for OSL providing the required perfor-
mance at low SNR, and fast acquisition compared with blind re-
ceivers, which gives them an advantage in channels with deep 
fading channels. Additionally, data-aided DSP algorithms are 
significantly less complex and therefore can be realized with a 
much smaller footprint making them an attractive option for all 
OSL scenarios due to the imposed SWaP constraints onboard 
the satellites. Furthermore, data-aided algorithms provides an 
appealing path to scale toward higher modulation formats and 
flexible receivers as the DSP structure does not depend on the 
modulation format used, which is often the case for blind al-
gorithms that tend to be modulation format specific. It is also 

important to stress the synergies and dependencies between 
different algorithms and subsystems, especially when consider-
ing data-aided algorithms. For example, data-aided algorithms 
for phase noise compensation and adaptive equalization could 
use the same pilot symbols but rely on the timing recovery and 
frame synchronization system to ensure correct alignment of 
the pilot symbols and will fail otherwise. Therefore, evaluat-
ing the complete DSP chain under realistic conditions is critical 
to understand the impact of possible design trade-offs. The se-
lected implementation hardware platform will also play a major 
role in the design of the DSP algorithms. For example, an FPGA 
implementation of the DSP will be severely limited by the 
available resources and unable to operate at as high frequen-
cies as an ASIC implementation, reducing the performance of 
feedback algorithms. Finally, the design of future DSP for co-
herent OSLs will be influenced by the capabilities of other key 
system components, for example, photonic-integrated circuits, 
ADCs, and optical amplifiers. While the use of COTS fiber optic 
transceivers provides a fast path to high-speed coherent OSLs 
demonstrations, to support future satellite networks with Tbit/s 
optical links, it will be critical to further minimize the SWaP, 
cost and reliability of the transceivers by tailoring the DSP ar-
chitecture to the essentials. A customized architecture creates 
new opportunities, for instance in interfacing the physical, 
link, and network layer algorithms and their optimization as 
a whole. With the introduction of mega constellations and the 
integration of satellite networks with terrestrial networks, the 
development of custom intradyne optical transceivers for OSLs 
is therefore emerging as the most attractive option to meet the 
ever-increasing throughput demands.
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