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Abstract

Compliant actuators, such as variable stiffness actuators (VSA), series elastic

actuators (SEA), variable impedance actuators (VIA), etc., are increasingly used in

robotics for applications requiring adaptability to different task requirements, energy

efficiency, and safe interaction with humans and the environment. These actuators

are widely employed in applications such as human-robot interaction, wearable

assistive devices, and highly dynamic-legged robots. Among the various control

strategies, impedance control has emerged as a favored approach for achieving safe

and adaptive interaction. The upcoming humanoid robot in our institute, Claudia,

designed with SEA-based flexible joints, highlights the integration of compliant

actuation for energy-efficient and high-performance locomotion.

This thesis primarily focuses on proposing concepts for evaluating impedance-

controlled SEA systems while also developing a new testbed for actuator parameter

identification. Several metrics are introduced to assess system performance from

three featured perspectives: apparent passive impedance, torque/velocity transmis-

sibility, and energy efficiency under distrubance. The contributions of the concepts

for evaluation include extending the passive impedance region (Z-region) from force-

cascaded impedance control to the feedback equivalence based control (e.g., ESPi),

enabling the parameter selection of impedance controller by direct and indirect

retrieval methods based on Z-region, adapting the torque/velocity transmissiblity

from force control to force cascaded impedance control, unification of torque/veloc-

ity transmissibility and Z-region for force cascaded impedance control. The findings

provide a structured methodology for selecting optimal control parameters and

actuator configurations, forming a foundation for future advancements in compliant

robotic actuation.
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1 Introduction

1.1 Motivation / Background

In recent years, compliant actuators have gained significant popularity in the

development of robotic systems and are extensively studied and widely utilized

in applications such as human-robot interaction [1], energy-efficient motion [2],

wearable assistive devices [3], humanoid robots [4], and highly dynamic legged

robots [5]. Alongside compliant actuators, various control strategies have been

implemented, including force control [6], impedance control [7], and passivity-based

control [8] and so on. Among these, impedance control has become particularly

favored for human interaction and adaption to unknown environments.

The upcoming humanoid robot, Claudia, developed at the institute, aims to

achieve energy-efficient and high-performance legged locomotion through compliant

actuation, as shown in Fig. 1.1a. The lower ankles, highlighted in the figure, feature

flexible joints driven by series elastic actuators (SEAs), which absorb impacts

during locomotion and exploit potential energy to reduce input power. The upper

limbs of Claudia are primarily composed of similar actuator modules, with glass

fiber serving as the elastic transmission element, as illustrated in Fig. 1.1b and 1.1c.

To ensure accurate torque control and compensate for variations in the elastic

transmission, these actuators require testing on the testbed prior to installation on

Claudia.

This thesis develops a testbed for actuator parameters identification upon the

presented modeling. The testbed is designed to accommodate various actuator

configurations, supporting future design iterations. Additionally, we also aim to

establish unified metrics for evaluating impedance-controlled SEA systems, currently

focusing on the concept of evaluation from three featured perspectives: apparent

1



1.2 Outline

(a) Claudia robot (b) Tested Actuator (c) Tested Actuator

Figure 1.1: The new upcoming humanoid robot and its actuators.

passive impedance, torque/velocity transmissibility, and energy efficiency. These

evaluations provide a basis for selecting optimal controllers, ensuring performance

and interaction requirements in applications such as humanoid locomotion and

energy-efficient robotic actuation.

1.2 Outline

The overall structure of this thesis, as illustrated in Fig. 1.2, is as follows: The

theoretical foundation for compliant actuators, identification methods, control

strategies, and metrics for evaluation is introduced in chapter 2. The concept

for evaluation from three featured perspectives, along with related metrics and

analyses, are presented in chapter 3. User cases of the metrics and the related

approaches based on the mentioned metrics for impedance controllers design are

discussed in chapter 4. The design of the testbed, including its hardware and

software components, as well as the identification results and corresponding analysis,

is covered in chapter 5. The summary and outlook of the thesis are provided in

chapter 6.

2



1 Introduction

Figure 1.2: Overall structure of the thesis. The lines indicate the relationships

between the section contents.

1.3 Contribution

This thesis advances the evaluation and control of impedance-controlled SEA

systems by analyzing their performance and proposing structured methodologies

for controller selection. The key contributions are as follows.

Apparent impedance of impedance controlled system is commonly evaluated

by passivity whereas a regional representation of passive impedance (Z-region)

enhances assessment in specific operational regions. This concept has been widely

applied to force cascaded impedance control (CIC), where the constraint on desired

impedance stiffness shrinks the passive impedance region. In this thesis, we extend

this concept to feedback equivalence based control independent of force control, i.e.

ESPi by Keppler [9] (section 3.1). Theoretically, ESPi allows unrestricted parameter

selection, leading to a larger passive impedance region. The Z-region concept enables

direct and indirect retrieval methods to select impedance controllers based on the

passive impedance region for CIC and ESPi control proposed in section 4.1.

However, the desired passive impedance in CIC can deviate due to limitations in

controlled force fidelity, which arise from the nominal maximum continuous torque

and permissible velocity. To address this, torque and velocity transmissibility

metrics were adapted from simple force control to CIC, resulting in an evaluation

3



1.3 Contribution

defined by feasible frequency width and maximum torque generation constraints

(section 3.2). Consequently, a higher impedance stiffness and a lower torque control

gain are preferable to a larger feasible frequency width. This enables the unification

of torque and velocity transmissibility and Z-region to preserve the maximum

torque generation (section 4.2).

Additionally, robustness quantifies the system’s response to disturbances, while

energy efficiency under disturbance is crucial for maintaining the desired impedance

under constrained energy supply. To analyze this, the robustness from ESPi were

adapted to CIC [10], providing a basis for discussing absolute power consumption

and control input peaks (Section 3.3). Theoretically, the disturbances have less

influence on the control input for both controllers at the anti-resonance of the

controlled system, which coincides with the natural frequency of uncontrolled

system. Two different disturbance cases are simulated in section 4.3.

To pursue an empiric selection and categorization of existing actuators upon

versatile purposes and mechanical specification, a testbed aligned with conceptual

evaluation methods are developed in mechatronics department. Finally, the actuator

parameters have been identified based on the proposed modeling with designed

experiments (chapter 5).

4



2 Theoretical Background

2.1 Motor Identification

In general, motor inertia, damping, friction, and stiffness are the key parameters

to be identified in actuator models. Accurate identification enables the model to

provide reliable predictions of the system’s behavior under external torques. In the

following, the common identification approaches will be discussed in subsection 2.1.1,

followed by the basics of friction in subsection 2.1.2.

2.1.1 Identification Methods

Identification methods can be broadly categorized into offline and online approaches.

Offline methods include physical experiments, CAD-based inference, and input-

output behavior analysis, while online methods often utilize adaptive control or

neural networks. A detailed overview of robotic dynamic parameter identification

is provided in [11]. The primary objective of identification is to estimate the

parameters using a minimal set of linear equations while accounting for measurement

noise. Key steps involve exciting the system dynamics through specific trajectories

[12, 13] and sampling input-output data to solve the equations.

Separate Parameter Identification

In this thesis, individually targeting specific parameters through separate experi-

ments is adopted to simplify the identification process. The motor torque constant

(kT ) is determined by comparing torque sensor measurements with kT iin under

sinusoidal excitation [14]. Elastic stiffness (K) is identified by analyzing behaviour

and hysteresis during actuator motion [15].

5



2.1 Motor Identification

Friction models (τfric) are identified using constant velocity measurements for

static friction [15, 16, 17] and chirp signals for dynamic friction [14]. Motor inertia

(B) is estimated by free rotation under constant torque with friction compensation

[15], cross-correlation at maximum acceleration [14, 18], or a full-state observer

with a PI speed observer [19], though the latter requires careful gain tuning and

may compromise stability.

General Identification Concepts and Methods in a Single Experiments

Compared to the above-targeted experiments, identifying the entire parameter set

in a single experiment is also widely used. The critical aspect lies in the different

approaches to solving equations using input-output data.

Linear least squares (LS) assumes negligible noise, while weighted least squares

(WLS) and maximum likelihood estimation (MLE) address noise using weighting

matrices and likelihood maximization, respectively [20, 13, 12]. Advanced methods,

including algebraic approaches for oscillatory systems [21] and filtered regression

models to reduce noise [22], enhance accuracy. For nonlinear effects like friction

and backlash, grey-box identification combines physical modeling with optimization

[23, 24, 25], while black-box methods (e.g., NARX, ARX, RNN) rely solely on data

but face computational and interpretability challenges [26].

Most methods operate offline, yielding static parameters. Real-time updates

are crucial for handling varying parameters during operation. Iterative search

routines offer a solution but often converge to local minima [27]. Achieving a global

minimum relies on well-informed initial guesses, which require an understanding of

parameter constraints and initial structures, making the process time-intensive.

2.1.2 Friction Basics

Friction in actuators is typically induced by mechanical gearing. Generally, classical

friction models can be categorized into static and dynamic types and formulated

accordingly, as discussed in [28, 29]. The following content provides a brief intro-

duction to static and dynamic classical friction models, along with one of their

variations.

6



2 Theoretical Background

Static Friction

Friction modeled statically describes the relationship between friction and contact

velocity. The Coulomb friction model, as shown in Appendix A.1, represents the

simplest form, with a constant frictional force depending only on the direction of

motion [30]. Despite its simplicity, it fails to capture dynamic behaviors and is

inaccurate near zero velocity [29].

Improved models, such as those incorporating Stribeck curves, account for

nonlinear dynamics like stick-slip motion. A common Stribeck formulation uses

a Gaussian expression [31], as shown in Appendix A.2, explicitly modeling the

additional force needed to overcome static friction. Stick-slip occurs due to higher

friction at rest compared to motion. While Stribeck models often cannot fully

capture hysteresis [32], necessitating dynamic friction models for greater accuracy.

Dynamic Friction

Dynamic friction models address complex dynamics like hysteresis by incorporating

differential equations with internal state variables, leveraging memory effects.

The LuGre model [33], an extension of the Dahl model [34], introduces z as an

internal state variable to represent the average deflection of bristles [35], detailed in

Appendix A.3. This model captures rate-dependent characteristics and hysteresis

but lacks reversal point memory [36].

Variation of classic models

To complement the drawbacks of other models, Wojewoda et al. introduced

a friction model incorporating stochastic effects, capable of capturing complex

dynamics with uneven hysteresis behavior [29]. This model, shown in Fig. 2.1 and

detailed in Appendix A.4, describes irreversible motion while preserving stochastic

features. A comprehensive formulation is provided in [29].

Observations across friction models

In Fig. 2.1, the ideal friction models are depicted in two views: friction versus

velocity and friction versus time. On the left (Fig. 2.1a), the LuGre model exhibits

a smooth hysteresis loop, while the Wojewoda model displays an uneven loop with

7



2.2 Compliant Actuators

distinct acceleration and deceleration paths. On the right (Fig. 2.1b), the Stribeck

curve shows sharp corners when the force direction changes, whereas the LuGre

and Wojewoda models exhibit a single corner in opposing directions.
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Figure 2.1: Comparison of three friction models under ideal conditions: the Stribeck

curve, the LuGre model, and the Wojewoda friction model. (a) Friction

force as a function of velocity. (b) Friction force as a function of time.

2.2 Compliant Actuators

In general, compliant actuators differ from rigid actuators by incorporating elastic

elements, such as springs or deformable materials, enabling greater adaptability,

energy storage, and impact resistance, particularly in dynamic or uncertain en-

vironments [37]. Nowadays, there are numerous mechanisms to integrate elastic

elements into actuators, whether nonlinear, linear, constant, or variable. This

section reviews the most common and widely used mechanisms.

2.2.1 Series Elastic Actuator (SEA)

The simplest mechanism is Series Elastic Actuator (SEA), which incorporates a

constant elastic element to provide inherent compliance and is extensively utilized
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2 Theoretical Background

in various fields. SEAs were first introduced by Pratt in 1995 [38]. This design

has gained popularity and has become a preferred choice for applications such

as assistive robots (e.g., exoskeletons and prostheses), humanoid robots, and

rehabilitation devices.

SEAs offer several advantages, including increased energy efficiency, as the spring

stores and releases energy during operation [39], improved impact absorption, as

the elastic element acts as a low-pass filter for external forces [40], and enhanced

control robustness [41]. A detailed comparison of different types of SEAs, in terms

of the displacement of the spring and the gear in SEAs, is provided in [42].

2.2.2 Parallel Elastic Actuator (PEA)

Complementing the series configuration in subsection 2.2.1, Parallel Elastic Ac-

tuators (PEAs), introduced by Mettin in [43], offer an alternative approach to

improving actuator performance. By incorporating elastic elements in parallel

with the actuator, PEAs reduce the control input required for specific motions by

effectively utilizing the energy storage and return capabilities of the parallel springs

[44, 45, 2, 46].

2.2.3 Variable Stiffness Actuator (VSA)

In addition to constant stiffness which have already mentioned in subsection 2.2.1

and 2.2.2, variable stiffness actuators (VSAs) have emerged as another mechanical

design solution to address mentioned challenges, first introduced by Tonietti in [47].

VSAs are designed to adapt a system’s natural dynamics by controlling its stiffness

[48]. One example is the DLR Hand Arm System, which combines Floating Spring

Joints (FSJ) for the first four arm joints and Bidirectional Antagonistic Variable

Stiffness (BAVS) joints for the wrist and forearm, as shown in Fig. 2.2.

The FSJ, illustrated in Fig. 2.2(b), achieves variable stiffness through a single

floating spring mechanism positioned between two cam disks, without being attached

to the housing. The stiffness is adjusted by the relative motion of the cam disks

[50]. In contrast, the BAVS joint, shown in Fig. 2.2(c), employs two antagonistic

actuators to adjust stiffness and generate bidirectional torque by controlling the

deflection of elastic elements via cam discs [51].
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2.3 Compliant Control

Figure 2.2: (a) DLR Hand Arms System [49] (b) The first four arm joints, namely

the elbow and the three shoulder joints, are implemented by Floating

Spring Joints (FSJ) [50] (c) Under arm rotation is realized by a Bidi-

rectional Antagonistic Variable Stiffness (BAVS) joint[51]

2.2.4 Variable Impedance Actuator (VIA)

Building on the concept of VSA, Variable Impedance Actuators (VIAs) were

proposed as an extension, enabling adaptation to unknown environmental dynamics

by varying both stiffness and damping1. A detailed review of different types of

VIAs and their applications can be found in [52].

2.3 Compliant Control

Interaction control is generically defined as control in an environment with kinematic

and/or dynamic constraints, in contrast to motion control. There are two main

categories: passive and active interaction control. Passive interaction control

primarily relies on position control, where the compliance arises from the inherent

structure or mechanism of the system. In contrast, active interaction control

generates compliance through the actions of the controller [6]. Active interaction

strategies can generally be grouped into two categories: direct force control and

indirect force control. The main distinction is that the former explicitly closes the

force feedback loop, while impedance/admittance control belongs to the latter.

However, when considering compliant actuators, the classification cannot be

fully aligned with this logic. New classifications, as illustrated in Fig. 2.3, were

1Although impedance generally encompasses inertia, damping, and stiffness, current imple-

mentations of VIAs primarily focus on varying stiffness and damping.
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2 Theoretical Background

introduced by Calanca in [53]. Compliant control forms the foundation of control

strategies designed to handle unstructured environments safely. It is widely applied

to both stiff and compliant joint systems. Generally, these controllers aim to shape

the mechanical impedance of the system, which defines the relationship between

output force and output velocity or position [7].

Figure 2.3: New interaction control classification. The explicit/implicit node indi-

cates the presence/absence of force feedback [53].

In this section, the SEA system modeling is first presented in subsection 2.3.1,

followed by the foundations of force control in subsection 2.3.2. Finally, impedance

control for compliant actuators is discussed in subsection 2.3.3, along with an

introduction to the controllers that will be implemented in this thesis.

2.3.1 SEA Modeling

The SEA equipped a linear spring can be illustrated in Fig. 2.4(a) and structured

in a block diagram shown in Fig. 2.4(b). The equations of motion utilizing a linear

stiffness Ks, is give by,

τm − τfric = (Bs2 +Dms)θ +N−1τs = P−1
m θ +N−1τs,

τs + τext = (Ms2 +Dls)q = P−1
l q,

τs = Ks(N
−1θ − q) (2.1)

with

Pm(s) =
1

Bs2 +Dms
, Pl(s) =

1

Ms2 +Dls
, (2.2)

where τm represents the motor torque serves as the control input, while τfric and

τext denote the friction at the motor side and the external torque at the link
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2.3 Compliant Control

side, respectively. τs represents the spring torque, and θ and q correspond to the

motor and link displacement. For compactness, Pm and Pl have been introduced

to describe the motor-side and link-side dynamics, respectively, where B and M

represent the motor inertia and link inertia, while Dm and Dl denote the motor

and link damping, respectively. N represents the gear ratios.

Figure 2.4: (a) A schematic diagram of the SEA, and (b) its block diagram

Alternatively, a SEA incorporating a nonlinear elastic element, the force/torque

is generated by,

τs = ϕs(N
−1θ − q) (2.3)

where ϕs presents a nonlinear mapping between spring deflection and force/torque.

Thus, equation (2.3) replaces the τs in equation (2.1). In this thesis, our discussion

primarily focuses on the linear spring.

2.3.2 Force/Torque Control

The early work on force control can be found in [54, 55, 56]. Implementing a force

controller requires the adoption of a stabilizing PD control action on the force

error, in addition to the usual nonlinear compensation. With the force control

system, the closure of an outer force regulation feedback loop is guaranteed, often

accompanied by an inner position/velocity loop [57]. The force control loop can be

defined as,

F = Cf (fdes − fout), (2.4)
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2 Theoretical Background

where Cf is the force controller PD gain, fdes represents the desired force reference,

and fout is the system output force. Force/Torque control is widely used in human-

robot interaction [1], compliant actuators [58, 59], exoskeletons [60], and other

applications.

2.3.3 Impedance Control

In this subsection, we focus on impedance control, where impedance is mathemati-

cally defined as,

Zimp = −τext
sq

or − τo
sq

(2.5)

where τext and τo represent the external torque and output torque, respectively,

and sq denotes the output velocity with Laplace operator s.

Impedance control, first introduced by Hogan [7], regulates the dynamic rela-

tionship between a desired trajectory and the interaction forces. Its flexibility in

adapting to varying application requirements has made it a widely adopted strategy

for controlling flexible joints. This adaptability allows impedance control to meet

diverse demands in robotics, ranging from safety-critical tasks to precision-driven

operations. For example, softer impedance is crucial in safety-critical applications

such as rehabilitation devices or humanoid robots [1, 61], while stiffer impedance

is preferred in scenarios requiring high-precision motion or effective disturbance

rejection.

Force Cascaded Impedance Control (CIC)

Force cascaded impedance control structures shown in Fig. 2.5, are widely utilized

to achieve robust and adaptive performance in robotic systems [62]. This control

architecture typically consists of two hierarchical layers: an inner loop and an

outer loop. The inner loop, which is commonly a velocity controller [61] or a

torque controller [4, 63], is implemented using simple control strategies, such as

proportional (P) or proportional-derivative (PD) controller. The outer loop serves

as the impedance controller, which renders the desired impedance. To ensure

system stability and responsiveness, control theory suggests that the inner loop

should operate with a significantly higher control bandwidth than the outer loop

[64], commonly using a factor of ten [65].
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2.3 Compliant Control

Figure 2.5: Force Cascaded Impedance Control block diagram

For torque controlled inner loop, the CIC control law

τm = Cf (Zdesq − τs) (2.6)

with torque controller Cf = Kp +Kds and desired impedance Zdes = −Kq −Dqs

is taken for example.

Elastic Structure Preserving Impedance Control (ESPi)

Elastic Structure Preserving (ESP) control is one of the feedback equivalence based

control, which is designed to preserve the elastic structure of the system’s original

plant by introducing a new coordinate on the motor side, allowing direct damping

implementation on the link side [66]. One particularly notable feature of ESP

control is that the proportional (P) control gain for the link side corresponds

directly to the intrinsic stiffness Ks of the system, eliminating the need for gain

tuning.

Elastic Structure Preserving Impedance (ESPi) control is an inversion of the

ESP control structure, as depicted in Fig. 2.6. This approach enables users to

directly implement the desired impedance on the link side, facilitating desired task

execution or interaction scenarios [67]. The control law is formulated as,

τm = ū+NK−1
s (P−1

m +N−2Ks)Zdesq

= Dηη̇ +NK−1
s Zdes(Bq̈ +Dmq̇ +N−2Ksq) (2.7)

where ū = Dηη̇ represents the new control input from the motor side, and η

represents the new coordinate on the motor side, defined by the transformation
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2 Theoretical Background

η = θ − NK−1
s β. Here, β represents the desired impedance force, defined as

β = Zdesq with Zdes = −Kq −Dqs.

Figure 2.6: (a) Graphical representation of a single linear-elastic joint (b) ESπ

control achieves a full Impedance behavior directly on the link. (c)

ESP control achieves damping directly on the link. [67]

2.3.4 Other Control

In addition to torque and impedance control, several methods can be applied to

compliant actuators. Passivity-based control ensures stability by preserving system

passivity [8, 68], while adaptive control with appropriate adaptation laws effectively

stabilizes the system even with unmodeled behavior [69]. Controllers incorporating

a disturbance observer (DoB) reject undesired disturbances, significantly enhancing

robustness in both force controllers [58, 1, 70] and impedance controllers [63, 4, 71].
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2.4 SEA Performance Evaluation

2.4 SEA Performance Evaluation

2.4.1 Performance under Force Control

In the context of force controllers, several indices have been proposed to evaluate

actuator performance. Transmissibility is introduced to quantify how effectively

motor force is transmitted to the load, compliance measures the reaction force with

respect to an external force, and force sensitivity assesses how much spring force

(i.e., spring deformation) is generated in response to an external force [42].

Additionally, to account for actuator limitations, such as maximum permissible

velocity and maximum continuous motor torque, Chan proposed two new metrics:

maximum torque transmissibility (MTTτ ) and maximum velocity transmissibility

(MTTv) in [72, 73]. These metrics represent the maximum torque transmissibility

based on torque and velocity limitations, respectively. Furthermore, similar met-

rics can be derived to evaluate the maximum torque bandwidth, considering the

constraints of τ and v.

2.4.2 Performance under Impedance Control

The performance of impedance control can be described using several metrics.

In haptic devices, the Z-width is often used to represent the range of achievable

impedance through frequency analysis [74]. To further assess performance, the

Z-region, which combines Z-width and Z-depth, where Z-depth represents the

achievable frequency range [4], provides a more comprehensive view by including

both impedance and frequency considerations [4],[71], as shown in Fig. 2.7. Ad-

ditionally, independent metrics like M-width, D-width, and K-width are used to

describe the rendered mass, damping, and stiffness, respectively, allowing for a

more detailed analysis of system dynamics [75].
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2 Theoretical Background

Figure 2.7: Z-region surrounded by the highest impedance controller (HIC) and the

lowest impedance controller (LIC). This figure shows achievable SEA

impedance ranges by modulating the gain scale GS =1 . The control

gains are solved using the critically damped gain design criterion. [4]
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3 Methodology and Analysis

SEA provides the torque source for robotic systems, and the impedance controller

allows the user to define the desired impedance during interaction with the environ-

ment. One of the key control strategies is force cascaded impedance control (CIC),

which achieves this by minimizing the error between desired and actual torque. On

the other hand, elastic structure preserving impedance (ESPi) control is another

strategy that can also provide the desired impedance in different approach.

In this chapter, the goal is to propose the concept of evaluation impedance-

controlled SEA system through three featured perspectives, each examining a

different performance metric. These perspectives are outlined in Fig. 3.1, providing

an overview of the metrics and their relation to the applied controllers.

Figure 3.1: Overview of the structure in Chapter 3. The dotted lines represent the

relationships between the applied controllers and the metrics.

The first perspective focuses on the apparent passive impedance of impedance

controlled SEA system, looking into how impedance control stiffness and torque

control proportional gain influence system passivity and the achievable passive
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impedance region for both CIC and ESPi control in section 3.1.

However, the desired impedance force cannot always be fully transmitted through

the controlled system due to actuator limitations specified in the datasheet. The sec-

ond perspective examines the torque/velocity transmissibility of the CIC-controlled

SEA, considering the nominal maximum continuous torque and permissible velocity.

The evaluation results, defined by feasible frequency width and maximum torque

generation constraints for achieving the full desired output torque, are presented in

section 3.21.

Furthermore, robustness and energy efficiency under disturbances are crucial

for overall robotic system design. The third perspective examines these metrics for

both controllers using transfer functions, as discussed in section 3.3.

It is noticeable that all system and controller parameters used in the analysis

throughout this thesis are listed in Table 3.1. Any non-identical parameters are

specifically marked in the contents.

Table 3.1: Parameter Values

Parameter Value Unit Parameter Value Unit

Ks 300 Nm/rad N 1 –

B 0.05825 kg Kp 3 –

M 1 kg Kd 0.02 –

Dm 0.2 – Dq 2
√
BKq –

Dl 1.1 –

1It is worth noting that ESPi, as a feedback equivalence based controller [76], cannot be

directly analyzed through force transmissibility.
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3 Methodology and Analysis

3.1 Impedance Evaluation under Impedance Con-

trol

3.1.1 Controlled Apparent Impedance

Force Cascaded Impedance Control

In general, the impedance Z can be interpreted as the relationship between the

system’s response and the external force, typically defined as the ratio of output

torque or external torque to the link’s velocity or position, as shown in equation

(2.5). Based on the definition of Zimp with output torque, which defined as spring

torque τs, the impedance at the spring port under the CIC framework, derived

from equations (2.1) and (2.6), is given as,

ZCIC
spring(s) =

−τs
sq

=
P−1
m Ks −N−1KsCfZdes

P−1
m +N−2Ks +N−1KsCf

1

s
, (3.1)

As is well known, ensuring system stability is paramount. A necessary condition

for stability is the passivity of the system. The passivity of the system can be

defined by the following criteria (for detailed derivations, refer to [77]):

• The real part of the impedance should not be smaller than zero: Re(Z) ≥ 0.

• The phase of the impedance should lie between −90◦ and 90◦.

The real part of the CIC impedance at the spring port Re(ZCIC
spring(s)) is given

as,

Re(ZCIC
spring(jω)) =

NDmKs (N
−1Ks −KqKp +KKp)

(NDmω +KsKdω)
2 + (KsKp +N−1Ks −NBω2)2

+
NKdKs (BKsω

2 −BKqω
2 +KqN

−2Ks)

(NDmω +KsKdω)
2 + (KsKp +N−1Ks −NBω2)2

, (3.2)

which is evaluated with s = jω.

Due to Re(ZCIC
spring(s)) ≥ 0, the passivity condition can be further simplified as,

Kq

Ks

≤ 1 =⇒ Ks ≥ Kq. (3.3)

21



3.1 Impedance Evaluation under Impedance Control

It is evident that in CIC there is an upper bound on the impedance control

gain Kq, regardless of the torque controller coefficients (Kp, Kd). Under passivity

conditions, the desired target impedance stiffness cannot exceed the physical

stiffness Ks of the system. This implies that a high rendered stiffness would violate

the passivity condition. However, this strict limitation on Kq can be relaxed if we

evaluate the impedance including the load dynamics at the load port [78].

The port concept, illustrated as a circuit diagram in Fig. 3.2 introduced in

[78], equates the mechanical system’s inertia, damping, and spring to the circuit’s

inductance, resistance, and capacitance. The two ports, representing the spring

and load, correspond to the observations at τs and τext, highlighted in yellow in

Fig. 3.2. The power observed from the two plants, Pm and Pl, is derived as the

product of flow and effort, corresponding to the spring’s ωm and τs, and the load’s

ωl and τl, respectively.

Figure 3.2: Port concept of the SEA system represented as a circuit. The green

color corresponds to the spring port, the orange to the load port, and

the outputs of both ports are highlighted in yellow.

Unlike Zspring observed from τs, another way that presents the impedance at

the load port, shortly Zload, additive with the load dynamics Pl is given as,

Zload(s) = Zspring(s) +Ms+Dl. (3.4)

where the damping Dl and the load inertia M explicitly represent Pl. Hence, the

output of the overall system is treated as the external torque τext.

In CIC framework, the real part of the impedance Re(ZCIC
load (jω)) includes

the additional Dl term compared to Re(ZCIC
spring(jω)), which provides a margin
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3 Methodology and Analysis

for increasing the upper bound of Kq. This means that, under this definition,

the rendered stiffness can exceed the physical stiffness. It is said to relax the

conservatism of the passivity condition for impedance-controlled SEAs.

In order to validate the theory and analyze the apparent impedance in impedance

controlled systems, we set the value of the parameters as shown in Table 3.1. We

defined a new variable ηq as,

ηq =
Kq

Ks

. (3.5)

(a) Impedance at spring port with respect to ηq

(b) Impedance at load port with respect to ηq

Figure 3.3: Comparison of apparent impedance at spring and load ports wrt. ηq

under the CIC framework.

The impedance behavior under three different cases is discussed here, specifically

the scenarios ηq ≤ 1 and ηq > 1 at the spring port, and ηq > 1 at the load port. First,

the overall tendency of impedance behavior corresponding to ηq changes is shown in
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3.1 Impedance Evaluation under Impedance Control

Fig. 3.3a and Fig. 3.3b. It is evident that, when considering the load dynamics, the

magnitude response exhibits a fold at certain frequencies, and the phase response

shows a significant rise from certain frequencies onward. Furthermore, these specific

frequencies increase as ηq increases.
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Figure 3.4: Apparent Impedance in CIC.Dq = 2
√

BKq has been selected for criti-

cally damped impedance. Three cases are evaluated: (ηq < 1) at the

spring port, and (ηq > 1) evaluated at both the spring port and load

port.

The apparent impedance evaluated at spring port shows frequency-variant

characteristics dominated by Kq and Kp. The apparent impedance is dominated

by Kq, referred to active impedance, in the low-frequency range, while in the high-

frequency range, the intrinsic stiffness Ks, namely passive impedance, dominates,

as shown in the first two columns of Fig. 3.4 highlighted by dashed and solid-

line alignments, where Ks is assigned as half and twice the physical stiffness Ks,

respectively, i.e ηq ≤ 1 and ηq > 1. The apparent impedance evaluated at frequency

(left and right) extremities provides convergences,

ZCIC
spring|s→0 = Kq

(
Kp

Kp + 1

)
, (3.6)

ZCIC
spring|s→∞ = Ks

(
1 +

DqKd

B

)
. (3.7)

Equation (3.6) shows the stationary apparent impedance ≤ Kq, approaching to

Kq if Kp is sufficiently large. In contrast, the dynamical apparent impedance at
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3 Methodology and Analysis

right extremity in equation (3.12) ≥ Ks. The motor inertia B scales down the effect

from controlled damping Dq and Kd, thus preventing the alignment to intrinsic

stiffness.

The passivity of controlled impedance has been violated where the phase margin

clearly exceeds −90◦, as shown in the second column from Fig. 3.4 for ηq > 1 case.

However, the additional Dl evaluated for load port impedance in equation (3.4)

provides a buffer for Kq, maintaining the phase within the passive region, illustrated

in the third column of Fig. 3.4. Therefore, considering load dynamics allows Kq in

desired impedance to exceed Ks compared to impedance at spring port.

The apparent impedance evaluated at load port converges to the load inertia

M in the high-frequency domain while the impedance at low frequency has not

been influenced by load dynamics among three selected cases in Fig. 3.4.

Elastic Structure Preserving Impedance Control

The apparent impedance controlled by ESPi is given as2,

ZESPi
spring(s) =

−τs
sq

= −N2P−1
m (Zdes −Ks) + ZdesKs

N2P−1
m +Ks

1

s

=
N2P−1

m (Kq +Ks) +KsKq

N2P−1
m +Ks

1

s
+Dq (3.8)

Considering the passivity criterion for the system, the real part of the impedance

at the spring port is given as,

Re(ZESPi
spring(jω)) =

DmN
−2K2

s

(Dmω)2 + (N−2K −Bω2)2
+Dq. (3.9)

Obviously, Re(ZESPi
spring(jω)) ≥ 0, ∀Kq, Kp, ω.

The passive impedance evaluated at the load port is referred to equation (3.4).

Hence, the real part of the impedance at the load port is given as,

Re(ZESPi
load (jω)) =

DmN
−2K2

s

(Dmω)2 + (N−2K −Bω2)2
+Dq +Dl. (3.10)

Apparently, the same conclusion forRe(ZESPi
load (jω)) will be derived asRe(ZESPi

spring(jω)).

The impedance behavior of ESPi controlled SEA exhibits a similar trend to

that observed with CIC, with the exception occurring when Kq exceeds Ks as

shown in Fig. 3.53. The first two columns in Fig. 3.5 validate that the real part of

2Here, ū = 0 in τm, refer to equation(2.7)
3Dq = 0 has been applied.
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3.1 Impedance Evaluation under Impedance Control

ZESPi
spring does not impose any limitations on gain selection, even while adhering to

the passivity.
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Figure 3.5: Apparent Impedance under the ESPi framework. The legend, Dq and

three discussed cases condition are same as Fig. 3.4.

The apparent impedance evaluated at spring port at frequency extremities

provides convergences,

ZESPi
spring|s→0 = Kq, (3.11)

ZESPi
spring|s→∞ = Ks +Kq. (3.12)

The impedance approaches to exactly Kq at low frequency, uninfluenced by any

system parameters as impedance under CIC in (3.6). Meanwhile, the impedance

converges to summation of the stiffness (gains) at high frequency, that differs from

the CIC in (3.7).

3.1.2 Passive Impedance Region

This subsection introduces passive impedance region based on the foundation of

the apparent impedance adhering to the passivity. The passive impedance region,

referred as ”Z-region” [4], is composed of two metrics: Z-width and Z-depth. Z-

width represents the range of achievable impedance magnitude, a concept originally

adopted in haptic devices [74], while Z-depth represents the achievable frequency

range. The Z-region is defined as the area between the upper and lower boundaries
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3 Methodology and Analysis

of achievable impedance, Zu and Zl, over the frequency range between the upper

and lower frequency limits, ωu and ωl,

Zregion =

∫ ωu

ωl

W (ω) |log |Zu(jω)| − log |Zl(jω)|| dω (3.13)

=

∫ ∞

0

W (ω)

∣∣∣∣logZu(jω)

Zl(jω)

∣∣∣∣ dω, (3.14)

where W (ω) is a weighting function that can account for specific performance

requirements [4]. From here, W (ω) = 1 has been assumed for easy manipulation.

Force Cascaded Impedance Control

In our case, we set the frequency range from 0 to ∞, where Zl corresponds to the

rendered impedance when Kq = Kimp
min,q = 0 and Zu corresponds to the maximum

passive stiffness for Kimp
max,q. This ensures a seamless design of target impedance

with preserving the passivity.

First, focusing on the Z-region at the spring port without Pl, the result is

illustrated in Fig. 3.6a under the assumption of a fixed torque controller gain.

(a) Z-region at spring port (b) Z-region at load port

Figure 3.6: Comparison of Z-region at spring port (left) and load port (right) under

CIC framework.
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3.1 Impedance Evaluation under Impedance Control

The maximum passive stiffness related to Z-region at the spring port is adopted

as Ks from sec. 3.1.1. The Z-region spanned by ZCIC
u and ZCIC

l indicates the range

of achievable impedance, illustrated in Fig. 3.6a. This visual representation provides

insight into how CIC-impedance behaves within these limits. A correspondent

user-case utilizing the Z-region will be provided later in section 4.1.

An example upper bound Zupper
load composed of dynamical transition from Kq to

Ks evaluated at load port with preserving passivity is visualized in Fig. 3.6b, where

Kq = 2Ks has been applied. The first intersection of Zupper
load and Z lower

load occurs

around 2.5Hz while no intersection appears in the Z-region evaluated at the spring

port, illustrated in Fig. 3.6a.

To increase versatility, the Z-region evaluated at the load port is extended to

3D by considering various Kp in the range [0.1, 100], as shown in Fig. 3.7b. The

passive impedance region slightly increases as Kp increases, clearly illustrated in

2D plot with four sets of Kp in Fig. 3.7a.

(a) Z-region with respect to Kp in a 2D view. (b) Z-region with respect to Kp in a 3D view.

Figure 3.7: Comparison of Z-region Bode plots with respect to various Kp in 2D

(a) and 3D (b) views.
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(a) Z-region evaluated at spring port (b) Z-region evaluated at load port

Figure 3.8: Comparison of Z-region at spring port (left) and load port (right) under

ESPi framework.

Elasitc Structure Preserving Impedance Control

The passive impedance region under ESPi provides a much larger achievable

impedance and frequency range since apparent passive impedance under ESPi has

no constraint of Kq for preserving passivity theoretically in equation (3.10)4, as

shown in Fig. 3.8. This highlights the advantages of ESPi in terms of its extended

flexibility in control parameters selection for maintaining passivity.

3.1.3 Summary

In subsection 3.1.1 and 3.1.2, it is concluded that CIC restricts the rendered stiffness

to the physical stiffness conservatively and possesses the upper-and lower-bound

constrained passive impedance region, mainly at low frequency. In contrast, ESPi

controller imposes no limitations on rendered stiffness and achieves the larger

passive impedance region, theoretically only constrained by lower-bound5.

4Dη = 0 has been applied due to the derivation of equation (3.8).
5The derivation of CIC and ESPi is based on ideal assumptions, excluding factors such as

friction, backlash, and actuator limitations, and utilizes frequency analysis. Additionally, the

damping terms in the ESPi controller are neglected.
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3.2 Force/Torque Transmissibility

3.2 Force/Torque Transmissibility

In classical force control, force transmissibility quantifies the efficiency of transmit-

ting motor force to the load side through the transmission (e.g., spring deformation

in SEA) [42]. It is defined as,

T (s) =
τout
τm

, (3.15)

However, large torque demands in SEA systems often lead to performance

deterioration, known as the large force bandwidth problem (LFB) [72, 79, 80].

This occurs particularly at higher frequencies, where the transmitted torque is less

than the theoretically desired value as the desired output approaches the system’s

maximum continuous motor torque6, shortly τmc,max. Chan et al. have proposed

metrics to address this problem in classical force control; for details, refer to [73,

72].

To address the LFB problem effectively, it is essential to account for actuator

limitations and understand how the control input τm influences the output torque

τs, motor velocity θ̇m, and link-side position q. For clarity, u is used to denote

the control input, and ωm represents the motor velocity in this subsection. From

equation (2.1), these relationships are given as,

Pτ (s) =
τs
u

=
N−1Pm

K−1
s + Pl +N−2Pm

, (3.16)

Pωm(s) =
ωm

u
=

Pm (K−1
s + Pl) s

K−1
s + Pl +N−2Pm

, (3.17)

Pq(s) =
q

u
=

N−1PmPl

K−1
s + Pl +N−2Pm

, (3.18)

where Pτ , Pωm , and Pq represent the transfer functions relating the control input u

to the output torque, motor velocity, and link-side position, respectively.

3.2.1 Maximum Torque Transmissibility, Maximum Torque

Bandwidth

To simplify the discussion of the actuator limitations, the integration of Pτ , Pωm ,

and Pq into the CIC block diagram is illustrated in Fig. 3.9. Two constraint

6In general, it can be found in actuator datasheet.
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3 Methodology and Analysis

equations for the ratio of the desired output torque τdes to the control input u are

given as,

Inner force tracking loop (i.e., orange loop):

uinn =
N−1Cf

1 +N−1CfPτ

τdes =

(
1 +Ks(Pl +N−2Pm)

)
CfN

−1

1 +Ks

(
Pl +N−2Pm(1 + Cf )

) τdes. (3.19)

Outer position regulation loop (i.e., blue loop):

uout =
K−1

s + Pl +N−2Pm

ZdesN−1PmPl

τdes. (3.20)

where uinn and uout denote the control inputs derived from the inner and outer

loop control laws, respectively.

Figure 3.9: CIC block diagram with transfer function representations (Pτ , Pωm , Pq),

where the blue loop represents the outer position regulation loop, the

orange loop represents the inner force tracking loop, and the green loop

represents the relationship from u to ωm.

To address the LFB problem, the maximum desired output torque, denoted as

τdes,max, is expected to approach the maximum continuous motor torque τmc,max.
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3.2 Force/Torque Transmissibility

When τdes = τdes,max is pursued, the ratios between the control input u and τdes,max

are rearranged from equations (3.19) and (3.20) as

uinn

τdes,max

=

(
1 +Ks(Pl +N−2Pm)

)
CfN

−1

1 +Ks(Pl +N−2Pm(1 + Cf ))
, (3.21)

uout

τdes,max

=
K−1

s + Pl +N−2Pm

ZdesN−1PmPl

. (3.22)

From Fig. 2.4, the gear ratio amplifies the motor torque that

τdes,max = Nτmc,max ⇒ τmc,max = N−1τdes,max. (3.23)

The maximum torque transmissibility, denoted as MTTτ , is defined as,

MTTτ (s) =
|u(s)|
τmc,max

, (3.24)

which serves as a metric to tackle the LFB problem.

Based on (3.24), inserting (3.23) into the constraint equations (3.21) and (3.22),

the MTTτ for the inner and outer loop paths are derived as,

MTT inn
τ (s) =

uinn

τdes,max

=

∣∣∣∣ (1 +Ks(Pl +N−2Pm))Cf

1 +Ks(Pl +N−2Pm(1 + Cf ))

∣∣∣∣ , (3.25)

MTT out
τ (s) =

uout

τdes,max

=

∣∣∣∣N(K−1
s + Pl +N−2Pm)

ZdesN−1PmPl

∣∣∣∣ . (3.26)

If MTTτ greater 1 (0 dB) at any location over an interested frequency range,

the control input u becomes insufficient to achieve the desired output torque τdes,

implying the actuator cannot deliver the full τdes,max. Therefore, to ensure large

torque generation, MTTτ must satisfy

MTTτ (s) ≤ 1. (3.27)

The maximum torque bandwidth, denoted as ωMTτ , is defined as the upper

frequency limit guaranteeing maximum torque generation. This concept was first

introduced for classical torque control in [72]. Since the CIC-controlled system

involves two loops in Fig. 3.9, ωCIC
MTτ

is defined as,

ωCIC
MTτ

= min(ωinn
MTτ

, ωout
MTτ

), (3.28)
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where

ωout
MTτ

= argmin
ω

{
ω : MTT out

τ (jω) = 1
}
, (3.29)

and

ωinn
MTτ

=

argminω>ωinn,lower
MTτ

{ω : MTT inn
τ (jω) = 1} , if ωinn,lower

MTτ
is defined,

argminω {ω : MTT inn
τ (jω) = 1} , otherwise.

(3.30)

where

ωinn,lower
MTτ

=

argminω {ω : MTT inn
τ (jω) = 1} , if MTT inn

τ (jω) > 0 as ω → 0,

undefined, otherwise.

(3.31)

Here, s = jω is applied and ωinn,lower
MTτ

represents the lower frequency limit at which

maximum torque generation is guaranteed and solely appears in the inner control

loop.

Figure 3.10: MTTτ Bode plot with desired impedance Kq = 250, Dq = 2
√

BKq.

Noticeably, equations (3.25) and (3.26) depend solely on Kp and Kq, which

correspond to the inner and outer control loop, respectively. Besides, ωLFB is

introduced as a measure, representing a feasible width in frequency that ensures

generation of τmax
des . This facilitates comparative experiments to determine and

validate the optimal gain (Kp or Kq) in CIC. These experiments are conducted in

three cases:
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3.2 Force/Torque Transmissibility

1. specific Kq and Kp values

2. various Kq values for MTT out
τ

3. various Kp values for MTT inn
τ

Case1 with specific Kq and Kp.

The maximum torque bandwidth ωCIC
MTτ

is dominated by ωout
MTτ

, as MTT out
τ

exceeds 0 dB at approximately 2.7 Hz, earlier than ωinn
MTτ

, shown in Fig. 3.10.

Furthermore, MTTτ for both the inner and outer loops generally increases with

frequency, indicating that the bandwidth preserving large torque generation is

constrained to lower frequency ranges.

Figure 3.11: MTTτ Bode plot with respect to (a) variable Kq and (b) variable Kp.

The red plane represents 0 dB plane. The colorful surface represents

the MTTτ . Here, Kq = 250 and Kp = 3 are applied.

Case2 with various Kq

According to equation (3.27), the controlled system should operate in the region

ωLFB where the MTTτ surface lies below the 0 dB plane (i.e., the red plane) in

Fig. 3.11a (3D view), corresponding directly to the red area in Fig. 3.12a(2D view).

The ωout
MTτ

trajectory as a function of Kq in (3.29) corresponds to the first

intersection boundary between the two planes. The value of ωMTτ increases with

Kq, indicating that a higher rendered stiffness (i.e., stiffer impedance) enables the

actuator to deliver τdes,max, even at high frequencies.

Case3 with various Kp
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Figure 3.12: 2DMTTτ Bode plot with respect to variableKq andKp from Fig. 3.11.

The same way is followed for finding ωLFB in this case, which is constrained by

ωinn
MTτ

and ωinn,lower
MTτ

trajectories from left and right side, respectively, as shown in

Fig. 3.11b. The Kp range from 0.1 to 7.2 provides the largest ωLFB, as marked in

Fig. 3.12b, due to the absence of lower frequency limit and constant ωinn
MTτ

regardless

of Kp. When Kp exceeds 7.2, ωinn,lower
MTτ

increases with Kp, leading to a reduction

in ωLFB. Therefore, selecting Kp within a smaller range is preferable to maximize

ωLFB and ensure the generation of the maximum desired output torque τmax
des .

The intrinsic stiffness Ks and the gear ratio N have impact on MTTτ . However,

in this section, they are kept constant as the focus is on the selection of controller

parameters7. For more details on the parameter selection of Ks and N in classical

force control, refer to [72].

3.2.2 Maximum Velocity Transmissibility, Maximum Ve-

locity Bandwidth

The maximum permissible motor velocity, denoted as ωm,per, limits the actuator’s

ability to achieve the desired output torque τdes. The relationship describing how

7While all system parameters influence the metrics according to the equations, in this analysis,

only the control parameters are varied, and all other parameters are kept constant, as shown in

Table 3.1.
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3.2 Force/Torque Transmissibility

the motor velocity ωm behaves under the desired output torque τdes, constrained

by the control input u, as derived from Fig. 3.9, is given as,

Inner force tracking loop (i.e., orange + green loop):

ωm = Pωmuinn = Pωm

N−1Cf

1 +N−1CfPτ

τdes, (3.32)

Outer position regulation loop (i.e., blue + green loop):

ωm = Pωmuout = Pωm

K−1
s + Pl +N−2Pm

ZdesN−1PmPl

τdes. (3.33)

According to the definitions and constraints of MTTτ in equations (3.24)

and (3.27), the maximum velocity transmissibility, denoted as MTTω, is defined as,

MTTω =
|ωm|
ωm,per

≤ 1, (3.34)

which serves as a metric to address the LFB problem in terms of velocity limitations.

When τdes = τdes,max is pursued, inserting equations (3.23) and (3.34) into the

two constraints on ωm in equations (3.32) and (3.33), the MTTω(s) for the inner

and outer loop paths are derived as,

MTT inn
ω (s) =

∣∣∣∣ CfPm(K
−1
s + Pl)s

K−1
s + Pl +N−2Pm(1 + Cf )

∣∣∣∣ τmax
m,cont

ωm,per

, (3.35)

MTT out
ω (s) =

∣∣∣∣NPm(K
−1
s + Pl)s

ZdesN−1PmPl

∣∣∣∣ τmax
m,cont

ωm,per

. (3.36)

The maximum velocity bandwidth, ωMTω , analogous to the definition of ωMTτ in

equation (3.28), is defined as the upper frequency limit ensuring maximum output

torque generation. It is given as,

ωMTω = min(ωinn
MTω

, ωout
MTω

), (3.37)

where

ωout
MTω

= argmin
ω

{
ω : MTT out

ω (jω) = 1
}
, (3.38)

and

ωinn
MTω

=

argminω>ωinn,lower
MTω

{ω : MTT inn
ω (jω) = 1} , if ωinn,lower

MTω
is defined,

argminω {ω : MTT inn
ω (jω) = 1} , otherwise,

(3.39)
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where

ωinn,lower
MTω

=

argminω {ω : MTT inn
ω (jω) = 1} , if MTT inn

ω (jω) > 0 as ω → 0,

undefined, otherwise.

(3.40)

Here, ωinn
MTω

and ωout
MTω

represent the upper frequency limits derived from the inner

and outer loops, respectively, while ωinn,lower
MTω

represents the lower frequency limit

derived from the inner loop. These definitions are analogous to ωinn
MTτ

, ωout
MTτ

, and

ωinn,lower
MTτ

in equations (3.30), (3.29), and (3.31).

A new variable, ητ,ω, is introduced to represent the ratio of the maximum

continuous motor torque to the maximum permissible velocity. It is defined as,

ητ,ω =
τmc,max

ωm,per

. (3.41)

Equations (3.35) and (3.36) can be reformulated in terms of ητ,ω as,

MTT inn
ω =

∣∣∣∣ CfPm(K
−1 + Pl)s

K−1 + Pl +N−2Pm(1 + Cf )

∣∣∣∣ ητ,ω, (3.42)

MTT out
ω =

∣∣∣∣NPm(K
−1 + Pl)s

ZdesN−1PmPl

∣∣∣∣ ητ,ω. (3.43)

Figure 3.13: MTTω Bode plot with respect to variable ητ,ω. Here, Kp = 3 and

Kq = 250 are applied.

To understand the effects of ητ,ω on the feasible frequency width ωLFB, three

different cases will be analyzed:
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3.2 Force/Torque Transmissibility

1. specific Kq, Kp, and varying ητ,ω

2. specific Kq, and varying ητ,ω, Kp

3. specific Kp, and varying ητ,ω, Kq

Case1 with specific Kq, Kp, and varying ητ,ω

MTT inn
ω dominates at low frequencies, while MTT out

ω dominates at high fre-

quencies, with a critical frequency of 2.3 Hz that remains independent of ητ,ω, as

shown in Fig. 3.13b. Based on the chosen control parameters, ωout
MTω

consistently

dominates ωMTω in equation (3.37), as illustrated in Fig. 3.13a. Notably, increasing

ητ,ω decreases ωout
MTω

and ωinn,lower
MTω

is defined when ητ,ω > 1.2, which leads to the

reduced feasible frequency width ωLFB.

(a) MTTω wrt. ητ,ω and Kp (b) MTTω wrt. ητ,ω and Kq

Figure 3.14: MTTω wrt. ητ,ω and Kp(left) or Kq(right), From the blue color to red

color represent the value from low to high.

Case2 with specific Kq, and varying ητ,ω, Kp

Once Kp grows, ωinn,lower
MTω

decreases, exhibiting the same trend as ωinn,lower
MTτ

mentioned in subsection 3.2.1, as shown in Fig. 3.14a. Even though ωout
MTω

increases

with Kq (i.e, validation shows in Case 3), ωout
MTω

remains smaller than ωinn,lower
MTω

,

where ωout
MTω

illustrated in Fig. 3.14a is derived from large Kq. This indicates
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that ωMTω is primarily dominated by ωout
MTω

. Additionally, ωLFB decreases with

increasing ητ,ω, which verifying the Case1 conclusion.

Case3 with specific Kp, and varying ητ,ω, Kq

ωout
MTτ

rises with Kq, exhibiting an expansion of the feasible frequency width

ωLFB under fixed ητ,ω, as shown in Fig. 3.14b. Remarkably, ωout
MTτ

decreases as ητ,ω

growing and it has a discontinuity at ητ,ω equal 4.6, representing that the ωLFB

reduces with the increase of ητ,ω, which verifying the Case1 conclusion.

The gear ratio N and the intrinsic stiffness Ks play an important role on ωMTω .

However, in this subsection, they are kept constant since our focus is on the selection

of controller parameters. For more details on the effect of N and Ks, refer to [73].

3.2.3 Maximum Torque Frequency Bandwidth

The two actuator limitations, τmc,max and ωm,per, both hinder the actuator trans-

missibility and define their own frequency boundaries, ωMTτ and ωMTω , respectively.

To guarantee large torque generation, it is necessary to adhere to these boundaries

by choosing the minimum as the maximum torque frequency bandwidth [72],

ωMT = min(ωMTτ , ωMTω) (3.44)

Besides, CIC introduces the lower frequency boundary in (3.31) and (3.40), resulting

in the maximum torque frequency bandwidth lower frequency boundary, denoted

as ωlower
MT . It is defined as,

ωlower
MT = min(ωinn,lower

MTτ
, ωinn,lower

MTω
) (3.45)

For the user-case in section 4.2, it is necessary to discuss the frequency ranges

where ωMTτ dominates versus where ωMTω is primary. The case with fixed Kq and

Kp will be discussed.

Equations (3.25) and (3.26) show that ωMTτ is independent of ητ,ω. The first

intersection of the blue area and the red area, ωMTτ , has a constant frequency of 2.7

Hz, as illustrated in Fig. 3.15, which matches observations in subsection 3.2.1 Case1.

In comparison, the intersection of the green area and the red area, ωMTω , which

indicates as the lower frequency limit of the ωlower
MT , grows with ητ,ω, particularly

for ητ,ω greater than 1.8. Noticeably, the feasible frequency width ωLFB narrows as

ητ,ω rises beyond 1.8, and when ητ,ω reaches 30.8, ωLFB vanishes.
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3.2 Force/Torque Transmissibility

Figure 3.15: ωMT Bode plot with MTTω represented in green, MTTτ in blue, and

the 0 dB plane in red. Here, Kq = 250, Dq = 2
√
BKq and Kp = 3

are applied.

From this analysis, it can be concluded that selecting a larger τmc,max or a smaller

ωm,per is preferable for maximizing the feasible frequency width for maximum torque

generation.
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3.3 Energy Efficiency under Disturbance

The previous subsection introduced metrics covers the fidelity control on achievable

impedance and force, it is also crucial to evaluate robustness of controlled SEA.

Sensitivity and robustness are metrics used to quantify the controller’s relationship

with respect to τext.

The sensitivity S(s) of a SEA is defined as the extent of spring deformations

responds to external forces/torques [42],

S(s) =
θ − q

τext
=

∆xs

τext
. (3.46)

The robustness R(s) describes how the controlled system preserve performance

under disturbance[1, 81], namely,

R(s) =
τm
τext

(3.47)

Besides, energy efficiency is significant for design of controlled SEA. It is often

discussed how the choice of controller or the selection of elasticity in an elastic

system can minimize the overall mechanical power consumption associated with the

desired motion [82]. Generally, four classes of power consumption are defined, as

introduced in [83]: net power, absolute power, positive-only power, and generalized

power. In robotics and bipedal biomechanics, absolute power is widely used for

analysis,

P̄ =
1

T

∫ T

0

| P (t) | dt (3.48)

which is selected as one of interested metrics and utilized throughout this subsection.

3.3.1 Force Cascaded Impedance Control

To simplify the discussion, the CIC block diagram, incorporating the transfer

functions Pq, Pτ , and Pd, which are independent of any controllers, is shown in

Fig. 3.16. Additionally, Pd represents the ratio between the disturbance τext and

the link position q, which is given as,

Pd =
q

τext
=

P−1
m +N−2K

P−1
m P−1

l +K(N−2P−1
l + P−1

m )
. (3.49)
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Figure 3.16: CIC diagram with transfer function Pq, Pτ , and Pd

where Pq and Pτ have been defined in (3.18) and (3.16), respectively.

Together with feed-forward dynamics of Pq, the output q is affected by two

force-ports,

q = Pqτm + Pdτext. (3.50)

as shown in the purple dashed bounded box in Fig. 3.16.

Several transfer functions, essential for energy efficiency and robustness in

CIC-controlled SEA, are derived from equations (2.6), (2.1), and (3.16). These are

given by,

GCIC
u =

τm
τext

=
ZdesCfPd

1 + Cf (Pτ − PqZdes)
, (3.51)

GCIC
θ =

θ

τext
=

CfZdes +N−1Ks +KsCf

P−1
m P−1

l +Ks(N−2P−1
l + P−1

m ) +N−1KsCf (P
−1
l − Zdes)

, (3.52)

GCIC
θ̇

=
θ̇

τext
= sGCIC

θ , (3.53)

where GCIC
u , GCIC

θ , and GCIC
θ̇

represent the transfer functions relating the control

input, motor-side position, and motor velocity to external torque, respectively.

The robustness and sensitivity are selected by definition of (3.47) and (3.46).

Thus, R(s)CIC equals (3.51). S is given as,

S(s)CIC = GCIC
θ − Pd. (3.54)
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Correspondingly, the absolute power is updated based on equations (3.51)

and (3.53), along with the fact that the product of effort u and flow θ̇ represents

the exerted power,

P̄CIC =
1

T

∫ T

0

| GCIC
u GCIC

θ τ 2ext | dt. (3.55)

This describes a case where the goal is to maintain the output at an equilibrium

position. When a disturbance occurs, such as an impact torque or periodic torque,

the controller requires to exert a specific amount of mechanical energy to achieve

the desired impedance behavior and maintain the equilibrium.

3.3.2 Elastic structure Preserving Impedance Control

The ESPi related derivation reused the components from CIC. The control input

τm based on equations (2.7) and the coordinate transformation8 introduced in [10]

is given as ,

τm = Yqq + Yττext − Yrqd, (3.56)

where Yq, Yτ , and Yr are given as,

Yq =
N(Zdes(P

−1
m +N−2Ks +Dηs)−Dη(P

−1
l +Ks)s)

Ks

Yτ =
NDηs

Ks

Yr =
NZdes(P

−1
m +N−2Ks +Dηs)

Ks

(3.57)

which is highlighted by orange box in Fig. 3.17 (cf. Fig. 3.16). Yq and Yr represents

the negative coefficients due to their sign definitions.

Notably, transfer functions denoted by capital P represent relationships derived

from the original SEA system, independent of any controllers. Transfer functions

denoted by capital Y correspond to relationships involving the control input τm.

Transfer functions denoted by capital G represent relationships derived from the

controlled SEA system, which are strongly dependent on the controllers.

Transfer functions essential for the discussion of energy efficiency and robustness

in ESPi-controlled SEA are derived from equations (2.1), (2.7), and (3.50). These

8Here, the transformation β = Zdes(q − qd) and Zdes = −Kq −Dqs are used.
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Figure 3.17: ESPi control diagram with transfer functions Pq, Pd, Yq, Yr, and Yτ .

transfer functions are expressed as,

GESPi
u =

τm
τext

=
YqPd + Yτ

1− YqPq

, (3.58)

GESPi
θ =

θ

τext
=

(P−1
l +Ks)Yτ + (Yq +N−1Ks)

P−1
m P−1

l +Ks(N−2P−1
l + P−1

m )−N−1KsYq

, (3.59)

GESPi
θ̇

=
θ̇

τext
= sGESPi

θ , (3.60)

where GESPi
u , GESPi

θ , and GESPi
θ̇

represent the transfer functions relating the control

input, motor-side position, and motor velocity to external torque, respectively.

The robustness R and sensitivity S in ESPi-controlled SEA are derived as

the same way for CIC-controlled SEA. Hence, R(s)ESPi equals (3.58) and S is

expressed as,

S(s)ESPi = GESPi
θ − Pd. (3.61)

Correspondingly, the absolute power is expressed as,

P̄ESPi =
1

T

∫ T

0

| GESPi
u GESPi

θ τ 2ext | dt, (3.62)

which has a similar formulation as CIC-controlled SEA in (3.55).

3.3.3 Transfer Functions related to Disturbance

In the previous subsection, several transfer functions related to τext were introduced.

To achieve an energy-efficient controlled SEA, a comparison of Gu and Gθ̇ between
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two different controllers for the case with specific Zdes and varying Kq are discussed

below9.

Case 1 with specific Zdes

The anti-resonance of Gu, shortly ωanti,Gu , where τext minimally affects τm under

the same external torque, is identical for both controllers, with ωanti,Gu =
√
K/B

as in equations (3.51) and (3.58). This corresponds to the natural frequency of

the uncontrolled SEA, denoted as ωn, and is shown by the solid lines in Fig. 3.18.

Moreover, with the anti-resonance power of four in GESPi
u , higher than that in

GCIC
u , the anti-peak of GESPi

u is deeper than that of GCIC
u .

In contrast, the resonance of Gu, denoted as ωr,Gu , where even a small external

torque significantly affects the control input τm, shows no distinct differences

between controllers, as seen in Fig. 3.18. However, in ESPi control, the effect of

τext on τm increases at high frequencies, particularly beyond ωanti,Gu , indicating a

theoretically high resonance. In CIC, this influence remains minimal due to the

lack of a pronounced peak at ωr,Gu .

Figure 3.18: transfer functions comparison with desired impedance Kq = 250,

Dq = 2
√

BKq. Solid lines represent Gu and dotted lines represent Gθ̇

The resonance of Gθ̇, denoted as ωr,Gdθ
, where the motor velocity θ̇ is strongly

influenced by τext, is identical for both controllers, as shown in equations (3.53)

and (3.60), and illustrated by the dotted line in Fig. 3.18. Both equations indicate

9Here, Dη = 0 is applied for ESPi, and (Kp,Kd) = (3, 0.02) is used for CIC inner torque

control.
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3.3 Energy Efficiency under Disturbance

a zero at the origin, resulting in a positive slope at low frequencies.

At high frequencies, the effect of τext on θ̇ in the CIC decreases, suggesting a

theoretically high anti-resonance, whereas in the ESPi controller, this effect remains

constant.

Case 2 with varying Kq

The selection of Kq has no apparent influence on the aforementioned trends in

Case 1, as shown in Fig. 3.19a. The distinction lies is the magnitude of GESPi
u at

resonance slightly increases, as Kq grows.

(a) Gu w.r.t. Kq (b) Gθ̇ w.r.t. Kq

Figure 3.19: 3D comparison of gain functions wrt. Kq. (a) Gu (b) Gθ̇

The second resonance of GESPi
θ̇

becomes more pronounced with decreasing Kq,

as shown in Fig. 3.19b. Conversely, the magnitude of GESPi
θ̇

diminishes as Kq

increases. In contrast, the selection of Kq has little effect on GCIC
θ̇

at low frequency

while GCIC
θ̇

decreases with decreasing Kq at high frequency.

The use cases of the controlled system under different disturbances τext will be

discussed in the section 4.3 and compared with the results from this section.

46



4 Augmented Analysis and User

Case

4.1 Impedance Gain Selection from Passive Impedance

This section focuses on incorporating the passive impedance region into the con-

troller design for both controllers, based on the passive impedance region analysis

in section 3.1.

4.1.1 Force Cascaded Impedance Control

For the CIC parameters, the passive impedance region is first evaluated at the

spring port to exclude the load dynamics. An intuitive approach can then be

derived from equation (3.6). As the frequency approaches zero (s → 0) and Kp is

sufficiently large, Kq approximates the magnitude of ZCIC
spring(s). A transformation

from decibels to N/m, simplifying later utilization, is derived from the calculation

of decibels for bode plot. It is given by,

ZCIC
spring,N/m|s→0 = s · 100.05ZCIC

spring,dB(s), (4.1)

where s = 2πfmin denotes the coordinate at the minimum allowable frequency.

This approach is named the direct retrieval approach, as it enables directly

retrieve the impedance controller gain, as depicted in Fig. 4.1, where Kp is set to 7

to fulfill the Kp assumption in this method.

Beyond direct retrieval approach, the apparent impedance in any controllers

reflects the chosen desired impedance as Zspring = Hspring(Zdes) and Zload =

Hload(Zdes). We aim to derive the inverse relations Zdes = H−1
spring(Zspring) and
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4.1 Impedance Gain Selection from Passive Impedance

(a) ZCIC
spring vs. Kq in dB. (b) ZCIC

spring vs. Kq in original scale.

Figure 4.1: ZCIC
spring vs. Kq relationships at s → 0 with Kp = 7 and Dq = 2

√
BKq

for critical damping. Thick solid lines represent passive impedance

bounds, thick dotted lines validate two cases (Kq = 50 and Kq = 150),

and thin dotted lines correspond to desired Kq for Zdes. All system

parameters are from Table 3.1, except Kp.

Zdes = H−1
load(Zload), mapping Zimp to Zdes without and with load dynamics respec-

tively. This generalized notation applies to any controller and enables determining

controller parameters [Kq, Dq] from the passive impedance region. Thus, it is

named the indirect retrieval approach.

In CIC, the inverse relations H−1
spring and H−1

load, derived from equations (3.1)

and (3.4), are given by,

ZCIC
des,spring = H−1

spring(Z
CIC
spring)

= −(P−1
m +N−2Ks +N−1KsCf ) s

N−1KsCf

ZCIC
spring +

NP−1
m

Cf

, (4.2)

ZCIC
des,load = H−1

load(Z
CIC
load )

= −(P−1
m +N−2Ks +N−1KsCf )

N−1KsCf

(
sZCIC

load − P−1
l

)
+

NP−1
m

Cf

, (4.3)

where ZCIC
des,spring = ZCIC

des,load = −Kq − Dqs represents the designed impedance

controller. By specifying a frequency of interest, this indirect retrieval approach

facilitates impedance gain selection.

To illustrate these steps, two examples of H−1
spring evaluated at the spring port

are highlighted in Fig. 4.2, with the frequency of 2 Hz (denoted by the blue

point) being discussed first. The feasible magnitude range of ZCIC
spring is indicated
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4 Augmented Analysis and User Case

Figure 4.2: Zspring mapped to Zdes via the Z-region for CIC. The line types are

consistent with those in Fig. ??.

in Fig. 4.2a, derived from the vertical line at 2 Hz within the Z-region. A desired

passive apparent impedance of 19.6 dB is selected, marked as the blue point Zcase1.

Applying the mapping relation H−1
spring in (4.2) with s = 2πf , the designed

impedance gain Zdes is calculated and marked in Fig. 4.2b as Zcase1
des (blue point).

Zdes comprises Kq (stiffness) and Dq (damping), represented as a horizontal line

for different magnitudes and a line with a slope of 20 dB per decade, respectively.

Besides, Kq primarily influences Zdes at low frequencies, while Dq becomes more

significant at higher frequencies. Since the chosen frequency lies in the low-frequency

range, only Kq can be determined from Fig. 4.2b, where Zcase1
des corresponds to

Kcase1
q . Determining Dq requires focusing on the higher-frequency region of the

passive impedance range.

Another example, with a frequency of 0.1 Hz, selects the maximum appar-

ent impedance of 52 dB, marked in Fig. 4.2a as Zcase2 (magenta point). The

corresponding Zcase2
des represents the maximum designed Kq at 0.1 Hz.

For the direct retrieval approach, considering the load dynamics, the apparent

impedance evaluated at the load port based on (3.4) converges as,

ZCIC
load |s→0 = Kq

(
Kp

Kp + 1

)
+Dl. (4.4)

This approach cannot directly retrieve Kq and is unsuitable when load dynamics are

included. In contrast, the indirect retrieval approach based on (4.3), can determines

Zdes from the Z-region.
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4.2 Maximum Torque Generation influenced Passive Impedance

4.1.2 Elastic Structure Preserving Impedance Control

For the indirect retrieval method in ESPi control, the inverse relations H−1
spring and

H−1
load, derived from equations (3.8) and (3.4), are expressed as,

ZESPi
des,spring = H−1

spring(Z
ESPi
spring) = sZESPi

spring +
N2KsP

−1
m

N2P−1
m +Ks

, (4.5)

ZESPi
des,load = H−1

load(Z
ESPi
load ) = sZESPi

load − P−1
l +

N2KsP
−1
m

N2P−1
m +Ks

. (4.6)

The steps of indirect retrieval method to derive the desired impedance compo-

nents Kq (stiffness) and Dq (damping) in ESPi control follows the same steps as in

CIC, as shown in Fig. 4.3 with two cases.

Figure 4.3: Zspring mapping to Zdes via Z-region for ESPi controller. The line types

are consistent with those in Fig. 4.1.

4.2 Maximum Torque Generation influenced Pas-

sive Impedance

The impedance-controlled SEA acts as a torque source, providing equivalent

impedance torque to modulate interaction forces effectively. Metrics for evaluating

transmissibility are introduced in section 3.2, considering practical limitations

(τmax
m,cont and ωm,per). This section investigates integrating transmissibility into the

passive impedance region outlined in subsection 3.1.2, enabling retrieval of the
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4 Augmented Analysis and User Case

feasible torque proportional gain while ensuring maximum torque generation. The

contraction of the passive impedance gain Kq as a new lower bound for the passive

impedance region is discussed in subsection 4.2.1, followed by the extension of the

3D passive impedance region to incorporate the effect of the torque controller gain

Kp, which reduces the feasible frequency width, as detailed in subsection 4.2.2.

For maximum torque generation under τmax
m,cont and ωm,per constraints, the ratio

ητ,ω is critical in determining the dominance of ωMT in (3.44), as discussed in

subsection 3.2.3. Since the ητ,ω derived from Table 3.1 using equation (3.41) falls

in the low region, ωMTτ and MTTτ dominate the maximum torque frequency

bandwidth in our case.

4.2.1 Contraction of Passive Impedance Gain

For the outer impedance loop, which depends solely on Kq and is independent of

Kp, the contraction of passive Kq is evaluated at the load port based on the passive

impedance region and MTTτ including load dynamics. The process follows these

steps:

1. Derive ωout
MTτ

within the Kq range [0, 2Ks]
1, represented as tuples ΦKq =

(Ki
q, ω

out,i
MTτ

), where i = 1, 2, . . . , N1, and N1 is the number of sample points

for the outer impedance loop. The results are shown as the black curve in

Fig. 4.4a.

2. Sort ΦKq based on ωout,i
MTτ

to enhance computational efficiency.

3. Calculate the corresponding impedance ZCIC
load (s

i) using equations (3.1) and (3.4)

for given Ki
q and si, denoted as ZCIC

load,MT (s
i) = f(Ki

q, s
i), where si = 2πωout,i

MTτ
.

Calculations assume Kp = 32.

4. Interpolate the discrete values of ZCIC
load,MT (s

i) into a continuous line, illustrated

as the black curve in Fig. 4.4b.

1The maximum passive apparent impedance is chosen as 2Ks based on experimental results in

Fig. 3.4.
2This value is chosen as it provides the largest bandwidth forKp, as discussed in subsection 3.2.1.

Notably, while ωouter
MTτ

is independent of Kp, the calculation of ZCIC
load (s) depends on Kp.
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4.2 Maximum Torque Generation influenced Passive Impedance

(a) ωMTτ plotted on the 3D MTTτ w.r.t. vari-

ous Kq.

(b) 2D Z-region Bode plot integrated with

ωMTτ
, represented by the black line. Here,

Kp is set to 3.

Figure 4.4: Comparison of ωMTτ (a) on the 3D MTTτ surface and (b) within the

2D Z-region Bode plot.

The black curve in Fig. 4.4b represents the lower bound of the impedance range

required to ensure large torque generation. This is because, as Kq increases, ωout
MTτ

grows (Fig. 3.11) and the apparent impedance curve shifts upward (Fig. 4.2).

Each tuple ΦKq represents the minimal Kq required to ensure large torque

generation at a given frequency ωout
MTτ

. The black curve is formed by these minimal

Kq values across different frequencies. Increasing Kq beyond this threshold at a

given frequency guarantees large torque generation, as ωout
MTτ

rises with higher Kq.

The passive impedance region slightly decreases due to the black curve derived

from ΦKq , as shown in Fig. 4.4b. The overall lower boundary for passive impedance

region, ensuring large torque generation, is defined as,

Zl,MT (s) = max
(∣∣Z lower

load (s)
∣∣ , |Zload,MT (s,Kq)|

)
, (4.7)

that is highlighted as the magenta thick curve in the figure.

4.2.2 Retrieval Feasible Torque Proportional Gain

For the inner torque loop, the feasible frequency range is determined by the

corresponding Kp. Therefore, it is essential to identify the two bounds, ωinn
MTτ

and
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4 Augmented Analysis and User Case

ωinn,lower
MTτ

, as discussed in subsection 3.2.1. The process to achieve this follows these

steps3:

1. Derive ωinn
MTτ

and ωinn,lower
MTτ

within the Kp interest range [0, 50], represented

as tuples ΦKp = (Ki
p, ω

inn,i
MTτ

) for i = 1, 2, . . . , N2, where N2 is the number of

sample points, and ΦKp,lower = (Ki
p, ω

inn,lower,i
MTτ

) for i = 1, 2, . . . , N3, where N3

denotes the number of sample points. ωinn
MTτ

is shown as the black curve, and

ωinn,lower
MTτ

is illustrated as the blue curve in Fig. 4.5a4.

2. Calculate ZCIC
load,MT (s

i) = f(Ki
q, s

i, Kj
p), where each Kj

p defines its own plane

with s = 2πωi
MTτ

for various Kq. This results in a 2D passive impedance

region for each Kp, as shown in Fig. 4.4b.

3. Combine the multiple 2D planes of ZCIC
load,MT (s

i) derived in the previous step

across Kp to form a 3D volume, as illustrated in Fig. 4.5b. The red surface

represents the lower bound of the impedance range corresponding to Kq.

4. Interpolating ωinn
MTτ

and ωinn,lower
MTτ

respectively forms two constraint plane,

depicted as the green surfaces in Fig. 4.5b.

The actuator limitations constrain Kq by the lower bound of the passive

impedance region, depicted as the red surface in Fig. 4.5b, and by the upper

and lower bounds of the feasible frequency width ωLFB, introduced in subsec-

tion 3.2.1 and illustrated as the green surface. To maximize ωLFB within the

passive impedance region, Kp should lie between 0.1 and 7.2, aligning with the

observation in Fig. 3.11. Conversely, to maximize the passive impedance region,

a larger Kp is preferable, as observed in Fig. 3.7b, indicating a tradeoff between

ωLFB and the Z-region.

4.3 Energy efficiency Results

To identify the most energy-efficient controllers for SEA under disturbance, the

objective is to determine the control strategy that minimizes maximum control effort,

3The steps outlined for the outer impedance loop Kq in the previous subsection are also

applicable here
4Notably, the result in Fig. 4.5a aligns with the tendency of MTTτ with respect to Kp,

encompassing both the normal ωinner
MTτ

and the lower bound ωinner,lower
MTτ

, as depicted in Fig. 3.11.
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4.3 Energy efficiency Results

(a) ωMTτ and ωinner,lower
MTτ

plotted on the 3D

MTTτ with respect to various Kp. Here,

Kq does not affect the value of ωMTτ
and

ωinner,lower
MTτ

.

(b) 3D Z-region Bode plot integrated with

ωMTτ with respect to Kq (red plane) and

Kp (green planes). Here, Kp is expressed

on a logarithmic scale.

Figure 4.5: (a) ωMTτ and ωinner,lower
MTτ

plotted on the 3D MTTτ . (b) 3D Z-region

Bode plot integrated with ωMTτ .

denoted as τm,max and P̄ under various disturbance conditions. Two regulation

control cases are discussed below.

4.3.1 Periodic Disturbance on Regulation Control

The first case without friction is analyzed under the condition that τext is a periodic

sinusoidal signal with a specific frequency fHz. The analysis focuses on the first 10

seconds, with τext = 3 sin(2πfHzt), where the amplitude is set to 3 Nm.

The maximum control input with respect to varying desired Kq and the specified

fHz, as shown in Fig. 4.6, aligns with the inference from the transfer functions

GCIC
u and GESPi

u in subsection 3.3.3. The resonance of both controllers results in a

peak control input. Furthermore, the 2D plot of Kq versus umax demonstrates that

as Kq increases, umax also grows.

The absolute peak power with respect to varying desired Kq and the specified

fHz, as illustrated in Fig. 4.7, aligns with the behavior of the gain functions

GCIC
θ̇

and GESPi
θ̇

in subsection 3.3.3. The power is calculated by integrating Gu

multiplied by Gθ̇, where the dominant influence on the overall trend is Gθ̇ based on

the observation. The two peaks in Fig. 4.7 correspond to the resonance frequencies
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4 Augmented Analysis and User Case

Figure 4.6: Maximum control input under τext, modeled as a periodic sinusoidal

signal over 10 seconds. The red surface indicates the first resonance of

each controller separately. The results are based on equations (3.51)

and (3.58).

of the respective controllers, which matches our inference in subsection 3.3.3.

Figure 4.7: Peak power input under the same conditions as Fig. 4.6. The results

are based on equations (3.53) and (3.60).

4.3.2 Sudden Contact Force on Regulation Control

The second case with friction assumes τext as a contact force modeled by a half

sine wave [81, 84]. The goal is to maintain the output position at the equilibrium

point and analyze the energy and control input required to preserve the desired

impedance behavior under a sudden contact force. In the following analysis, the

maximal sudden contact input is set to 100 Nm, the desired Kq is 50, and the

remaining parameters are the same as those in Table 3.1.

The CIC-controlled system exhibits larger deflection but lower instantaneous

power, whereas the ESPi-controlled system converges faster with higher instanta-
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Figure 4.8: Response of the controlled SEA system to a sudden contact force, which

occurs at t = 1 s. The desired Kq is set to 50.

neous power and velocity, as shown in Fig. 4.8. Over 5 seconds, both controlled

systems have total energy inputs on the order of 103, with ESPi at 3.23× 103 and

CIC at 3.77× 103, indicating that ESPi is slightly more energy-efficient under this

configuration.

To enhance versatility, the influence of the desired impedance gain on the

absolute input power and overall control input is analyzed in Fig. 4.9. As Kq

increases, the maximal instantaneous power grows for both controllers, except for

a bulge at very low Kq in CIC. The overall instantaneous power for ESPi is higher

than for CIC, likely due to the faster convergence speed of ESPi. However, the total

energy input for ESPi is lower than for CIC, indicating greater energy efficiency in

this case, as shown in Fig. 4.10.
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4 Augmented Analysis and User Case

(a) CIC for interest time snippet t = 1s 2s (b) ESPi Control for interest time snippet t =

1s 1.5s

Figure 4.9: Response of the controlled SEA system to a sudden contact force

occurring at t = 1 s with respect to varying Kq.
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Figure 4.10: Comparison of energy consumption w.r.t. Kq for CIC and ESPi

4.3.3 Conclusion

In the first case, the maximum control input τm,max and the peak of instantaneous

absolute power for CIC are smaller than those for ESPi control, indicating lower

peak input power and reduced stress on the actuator. In the second case, the

peak absolute power for ESPi control exceeds that of the CIC, which may result in

higher transient loads on the actuator. However, the overall energy input for ESPi

control is smaller than that for CIC, demonstrating greater energy efficiency over

time. Besides, the consideration of friction does not affect the overall tendency of

the control input and power. Overall, ESPi control is more energy-efficient, while

CIC is preferable for minimizing peak values.
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5 Testbed and Identification

5.1 Testbed Configuration

The testbed configuration consists of two main components: hardware and software

(including communication), introduced in subsections 5.1.1 and 5.1.2, respectively.

5.1.1 Hardware Setup

The hardware setup underwent three iterations over eight months. The first

version, primarily constructed from 3D-printed materials, exhibited slightly elastic

characteristics, as shown in Fig. 5.1. However, the output was directly connected

to the ground, lacking a buffer, which made the SEA system’s spring prone to

breakage.

(a) Overall configuration (b) Without shell (c) Connection (left: aluminum,

right: 3D print)

Figure 5.1: Initial Testbed: (a) Overall configuration; (b) Without shell; (c) Con-

nection materials comparison.

The second version replaced the 3D-printed materials with aluminum and added
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5.1 Testbed Configuration

a coupling for actuator connections to reduce vibrations, as shown in Fig. 5.2.

However, the output configuration remained the same as the initial setup, leaving

the risks unchanged. In both the first and second setups, the actuator was directly

controlled via an Elmo Gold Twitter servo drive, and a torque sensor (H40B) was

positioned at the output port, utilizing electromagnetic induction and connected

to a torque transducer for measurement processing.

(a) Overall configuration (b) Without shell (c) Actuator

Figure 5.2: Second Version Testbed: (a) Overall configuration; (b) Without shell;

(c) Actuator with connection.

(a) Overall Configuration (b) CAD Representation

Figure 5.3: Final Testbed: (a) Overall setup. (b) CAD representation.
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5 Testbed and Identification

The final version addresses the drawbacks of previous setups by connecting the

output to a larger actuator, capable of generating high direct output torque for

simulating various environmental scenarios, as shown in Fig. 5.3. The output actu-

ator is directly controlled via the Baumueller drive. This configuration is designed

to create a high-torque, low-velocity testing environment for future evaluating the

performance of the tested actuators.

5.1.2 Software Setup

In order to utilize the existing links-and-nodes interface and robotkernel in our

institute, which is similar to ROS, the software for the testbed is designed to

establish communication between the testbed and the real-time PC, trigger the

process to bring the testbed into operation, log all measured and commanded data

from encoders and sensors, and control actuators in different modes. An overview

of the software and hardware configuration is shown in Fig. 5.4.

Figure 5.4: Relationship between hardware and software in the testbed configura-

tion
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5.1 Testbed Configuration

The software of the testbed includes mainly four packages: ipols for input

value interpolation (e.g., command), dsp402 for the standard 402 control state

machine to trigger controllers on the Elmo and Baumueller drivers, ethercat for

software-to-hardware communication, and lntoptics for defining and delivering

messages between slaves and masters.

There are three EtherCAT slaves: the torque sensor, the output actuator

(Baumueller), and the tested actuator, sequentially. Once the process on the links-

and-nodes interface at the user PC is triggered, the EtherCAT communication

undergoes four phases: init, pre-op, safe-op, and op. During operation, the sys-

tem exchanges messages, including torque measured, elmo cmd, elmo measured,

baumueller cmd, and baumueller measured, at the real-time PC (Host).

The delivery and sampling rate is set to 1 kHz, which is sufficient for the

identification experiments. The DSP402 supports three control modes: position,

velocity, and current mode. For the tested actuator, three modes are implemented,

allowing commands to be easily issued through various function calls.
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5 Testbed and Identification

5.2 Identification Results

5.2.1 Stiffness Approximation

Elastic stiffness Ks can be identified by rotating the actuator back and forth,

triggering the resulting hysteresis behavior [15]. The experiment is conducted

under two cases with continuous sinusoidal current input: varying amplitudes at a

fixed frequency (approximately 0.1 Hz) and varying frequencies at a fixed amplitude

(approximately 5 Amps). Notably, the output is directly connected to the ground,

indicating that q in (2.1) as 0, and the spring deformation directly corresponds to

the motor position θ.

Under the same amplitude, the derived stiffness is approximately 287Nm/rad,

while the measured Ks slightly increases with smaller amplitude inputs, as shown in

Fig. 5.5a, possibly due to nonlinear stiffness behavior or friction effects that become

more dominant at lower amplitudes. On average, the stiffness is 297Nm/rad with

no apparent hysteresis behavior, closely matching the target stiffness of 313Nm/rad

composed of glass fiber, as shown in Fig. 5.5b.

(a) Identified stiffness: output torque vs

displacement

(b) actual stiffness

Figure 5.5: (a)Identified stiffness: output torque vs displacement (b)actual stiffness

in actuator
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5.2 Identification Results

5.2.2 Residual Friction

Based on friction foundation in subsection 2.1.2, the ideal friction models utilized

in this subsection are depicted in Fig. 2.1. In theory, identifying static friction

models requires experiments conducted under constant velocity modes to eliminate

acceleration effects [16, 17, 15], while dynamic friction models are identified using

chirp input signals to excite the system [14].

Our experiment is conducted by given the chirp input current from 0.01 Hz to

20 Hz over 120 seconds with amplitude as 3 Amp1. Remarkably, the setup is same

as in subsection 5.2.1, output connect to ground.
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time response -- Jenny motor at low frequency
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torque output(N-m)
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(a) lower frequency range (snippet for 15s)
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response -- Jenny motor

(b) higher frequency range (snippet for 1s)

Figure 5.6: time-domain response (a) in the low frequency range (b) in the high

frequency range. Here, the sample rate is 1kHz.

1The torque constant, denoted as kT , is 2.9, found in the datasheet. To obtain the motor

input torque τm equals the product of input current and kT .
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5 Testbed and Identification

To better understand the system’s overall dynamics, it is necessary to investigate

the time-domain response. At low frequencies, the stick-slip motion is pronounced,

causing the system to remain in the stick phase, resulting in an unsmooth curve, as

shown in Fig. 5.6a. Additionally, the system response is dominated by the friction

force. In contrast, at high frequencies, the output curve becomes smoother due to

the absence of stick-slip motion, as depicted in Fig. 5.6b.
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Figure 5.7: Fitted friction model: τfric versus time. Sample rate 100 Hz

Due to the Stribeck effect in residual friction, the fitted models include the

Stribeck curve, LuGre model, and Wojewoda model, using MATLAB’s fmincon
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5.2 Identification Results

function with a positivity constraint. To avoid complexities of high-frequency

dynamics, experimental data were fitted at low frequencies presented in Fig. 5.6a,

assuming the friction force equals (τm − τs) minus the inertia force2. The identified

results are presented in Appendix B.

At low frequencies, stick-slip motion causes all three models (Stribeck, LuGre,

Wojewoda) to poorly predict friction forces, though the LuGre model performs

better, as shown in Fig. 5.7. At higher frequencies, the LuGre and Stribeck models

approximate the friction magnitude, but the Stribeck model exhibits bulges near zero

force during velocity changes. The Wojewoda model, despite theoretical alignment

with experimental data, fails in practice, showing dramatic force fluctuations in

Fig. 5.7.

Figure 5.8: Fitted friction model: τfric versus velocity.

Similar fluctuations are observed in the Wojewoda model’s velocity response,

indicating that the relationship between acceleration and velocity is insufficient to

reliably determine the friction phase in (4), as depicted in Fig. 5.8. In conclusion, the

LuGre model, with its internal state representation, provides the best identification

2The inertia force was computed by numerically differentiating acceleration from measured θ,

neglecting the damping term.
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5 Testbed and Identification

results for velocity and time response.

Current research offers control strategies to mitigate inaccuracies in model-

based compensation, often referred to as the motor disturbance observer (mDoB)

or friction observer (FoB) [85]. The FoB accurately captures friction dynamics,

as shown in Fig. 5.7 and Fig. 5.8, effectively addressing the complexity of friction

behavior. However, the FoB has drawbacks: it requires an additional distal sensor

compared to friction modeling alone, and at higher velocities, the time delay

introduced by the FoB can cause further challenges.
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6 Conclusion and Outlook

6.1 Conclusion

In this thesis, the testbed hardware and software are setup, actuator parameters

are identified in the testbed and the metrics and measures used to evaluate the

CIC and ESPi controlled systems are introduced, focusing on three perspectives:

apparent passive impedance, torque/force transmissibility, and energy efficiency

under disturbance. These evaluations provide a basis for selecting the optimal

controller for different use cases.

To ensure passivity and system stability, the apparent impedance evaluated

at the spring port in CIC is limited by the condition Kq ≤ Ks, representing the

upper-bound maximum passive desired impedance gain. In contrast, ESPi control

imposes no restrictions on the selection of controller parameters, enabling ESPi to

theoretically achieve a larger passive impedance region (Z-region). Moreover, the

apparent impedance evaluated at the load port provides a larger Z-region for both

controllers, which can be explained using the circuit representation of the SEA

system. To extend the passive impedance region for CIC, a larger Kp is preferable.

To guarantee maximum torque generation under the actuator limitations τmax
m,cont

and ωm,per, the optimal selection of CIC controller parameters follows these rules:

greater Kq and smaller Kp result in a larger feasible frequency width ωLFB, as

determined by MTTτ and ωMT,τ . However, based on MTTω and ωMT,ω, the ratio

ζτ,ω, which is related to the chosen actuator datasheet, decreases. To enlarge

the feasible frequency width, the selection of Kq and Kp remains consistent with

the criteria for MTTτ and ωMT,τ . In practice, this means that increasing Kq

while keeping Kp small allows the actuator to handle a wider frequency range of

disturbances while maintaining effective torque transmission.
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6.2 Outlook

For energy efficiency under disturbance, the controlled system requires the

most energy and exhibits the maximum peak control input to achieve the desired

impedance and maintain regulation performance when the disturbance occurs at

the resonance frequency for both controllers. Furthermore, as Kq increases, the

system’s energy consumption slightly increases. For sudden contact forces, ESPi

requires less overall input energy but results in higher peak values compared to

CIC, regardless of the desired Kq.

A key contribution of this thesis is the practical application of the introduced

metrics. By utilizing the passive impedance region, controller parameters can be

systematically designed based on apparent passive impedance using two newly

proposed methods: direct retrieval and indirect retrieval. Furthermore, integrating

the passive impedance region with the concept of maximum torque generation

provides deeper insights, enabling the retrieval of apparent impedance under more

conservative constraints. These methodologies provide a structured approach to

controller parameter selection, enhancing the practical evaluation of impedance-

controlled actuators across robotic systems.

It is concluded that this thesis provides the foundation for establishing unified

metrics in the future and combining them with practical applications for future

controller parameter selection across different actuators. This makes the evaluation

of controlled actuators more structured and straightforward.

6.2 Outlook

Future research should focus on experimental validation of the proposed theoretical

metrics, particularly addressing the three evaluation aspects: apparent impedance,

torque transmissibility, and energy efficiency. For the ESPi controller, while the

passive apparent impedance is theoretically unbounded, experimental observations

suggest the existence of an upper limit, which requires further study. Additionally,

the energy efficiency analysis should incorporate nonlinear effects, such as backlash,

which were not considered in the current discussion. Identification experiments

for inertia, which were not completed due to time constraints, also remain an

important area for investigation.

Another avenue for future work involves implementing a friction observer

to enable friction compensation in impedance controllers. Lastly, a long term
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objective is to establish unified metrics for controller evaluation, facilitating the

categorization of actuators and simplifying the selection of appropriate actuator

modules for various applications.
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Appendix

A Friction Models

A.1 Coulumb Friction model

The Columb friction model is given by,

Ffric =

Fc sgn(v), if |v| ≠ 0,

min (|Fe|, Fc) , if |v| = 0
(1)

where Fe, Fc, and v represent the external force, the magnitude of Coulomb friction,

and the contact velocity, respectively.

A.2 Stribeck Curves in Gaussian Expression

The Stribeck curve is given by,

Ffric =

sgn(v)
(
Fc + (Fs − Fc)e

−( v
vs
)
2)

, if |v| ≠ 0,

min (|Fe|, Fc) , if |v| = 0
(2)

where Fs and vs denote the stiction friction and Stribeck velocity, respectively.

A.3 Lugre Model

The LuGre model is given by,

Ffric = α0z + α1
dz

dt
+ α2v,

dz

dt
= v − |v|

g(v)
z, (3)
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B Identified friction parameters

where α0 and α1 are the stiffness and microdamping coefficients, respectively,

and α2v represents viscous friction. g(v) is the Stribeck function from above,

incorporating the Stribeck effect.

A.4 Wojewoda Friction Model

The Wojewoda friction model is given by,

Ffric =


fst sgn(v) for fst < fd+ and sgn(vv̇) > 0,

fd+ sgn(v) for fst > fd+ and sgn(vv̇) > 0,

fd− sgn(v) for sgn(vv̇) < 0

(4)

shows composition of multiple dynamics friction variants under various dynamic

conditions, where fst, fd+, and fd− represent the dynamical friction functions during

compliant contact, acceleration, and deceleration phases, respectively.

B Identified friction parameters

These tables present the results for the identified friction models: the Stribeck

curve, LuGre model, and Wojewoda friction model, sequentially.

Table 1: Fitted Parameters for the LuGre Model as defined in equation (3).

Parameter α0 α1 α2

Value 1.0000× 104 86.6759 1.6043× 10−7

Parameter Fc Fs vs

Value 3.0876× 10−4 0.0408 2.2204× 10−14

Table 2: Fitted Parameters for the Stribeck Model as defined in equation (2),

incorporating tanh(αv) for smoother behavior around zero velocity.

Parameter Fc Fs vs α

Value 2.8239 3.1870 0.1235 80.0218
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6 Conclusion and Outlook

Table 3: Fitted Parameters for the Wojewoda Model as defined in equation (4).

Parameter Fc Fs ks va γ δFs

Value 2.5000 3.0000 5.5000× 104 0.0200 0.0020 1.0000

C Lists of Symbols

B: motor inertia

Cf : force/controller PD gain and CIC torque controller gain

Dl: link damping

Dm: motor damping

Dq: desired impedance derivative gain

fdes: desired force reference

fout: system output force

GCIC
u : transfer function relating control input to external torque under the

CIC-controller system

GESPi
u : transfer function relating control input to external torque under the

ESPi-controller system

GCIC
θ : transfer function relating the motor position θ to external torque

under the CIC-controller system

GESPi
θ : transfer function relating the motor position θ to external torque

under the ESPi-controller system

GCIC
θ̇

: transfer function relating motor velocity θ̇ to external torque under

the CIC-controller system

GESPi
θ̇

: transfer function relating motor velocity θ̇ to external torque under

the ESPi-controller system

Kd: the derivative gain of CIC torque controller
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C Lists of Symbols

Kimp
max,q: the maximum Kq corresponding to Zu which preserves passivity in

the apparent impedance

Kimp
min,q: the minimum Kq corresponding to Zl which preserves passivity in

the apparent impedance

Kp: the proportional gain of CIC torque controller

Kq: desired impedance proportional gain

Ks: linear stiffness

M : link inertia

MTTτ : maximum torque transmissibility

MTT inn
τ : the MTTτ derived from the inner control path for CIC

MTT out
τ : the MTTτ derived from the outer control path for CIC

MTTω: maximum velocity transmissibility

MTT inn
ω : the MTTω derived from the inner control path for CIC

MTT out
ω : the MTTω derived from the outer control path for CIC

N : gear ratio

Pd: the transfer function relating disturbance τext to the link side position q

Pl: link-side dynamics

Pm: motor-side dynamics

Pq: the transfer function relating the control input to the link side position q

Pτ : the transfer function relating the control input to the output torque τs

Pωm : the transfer function relating the control input to the motor velocity

ωm

q: link displacement
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qd: link side position reference

R: robustness of the system

S): sensitivity of the system

SCIC : sensitivity of the CICled system

SESPi: sensitivity of the ESPi controlled system

sq: output velocity (link velocity)

T (s): torque/force transmissibility

u: control input in section 3.2

uinn: the control input derived from the inner loop control laws for CIC

uout: the control output derived from the outer loop control laws for CIC

W (ω): weighting function for Zregion

Yq: coefficient of the τm for ESPi related to q

Yτ : coefficient of the τm for ESPi related to τext

Yr: coefficient of the τm for ESPi related to qd

Zdes: desired impedance

ZCIC
des,load: desired impedance derived from the apparent impedance Zload

evaluated at the CIC-controlled system

ZESPi
des,load: desired impedance derived from the apparent impedance Zload for

ESPi control

ZCIC
des,spring: desired impedance derived from the apparent impedance Zspring

evaluated at the CIC-controlled system

ZESPi
des,spring: desired impedance derived from the apparent impedance Zspring

evaluated at the ESPi-controlled system
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C Lists of Symbols

Zimp or Z: impedance

Zl: the lower boundary of achievable passive impedance in the definition of

Zregion

Zl,MT : the overall lower boundary for passive impedance region, ensuring

large torque generation

Zload: the apparent impedance evaluated at the load port

ZCIC
load : the apparent impedance evaluated at the load port for CIC

ZESPi
load : the apparent impedance evaluated at the load port for ESPi control

ZCIC
load,MT : impedance derived by using ZCIC

load with given [Ki
q, ω

out,i
MTτ

]

Zregion: Z-region or passive impedance region

Zspring: the apparent impedance evaluated at the spring port

ZCIC
spring: the apparent impedance evaluated at the spring port for CIC

ZESPi
spring: the apparent impedance evaluated at the spring port for ESPi control

Zu: the upper boundary of achievable passive impedance in the definition of

Zregion

P̄ : absolute power

P̄CIC : absolute power for CIC

P̄ESPi: absolute power for ESPi control

ū: the new control input from the motor side for ESPi control

β: desired impedance torque/force

η: the new motor coordinate for ESPi control

ζq: a variable as the ratio between Kq and Ks

ζτ,ω: the ratio of τmc,max to ωm,per
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ωl: the lower frequency limits over the frequency range in the definition of

Zregion

ωu: the upper frequency limits over the frequency range in the definition of

Zregion

ωm: motor velocity in section 3.2

ωm,per: maximum permissible motor velocity

ωn: natural frequency of uncontrolled SEA

ωr,dθ: resonance of Gθ̇

ωr,Gu : resonance of Gu

ωanti,Gu : anti-resonance of Gu

ωMT : maximum torque frequency bandwidth

ωlower
MT : lower frequency boundary of maximum torque frequency bandwidth

ωMTτ : maximum torque bandwidth

ωCIC
MTτ

: the maximum torque bandwidth for CIC

ωinn
MTτ

: the upper frequency limit at which maximum torque generation is

guaranteed and derived from the inner control path for CIC

ωinn,lower
MTτ

: the lower frequency limit at which maximum torque generation is

guaranteed and solely derived from the inner control path for CIC

ωout
MTτ

: the upper frequency limit at which maximum torque generation is

guaranteed and derived from the outer control path for CIC

ωLFB: a measure that represents a feasible width in frequency ensuring

generation of maximum output torque

ωMTω : the maximum velocity bandwidth

ωCIC
MTω

: the maximum velocity bandwidth for CIC
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C Lists of Symbols

ωout
MTω

: the upper frequency limit at which maximum velocity generation is

guaranteed and derived from the outer control path for CIC

ωinn
MTω

: the upper frequency limit at which maximum velocity generation is

guaranteed and derived from the inner control path for CIC

ωinn,lower
MTω

: the lower frequency limit at which maximum velocity generation is

guaranteed and solely derived from the inner control path for CIC

τm: motor torque (control input)

τfric: friction torque at the motor side

τext: external torque at the link side

τs: spring torque

τmc,max: the maximum continuous motor torque

τdes,max: the maximum desired output torque

τdes: desired output torque

θ: motor displacement

ϕKq : tuples for [K
i
q, ω

out,i
MTτ

]

ϕKp : tuples for [K
i
p, ω

inn,i
MTτ

]

ϕKp,lower: tuples for [K
i
p, ω

inn,lower,i
MTτ

]

ϕs: nonlinear mapping between spring deflection and force/torque

Hspring: the mapping function from Zdes to Zspring

Hload: the mapping function from Zdes to Zload
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