
Properties of contrails from aircraft with
modern engines and alternative fuels

Dissertation zur Erlangung des Grades
„Doktor der Naturwissenschaften“

am Fachbereich Physik, Mathematik und Informatik
der Johannes Gutenberg-Universität

in Mainz

Raphael Satoru Märkl
geb. in München

Mainz, den 28. November 2024



1. Gutachten: Prof. Dr. Christiane Voigt
2. Gutachten: Prof. Dr. Stephan Borrmann

Datum der mündlichen Prüfung: 31. Januar 2025

Angefertigt am Deutschen Zentrum für Luft- und Raumfahrt e.V.
Institut für Physik der Atmosphäre, Oberpfaffenhofen



Abstract

Contrails forming from aircraft engine emissions can evolve into long-living contrail cirrus when
ambient conditions are ice-supersaturated. Their net effective radiative forcing has been shown to
directly correlate with the number of contrail ice particles under similar atmospheric conditions.
As one of the largest single contributors to radiative forcing from aviation, contrail ice crystal re-
duction is a major lever in mitigating aviation’s climate impact.
In the course of this work, the first ever in-situ measurements of contrails and emissions from
the combustion of 100 % sustainable aviation fuel (SAF) were conducted within the framework of
the ECLIF3 project. In a series of research flights, the DLR-operated Dassault Falcon served as
the measurement platform in chasing the emission source aircraft Airbus A350-941 equipped with
Rolls-Royce Trent XWB-84 engines and burning 100 % HEFA-SPK (Hydro-processed Esters and
Fatty Acids - Synthetic Paraffinic Kerosene) fuel. The resulting contrails were probed by in-situ
instrumentation for the detection of contrail ice particles, (non-)volatile particulate matter, trace
gases, and water vapor onboard the DLR Falcon. Hereby, a 56 % reduction of ice particle numbers
per mass of burned fuel compared to the combustion of reference Jet A-1 fuel was measured at
cruise conditions. Simultaneously, a lower reduction of 35 % for soot particle numbers was de-
tected, thereby suggesting less ice activation by the low aromatics and low sulfur HEFA-SPK fuel.
Beyond CO2 footprint reductions of 100 % non-fossil origin SAF, global climate model simulations
based on these experimental results estimate an additional decrease in contrail radiative forcing.
Modern aircraft engines employing lean-burn combustion technology are expected to reduce soot
emissions into the low-soot regime of 1011 – 10

14 particles per kg of burned fuel. The implica-
tions for the formation of contrails by the use of SAF and modern lean-burn aircraft engines are
investigated in the German-French NEOFUELS-VOLCAN (VOL avec Carburants Alternatifs Nou-
veaux) project. In the course of two research campaign phases, an Airbus A319neo and an Airbus
A321neo equipped with lean-burn CFM LEAP-1A engines served as emission source aircraft which
were chased by the DLR Falcon measurement platform. Despite large soot particle emission reduc-
tions for the lean-burn combustion mode compared to the forced rich-burn mode in non-contrail
forming conditions, a high number of contrail ice particles is measured in both combustion modes.
At the same time, a correlation of ice particle numbers is found to total aerosol particle (nonvolatile
+ volatile) emissions. SAF use in lean-burn combustors showed a decrease in contrail ice particle
numbers compared to conventional jet fuel combustion in the lean-burn and forced rich-burn com-
bustion modes.
The results of this work will contribute to the assessment of benefits and caveats of the use of
sustainable aviation fuels and modern combustion technologies regarding contrail formation and
properties as well as the associated contrail climate forcing. This will help industry and policy-
makers to make informed decisions on the development of future technologies and the regulation
of non-CO2 effects currently burdened by large uncertainties.
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Chapter 1
Introduction

When birds fly, they leave behind turbulent air, happy ornithologists and perhaps some not so
happy pedestrians unlucky enough to intercept their droppings. Jet airplanes delight the souls
of aviation enthusiasts and are indispensable in today’s transport of goods, tourists and business
travelers. Unfortunately, they leave behind some more unwelcome byproducts such as very loud
noise, greenhouse gases, and condensation trails, also known as contrails. It is well established and
scientific consensus that anthropogenic greenhouse gases like CO2 are responsible for increasingly
warmer average global temperatures (Eyring et al., 2021), resulting in more frequent and intense
adverse weather, rising sea levels, reduced biodiversity, higher uncertainty in food production,
and many other effects endangering Earth’s ecosystem and humankind’s living conditions (Urban,
2015; Fox-Kemper et al., 2021; Seneviratne et al., 2021; Mirón et al., 2023).

Of all anthropogenic climate warming contributions, the aviation sector is responsible for 3 to 4 %
(Lee et al., 2021), even though only 11 % of the world’s population traveled by air in 2018 (Gössling
and Humpe, 2020). This applies when comparing net effective radiative forcing (ERF) (a metric
considering the perturbation of a certain influencing factor to Earth’s radiation budget including
rapid adjustments) from aviation to net anthropogenic ERF. Aviation’s climate impact results from
different effects with varying shares depending on the type of metric used, the considered time
horizon, and the specific emission scenario (Fuglestvedt et al., 2010; Grewe and Dahlmann, 2015).
A number of studies (Burkhardt and Kärcher, 2011; Chen and Gettelman, 2013; Schumann and
Graf, 2013; Teoh et al., 2024) have quantified aviation’s radiative impact contributions with vary-
ing values. For example, Lee et al. (2021) estimate the global ERF from aviation at 100.9 mWm

−2.
Of those, they attribute only about a third (34.3 mWm

−2) to CO2 emissions, while the majority is
determined by the non-CO2 effects from NOx emissions (17.5 mWm

−2) and contrail cirrus (57.4
mWm

−2). In contrast to the long time scales CO2 remains in the atmosphere, contrails have life
times on the scale of hours (Vázquez-Navarro et al., 2015; Lee et al., 2023). This means that a hypo-
thetical elimination of contrail formation would result in a virtually instant zero contrail radiative
forcing. The international community has agreed to slow down and ideally stop harmful climate
warming, for example within the Paris climate agreement (United Nations, 2015) or the European
Green Deal (EASA, 2023). While it is furthermore a high priority to reduce CO2 emissions, the
short-term climate forcing reduction potential of contrails has been recognized and work has been
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1 Introduction

conducted to assess the implementation of non-CO2 effects into the European Unions Emissions
Trading Scheme (ETS) and the International Civil Aviation Organization (ICAO) led Carbon Off-
setting and Reduction Scheme for International Aviation (CORSIA) program on an international
level beyond Europe (Niklaß et al., 2020).

Contrails form when hot jet engine exhaust gases (composed mainly of water vapor and CO2 and
small amounts of other gases including SOx and NOx (Schumann et al., 1996; Schulte et al., 1997))
are emitted together with aerosol particles (nonvolatile and volatile) into sufficiently cold andmoist
air (Schumann, 1996). When the ambient temperature lies below the TSA, water vapor first con-
denses mostly on emitted aerosol particles to liquid droplets, which then rapidly freeze and form
contrail ice crystals (Kärcher, 2018). If ambient conditions are ice-supersaturated, i.e., the relative
humidity over ice (RHi) is above 100 %, these contrails can become persistent and develop into
long-living contrail cirrus (Minnis et al., 2004; Immler et al., 2008; Vázquez-Navarro et al., 2015).

Figure 1.1: Global distribution of annual mean contrail cirrus net radiative forcing of
62.1 mWm

−2 (range from 34.8 to 74.8 mWm
−2 based on sensitivity analysis) for the year

2019. Figure and caption information from Teoh et al. (2024), used under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/)

A number of contrail parameters such as ice particle size, concentration, or shape, but also the
contrail’s surrounding surface and cloud albedo, temperature, or altitude determine if a specific
contrail cirrus has a net warming or cooling effect (Meerkötter et al., 1999; Schumann et al., 2012).
Most importantly, the level of solar irradiance influences the sign of contrail cirrus radiative forc-
ing. During the day, the reflection of incoming shortwave solar radiation can lead to a cooling
effect while absorption and re-emission of longwave radiation from the Earth’s surface results in
net atmospheric warming during the night (Meerkötter et al., 1999; Schumann et al., 2012; Teoh
et al., 2022a). The sign and magnitude of contrail cirrus radiative forcing is characterized by strong
regional and temporal variability with an overall global warming net radiative effect as illustrated
for the year 2019 in Figure 1.1 from Teoh et al. (2024). The study also found that only 14 % of the
contrail cirrus formed in 2019 had a net warming effect and that 80 % of the annual contrail energy
forcing could be attributed to only 2 % of performed flights (Teoh et al., 2024). This shows that
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some contrails are more climatically relevant than others, offering an opportunity to target these
specifically in mitigation measures (Burkhardt et al., 2018).

Aviation climate mitigation options

The simplest and most effective way to avoid all emissions, non-CO2 effects, and other adverse
environmental and health effects from aviation would be to avoid flying or to fly less. While some
individuals may choose this path, it is unlikely to become established in an impactful manner on
a global scale in the current economic landscape (Gössling et al., 2019). The aviation sector has
grown rapidly by many measures in the past (Lee et al., 2021) and passenger numbers are pro-
jected to approximately double by the year 2040 compared to 2019 (IATA, 2023). Market-based
measures such as the EU’s ETS and ICAO’s CORSIA are levers that can generate a financial incen-
tive to reduce aviation’s climate impact (Niklaß et al., 2020; EASA, 2023), possibly creating some
variability in aviation growth. However, even in the smallest growth scenarios, a steady increase
in passengers is projected until 2050 (Fleming et al., 2022). It therefore seems inevitable that tech-
nological solutions will need to complement political measures to reduce aviation’s climate impact.
Advancements in sustainable aircraft design aim at improving fuel efficiency as well as particle and
noise emissions but realization is limited by long technology development and certification cycles
(Goobie et al., 2022).
Another solution requiring no modification to the aircraft and targeting contrails specifically is
the optimization of flight routes to avoid regions where warming contrails form. As mentioned,
only 2 % of all flights cause 80 % of annual contrail energy forcing (Teoh et al., 2024), offering the
opportunity to achieve a large mitigation impact by avoiding contrail formation in these flights by
rerouting. Recent studies have shown the feasibility and potential of flight rerouting to avoid con-
trails while also discussing the possible risk of negating the climate benefit of contrail avoidance
with higher CO2 emissions from the additional fuel needed to take the alternative route (Schumann
et al., 2011; Teoh et al., 2020a,b; Lee et al., 2023; Sausen et al., 2023; Martin Frias et al., 2024).
Approaches that have the potential to tackle CO2 emissions and non-CO2 effects are novel propul-
sion technologies. Electric propulsion creates no local emissions but faces challenges of low storage
energy density and associated high weight so that it is currently only seen as a possible solution
mostly for urban and regional traffic (Ying, 2022; Hungerland et al., 2024). Additionally, the CO2

reduction benefit strongly depends on the source of used electricity.
Hydrogen (H2) is currently being investigated as fuel for direct combustion or in hybrid-electric
propulsion using fuel cells (Llewellyn and Miftakhov, 2022). With this fuel, water (in liquid or
gaseous form) is the main emission so that no CO2 or soot is emitted locally. While some stud-
ies expect the lack of soot to reduce contrail formation, this has not been proven experimentally
and it is possible that other emitted or ambient particles could act as condensation nuclei instead
(Gierens, 2021; Ungeheuer et al., 2022; Bier et al., 2024). The higher water vapor emission index
could also lead to contrail forming regions at warmer temperatures, with the potential contrail
cover depending strongly on latitude and altitude (Kaufmann et al., 2024). Hydrogen is also only
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1 Introduction

sustainable if produced from renewable sources and not from fossil fuels as is currently the main
source (Nikolaidis and Poullikkas, 2017).
According to Hungerland et al. (2024), the only feasible technology option in the near andmid-term
future for reducing the aviation climate impact for mid- and long-haul flights is the use of SAFs.
These alternative fuels have a variable CO2 reduction potential depending on their feedstock and
production pathway (ICAO, 2022a). Also, SAF blends up to certain blending ratios (ASTM, 2024b)
are currently already approved for use in today’s aircraft without the need for modifications to
aircraft, thereby making them so-called drop-in fuels, while 100 % SAF use requires additional cer-
tification for commercial airliners (EASA, 2023).
Finally, modern lean-burn engine technology such as the Twin Annular Premixing Swirler (TAPS)
combustor in the General Electric GEnx engine or the TAPSII combustor for the CFM Interna-
tional LEAP engine have been designed to improve engine efficiency and reduce NOx emissions
(Liu et al., 2017). From engine test stand based measurements, lower nonvolatile particulate matter
(nvPM) emissions have been found for the Landing and Take Off Cycle (LTO) cycle as stated in
ICAO (2024), so that lower soot emissions at cruise can be expected for the lean-burn combustion
mode. Beyond fuel savings and associated CO2 emission reductions, it has so far not been proven
experimentally if a strong soot particle reduction in the lean-burn combustion mode translates to
lower contrail ice particles numbers and lower contrail radiative forcing.

Research questions

Recent in-situ campaigns (Moore et al., 2017; Bräuer et al., 2021b; Bräuer et al., 2021a; Voigt et al.,
2021) have investigated the influence of SAF blends on particle emission and contrail formation
and have found that both can be reduced mostly due to the lower aromatics content compared
to conventional jet fuel. Regulations have so far prevented the combustion of 100 % SAF in flight
(ASTM, 2024b), so that up until now, the following question had not been answered experimentally:

RQ1 What is the effect of 100 % SAF combustion on particle emissions and contrail formation?

Building upon the past experience and expertise of the DLR Cloud Physics department, in-situ
chase flight measurements were conducted with the DLR Falcon equipped with the suite of in-
strumentation for the measurement of water vapor, trace gases, aerosol particles and contrail ice
particles. This instrumentation was either installed in the aircraft cabin and fed by inlets mounted
on the fuselage or mounted below the wings as was the case for the two Cloud and Aerosol Spec-
trometer (CAS) instruments used for the detection of contrail ice particle number concentrations
and size distributions. To answer RQ1, the DLR Falcon chased an Airbus A350 during the ECLIF3
campaign at typical cruise altitudes under controlled engine parameters. This emission source
aircraft burned either a hydrotreated esters and fatty acids (HEFA) type SAF or a conventional ref-
erence Jet A-1 fuel in its Trent XWB-84 engines so that emitted soot particle numbers and nucleated
ice particle numbers could be compared and differences attributed to fuel properties.
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Previous research has showed and assumed soot particles to be the dominant condensation nuclei
for contrail formation in the soot-rich regime (Kärcher and Yu, 2009; Wong and Miake-Lye, 2010;
Kärcher et al., 2015; Rojo et al., 2015). This is also reflected in the parcel model simulations by
Kärcher and Yu (2009) and a nearly linear relationship between soot particles and nucleated contrail
ice particles is expected as shown in Figure 1.2 fromKärcher (2018). There, the number of nucleated
ice particles for a given number of emitted soot particles is higher for ambient temperatures further
below TSA. For conditions closer to TSA, a strong reduction in contrail ice particles is simulated.
For the low-soot regime (< 10

14
kg

−1), the simulations expect a linear anticorrelation between
nucleated contrail ice crystal numbers and emitted soot particles for cold conditions well below TSA

due to the activation of ultrafine aqueous particles (UAP)s. This low-soot regime is expected from
modern lean-burn engine technology but so far, neither particle emissions nor contrail ice particles
have been measured in flight in this regime so that the contrail ice particle to soot relationship
described in Kärcher (2018) remains unconfirmed experimentally. This therefore raises the second
major research question of this work:

RQ2 Can contrail ice particle numbers be reduced by the use of modern lean-burn combustion
technologies and if so, how much?

Figure 1.2: Number of nucleated contrail ice crystals per kg of fuel burned as a function of
the number of emitted soot particles per kg of fuel burned based on parcel model simulations
(Kärcher and Yu, 2009). The lower curve shows the function for conditions close to the contrail
formation threshold, while the upper curve is for cold temperatures well below the contrail for-
mation threshold. Figure and caption information from Kärcher (2018), used under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/)

This question was explored in the course of the Neofuels/VOL avec Carburants Alternatifs Nou-
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1 Introduction

veaux (VOLCAN) campaigns where the DLR Falcon research aircraft chased an Airbus A319neo
and A321neo. Both emission source aircraft were equipped with CFM LEAP-1A engines that could
be operated either in a lean-burn mode or a forced rich-burn combustion mode at typical cruise
conditions. This way, the influence of these two combustion modes on nucleated contrail ice parti-
cle numbers in relation to the number of emitted nvPM and total particles (nonvolatile and volatile
particles) could be studied from data recorded across a broad range of ambient conditions.

In light of RQ1, the question is raised if a fuel effect for 100 % SAF use can also be found for
modern lean-burn combustion technologies, especially in the lean-burn combustion mode where
soot is not expected to be the dominant nucleating particle. The third research question is thereby
formulated:

RQ3 Can contrail ice particle numbers be reduced by the use of SAFs in modern lean-burn com-
bustion technologies in the lean-burn and forced rich-burn combustion mode?

Contrails from several types of 100 % SAF were measured in both combustion modes during the
Neofuels/VOLCAN campaigns as well so that the contrail reduction potential using SAF in these
types of engines could be quantified.

Structure of the work

This work is structured into seven chapters. After this introduction, a short overview will be
given over the scientific and technical background of contrails and contrail cirrus by establish-
ing the prerequisites of contrail formation such as meteorological conditions and types of possible
condensation nuclei. The climate impact and current status of knowledge about contrails is then
discussed by reviewing current and past literature and research. The technical basics of SAFs and
modern combustion technologies will then be presented to lay the groundwork for the later dis-
cussed results.
The third chapter will introduce the physical and technical principles of the measurements con-
ducted in this work. The focus will lie on the CAS instruments used for the detection of contrail ice
particle number concentrations and sizes and differences between the two used instruments Cloud
and Aerosol Spectrometer with Depolarization (CAS-DPOL) and Cloud, Aerosol, and Precipita-
tion Spectrometer with Depolarization (CAPS-DPOL). Measurement techniques for the detection
of aerosols, trace gases, water vapor and ambient conditions will be briefly introduced as well.
Chapter 4 will subsequently focus on the processing of measured data to obtain central parameters
such as the Apparent Ice Emission Index (AEI). Corrections, uncertainties, and data filtering are
discussed and a method of structuring and statistically interpreting data is introduced.
In chapter 5, the results of the Emission and Climate Impact of Alternative Fuels (ECLIF)3 campaign
are presented in which for the first time, the influence of 100 % SAF combustion on aerosol particle
emissions and contrail formation was investigated. After introducing the flights and fuels of this
campaign, AEI fromHEFA SAF and reference Jet A-1 combustion are related to their fuel properties

6



and nvPM emissions. These results are then put into the context of previous measurements of SAF
blends. The publication Märkl et al. (2024) was the product of the collaborative ECLIF3 campaign
and is reproduced in large parts in this chapter.
The following chapter 6 focuses on measurement results obtained during the VOLCAN campaigns.
Using a statistical method to ensure comparability and statistical significance of data across a wide
range of conditions, contrail formation and properties in the low-soot regime from lean-burn com-
bustion could be compared to the soot-rich regime in rich-burn combustion. Several fuels including
different SAFs were combusted in the course of the campaigns so that their influence on contrail
formation in modern lean-burn engines could be studied. These results are then discussed and put
into context of previous and current research to aid in interpreting these novel findings.
The central results and findings of the entire work are finally summarized in chapter 7, followed
by a discussion of possible future research in contrails from SAF and modern combustion technol-
ogy.

Publications

Large parts of the following publication have been adapted into this thesis:

Märkl, R. S., C. Voigt, D. Sauer, R. K. Dischl, S. Kaufmann, T. Harlaß, V. Hahn, A. Roiger, C. Weiß-
Rehm, U. Burkhardt, U. Schumann, A. Marsing, M. Scheibe, A. Dörnbrack, C. Renard, M. Gauthier,
P. Swann, P. Madden, D. Luff, R. Sallinen, T. Schripp, and P. Le Clercq (Mar. 2024). "Powering air-
craft with 100% sustainable aviation fuel reduces ice crystals in contrails”. In: Atmospheric Chem-

istry and Physics 24.6, pp. 3813–3837. doi: 10.5194/acp-24-3813-2024.

Work conducted during the ECLIF campaign led to co-authorship in the following publications:

Dischl, R., D. Sauer, C. Voigt, T. Harlaß, F. Sakellariou, R. Märkl, U. Schumann, M. Scheibe, S. Kauf-
mann, A. Roiger, A. Dörnbrack, C. Renard, M. Gauthier, P. Swann, P. Madden, D. Luff, M. Johnson,
D. Ahrens, R. Sallinen, T. Schripp, G. Eckel, U. Bauder, P. Le Clercq (Oct. 2024). "Measurements
of particle emissions of an A350-941 burning 100 % sustainable aviation fuels in cruise". In: Atmo-

spheric Chemistry and Physics 24.19, pp.11255-11273. doi: 10.5194/acp-24-11255-2024.

Harlass, T., R. Dischl, S. Kaufmann, R. Märkl, D. Sauer, M. Scheibe, P. Stock, T. Bräuer, A Dörnbrack,
A. Roiger, H. Schlager, U. Schumann, M. Pühl, T. Schripp, T. Grein, L. Bondorf, C. Renard, M.
Gauthier, M. Johnson, D. Luff, P. Madden, P. Swann, D. Ahrens, R. Sallinen, C. Voigt (Oct. 2024).
"Measurement report: In-flight and ground-based measurements of nitrogen oxide emissions from
latest-generation jet engines and 100% sustainable aviation fuel". In: Atmospheric Chemistry and

Physics 24.20, pp.11807-11822. doi: 10.5194/acp-24-11807-2024.
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The following award was also obtained:

ODAS Award: “The best paper prepared and presented by young scientists” for: Maerkl, R., C. Voigt,
D. Sauer, R. Dischl, S. Kaufmann, T. Harlaß, M. Scheibe, A. Marsing, V. Hahn, T. Bräuer, A. Roiger,
T. Jurkat-Witschas, A. Dörnbrack, D. Delhaye, I. Ortega, K. Seeliger, C. Renard, J. Moreau, G. Le
Chenadec, E. Requena-Esteban, O. Basset (Jun. 2023). "Inflight measurements of contrail ice crys-
tals of Airbus aircraft with lean-burn engine technology", 23rd ONERA – DLR Aerospace Sympo-
sium, ODAS 2023 Paris, talk and conference paper (not published).
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Chapter 2
Background

The research questions formulated in this work relate to the effects of SAF andmodern combustion
technologies on contrail formation and properties as well as the associated climate impact. This
chapter will therefore provide the background necessary to comprehend the discussed results and
put them into context. First, the theories behind contrail formation, the life cycle and climate
impact will be discussed before an overview of SAF chemical properties, production pathways
and their climate impact as well as market projections is given. Finally, the difference between jet
engine Rich-Quench-Lean (RQL) combustors and lean-burn combustors is presented, as well as the
different operating modes of lean-burn combustors.

2.1 Contrails

2.1.1 Contrail formation

Aircraft jet engines generate thrust by combusting jet fuel, consisting mostly of hydrocarbon
molecules in various configurations and several other contaminants such as sulfur. These hydro-
carbons are converted to the main exhaust gases H2O and CO2. These are emitted together with
other gases such as NOx , forming mainly from the thermal oxidation of nitrogen from ambient air,
SOx from oxidation of fuel sulfur, and others (Schumann, 2002; Bergthorson and Thomson, 2015;
Liu et al., 2017). Incomplete combustion in the engine can lead to the formation of soot particles,
which are emitted together with (semi-)volatile aerosols such as chemi-ions (Yu and Turco, 1997;
Arnold et al., 1999), UAPs (Kärcher and Yu, 2009; Kärcher, 2018), or emissions not resulting from
combustion such as lubrication oil droplets (Fushimi et al., 2019; Ungeheuer et al., 2022; Ponsonby
et al., 2024a).

The formation of contrails requires cold and humid conditions that are quantified by the Schmidt-
Appleman contrail formation threshold (TSA) (Schmidt, 1940; Appleman, 1953; Schumann, 1996),
which is a threshold temperature below which contrail ice particles form.
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2 Background

Figure 2.1: Illustration of TSA derivation with curves for saturation vapor pressure above liquid
water (dark blue) and saturation vapor pressure above ice (light blue). Linear mixing lines indi-
cate the different scenarios of no contrail formation (orange), the borderline case (red), and con-
trail formation (green). TSA is TLC for U<1 and TLM for U=1 (Schumann, 1996). The parameter
space of contrail formation and ice supersaturation (subsaturation) is shaded in blue (red). Fig-
ure and caption information adapted from and based on Dischl et al. (2022), used under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/)

The calculation of TSA is illustrated in Figure 2.1 (Dischl et al., 2022). Aircraft engine exhaust
gases and particles are emitted at high temperatures (∼ 800 K) (Onissen, 2014) and with high
partial pressures of water vapor 𝑒 due to the low level of dilution directly behind the engine exit.
Conditions right after emission would therefore lie far beyond the upper right corner of the figure.
These hot emissionsmixwith ambient air and are diluted and cooled down until ambient conditions
are reached. Mixing can be described in the partial pressures of water vapor and temperature space
with mixing lines along which the conditions move towards lower partial pressures of water vapor
and lower temperatures.

Following the derivation in Schumann (1996), the slope 𝐺 of mixing lines can be defined as:

𝐺 =

Δ𝑒

Δ𝑇

=

𝑒𝑝 − 𝑒amb

𝑇𝑝 − 𝑇amb

=

EIH2O
𝑐𝑝𝑝amb

(𝑀H2O
/𝑀air)𝑄(1 − 𝜂)

(2.1)

where 𝑒𝑝 and 𝑇𝑝 are the water vapor pressure and temperature of the plume, EIH2O
is the water va-

por emission index, 𝑐𝑝 the is the specific heat capacity at constant pressure,𝑀H2O
and𝑀air are the

molar masses of water and dry air, 𝑄 is the combustion heat of fuel, and 𝜂 the engine’s propulsion
efficiency (Schumann, 1996).
Three examples of mixing lines are shown in Figure 2.1. Contrails are only able to form if these
mixing lines intersect with the dark blue curve of saturation vapor pressure above liquid water
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(short: liquid saturation curve), which is determined by the Clausius-Clapeyron relation (Rogers
and Yau, 1989c). Then, liquid water droplets can form by condensation on emitted or entrained
aerosol particles which then rapidly freeze due to cold temperatures below the homogeneous freez-
ing threshold of approximately −40

◦C (Rogers and Yau, 1989a). The borderline case where this is
fulfilled is illustrated by the red critical mixing line in Figure 2.1. All mixing lines above the critical
mixing line intersect the liquid saturation curve (e.g. green mixing line). Liquid droplets form even
though the ice supersaturation curve is intersected first. This is due to the low requirements of
particles to act as condensation nuclei for the relatively unordered arrangement of liquid water
molecules compared to the highly ordered crystal structure in ice, which require specific proper-
ties of the condensation nucleus (Gierens et al., 2012). The mixing lines end (illustrated by arrow
tip) when ambient conditions have been approximately reached. If these ambient conditions are
ice-supersaturated, the contrail ice particles can persist and continue to form contrail cirrus. In
ice-subsaturated conditions, formed contrail ice crystals sublimate quickly and do not form per-
sistent contrails. If ambient conditions are higher than the Schmidt-Appleman contrail formation
threshold temperature TLC (also: TSA), the mixing lines (e.g. orange mixing line) would not inter-
sect the liquid saturation curve and no liquid droplets would form.
In order to calculate TLC, equation 2.1 can be reformulated to relate the threshold temperatures
TLC and TLM shown in Figure 2.1 by (Schumann, 1996):

TLC = TLM −

𝑒𝐿(TLM) − 𝑈𝑒𝐿(TLC)

𝐺

, (2.2)

where 𝑒𝐿(TLM) and 𝑒𝐿(TLC) are the saturation vapor pressures over liquid water at temperatures
𝑇𝐿𝑀 and 𝑇𝐿𝐶 and U is the relative humidity over liquid water. This equation can be solved numer-
ically or approximated using the equations given in Appendix 2 of Schumann (1996), taking into
account the correction implemented in Schumann (2012) following the hint of Ferrone (2011).

2.1.2 Condensation nuclei

When a mixing line intersects with the liquid saturation curve, supersaturation with respect to
liquid water is reached and water droplets form. Supersaturation is defined as:

𝑠 =

𝑒

𝑒𝐿

− 1 (2.3)

with the vapor pressure 𝑒 and saturation vapor pressure over liquid water 𝑒𝐿 (Wallace and Hobbs,
2006). However, 𝑒𝐿 is only valid over a flat surface of water while for contrail formation, the
nucleation sites are non-flat aerosol particles. Therefore, a physical effect described by the Kelvin
effect and a chemical effect described by Raoult’s Law determine the level of supersaturation over
an aerosol particle of given size and composition (Wallace and Hobbs, 2006).
Water molecules at curved surfaces are bonded less strongly to each other compared to those
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at flat surfaces (Rogers and Yau, 1989b). The molecules therefore require less energy to escape
the molecular bonds and transfer to the gas phase, hence the vapor pressure is higher for curved
surfaces (smaller radii), which is described by the Kelvin equation (Rogers and Yau, 1989b). Thus,
the smaller the radius, the higher the level of supersaturation with respect to a flat surface must
be in order to achieve supersaturation with respect to the curved surface.
If another component is dissolved in water and thereby forms a solution, the vapor pressure is
influenced as well, which is described by Raoult’s Law (Rogers and Yau, 1989b). There, an ideal
solution is assumed where solute molecules are present at the liquid surface and thereby reduce
the amount of water molecules exposed to the surrounding environment, thus reducing the vapor
pressure. Finally, the Köhler theory combines the principles of vapor pressure over a flat surface
with the vapor pressure increase for small radii and the vapor pressure reduction from the presence
of solutes (Rogers and Yau, 1989b). This way, the saturation vapor pressure for a curved surface
(water droplet) including a solute is given.

Many different types of particles are emitted from jet engines but not all are equally suited as
condensation nuclei. In the soot-rich regime of (> 10

14
kg

−1), previous studies have shown that
larger soot particles (several tens of nm) act as preferential condensation nuclei (Kärcher and Yu,
2009; Wong and Miake-Lye, 2010; Kärcher et al., 2015; Rojo et al., 2015), even in the presence of
smaller (semi-) volatile aerosol. This occurs largely due to the Kelvin effect (Lewellen et al., 2014;
Kärcher, 2018) despite low hygroscopicity of soot particles (Kärcher et al., 2015).
Jet fuels however contain varying levels of sulfur, so that soot particles can be coated by sulfate and
condensed sulfuric acid after emission (Kärcher, 1998; Kärcher et al., 2015), thereby enhancing their
hygroscopicity (Popovicheva et al., 2004; Petzold et al., 2005; Wong and Miake-Lye, 2010; Kärcher
et al., 2015). An increased propensity of soot to act as a condensation nucleus with increasing
sulfur content is thus predicted by Jones and Miake-Lye, 2023.
In the soot-poor regime (< 10

14
kg

−1), (semi-)volatile particles can become more relevant and
UAPs are predicted to act as condensation nuclei (Kärcher and Yu, 2009; Kärcher, 2018) despite
their smaller sizes in the range of 1 to 10 nm (Kärcher et al., 2000; Rojo et al., 2015). Studies by
Fushimi et al. (2019), Ungeheuer et al. (2022), and Ponsonby et al. (2024a) mention lubrication oil
particles, present in high number concentrations but low overall mass, as further potential contrail
ice condensation nuclei, which however is so far unconfirmed experimentally. Near the contrail
formation threshold TSA under soot-poor conditions, Kärcher and Yu (2009) predict contrail ice
particle numbers to be determined by the number of entrained ambient aerosol particles, which
can be compared against observations with the results presented in this work in chapter 6.
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2.1.3 Stages of contrail development

Figure 2.2: Stages of contrail formation, where gaseous combustion products are emitted together
with exhaust aerosol particles. The three different particle colors represent soot particles from incom-
plete combustion, aqueous aerosol particles, and entrained aerosol particles. Under supersaturated
conditions with respect to liquid water, these particles are then activated into water droplets and sub-
sequently freeze. Ice crystals then grow and persist if conditions are ice-supersaturated in the upper
secondary wake and sublimate in the lower primary wake. Figure from and caption information
based on Kärcher (2018), used under CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/)

At the left end of Figure 2.2 (Kärcher, 2018) an aircraft jet engine and the multitude of particles
and gases emitted is pictured. This hot exhaust first expands behind the engine before it is caught
and trapped in the wing tip vortices (Gerz et al., 1998). If ambient conditions are cold and humid
enough, inmixing of ambient air into the plume can lead to an activation of aerosol particles into
water droplets within the first second of emission, which concludes the so called jet regime (Gerz et
al., 1998; Kärcher, 2018). The formed water droplets then rapidly freeze and the resulting ice crys-
tals can grow if ambient conditions are supersaturated with respect to ice. The counter-rotating
vortex pair leads to a separation of the vortex into a downward-propagating primary vortex and
a secondary wake remaining roughly at emission altitude. The downward propagation of the pri-
mary vortex leads to adiabatic warming, thereby reducing relative humidity and increasing the
probability of ice particle sublimation (Paoli and Shariff, 2016). This phase is called the vortex
regime, which concludes on the order of approximately 100 s with the appearance of instabilities
such as the Crow instability (Crow, 1970; Paoli and Shariff, 2016). During the subsequent dissi-
pation regime, the primary vortex and secondary wake begin to break up into turbulence (Gerz
et al., 1998; Paoli and Shariff, 2016). When all aircraft-induced motion has dissipated, the diffusion
regime begins where atmospheric processes and sedimentation dominate the transport of contrail
ice crystals, particles and gases over the course of several hours (Gerz et al., 1998; Paoli and Shariff,
2016). A number of atmospheric processes and parameters such as wind shear, turbulence, radia-
tive effects, horizontal and vertical transport of air masses, ice particle sedimentation, the presence
of natural cirrus clouds or other contrails, temperature, relative humidity, etc. finally determine
the further contrail life cycle (Unterstrasser and Gierens, 2010b,a; Paoli and Shariff, 2016; Bier et al.,
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2017; Schumann and Heymsfield, 2017).

2.1.4 Contrail microphysical and optical properties

Several methods exist to observe microphysical and optical properties of contrails. While remote
sensing methods (e.g. satellites and light detection and ranging (LIDAR)) are used to detect large
scale effects, in-situ measurements allow small-scale observations of contrail structure and parti-
cles. These in-flight experiments involve an emission source aircraft and a chasing research air-
craft, making these types of measurements challenging organizationally (managing two aircraft
and crews, airspace, schedules, maintenance, operational restrictions, etc.) from an experimen-
tal standpoint (assuring comparable operating and ambient conditions, adverse conditions such as
turbulence and low visibility, ensuring a statistically significant high quality dataset), and finan-
cially (fuel, crew, travel, maintenance, insurance, etc.). Over the years, a large number of remote
sensing and in-situ measurements on microphysical properties of contrails have taken place, some
of which are highlighted in the following.

The first in-situ observations of contrails are reported by Knollenberg (1972), where an optical-
array spectrometer mounted on the National Center for Atmospheric Research (NCAR) Sabreliner
aircraft measured contrails and natural cirrus at cruise altitudes. For these experiments, the aged
contrails produced by the research aircraft itself were measured and compared to nearby natural
cirrus clouds. Knollenberg (1972) found similar particle concentrations and icewater content (IWC)
for both types of clouds, albeit limited by the instrument’s lower size detection limit of 75 𝜇mso that
the concentrations are underestimated. During the International Cirrus Experiment performed in
1989, in-situ, LIDAR, and infrared radiometer measurements were employed on several research
aircraft to compare natural cirrus and aged contrail cirrus (Gayet et al., 1996). They found that
contrail cirrus and natural cirrus form under similar conditions but that contrails have significantly
higher particle concentrations.
Microphysical properties of contrails forming behind a Boeing 757 were then probed in 1996 and
compared to the properties of wave clouds formed at similar ambient conditions (Baumgardner
and Gandrud, 1998). These measurements confirmed significantly higher particle concentrations
in the contrails, while liquidwater content (LWC)wasmuch higher in thewave clouds due to larger
particles (around 10 µm) compared to the small (around 1 µm) contrail ice particles (Baumgardner
and Gandrud, 1998). They also found that despite these differences in microphysical properties, the
backscatter to extinction relationship and hence, radiative properties, were similar for the contrails
and wave clouds. This led them to conclude that the particle shapes of both cloud types might be
similarly aspherical (Baumgardner and Gandrud, 1998).

Schröder et al. (2000) used data from several airborne experiments performed in 1996 and 1997 to
describe the evolution of fresh contrail ice particle size distributions (diameter around 1 µm) with
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age into young cirrus clouds (around 10 µm) as well as a shrinking case for the case of subsaturated
conditions with associated evaporation. In these measurements, typical contrail number concen-
trations of over 100 cm−3 and approximately spherical shapes were found (Schröder et al., 2000).
However, more recent measurements (Voigt et al., 2011; Gayet et al., 2012) have confirmed a grow-
ing level of asphericity of contrail ice particles with age. These measurements were performed
during the CONtrail and Cirrus ExpeRimenT (CONCERT) campaign where contrails forming be-
hind a number of commercially operating aircraft were probed by the Deutsches Zentrum für Luft-
und Raumfahrt / German Aerospace Center (DLR) Falcon research aircraft (Voigt et al., 2010, 2011).
Probability distributions of extinction, optical depth, and IWC are presented in Voigt et al. (2011)
from a wide range of measurements so that optical properties of contrails and the implications for
radiative forcing could be constrained by these results. In the course of this campaign, Jeßberger
et al. (2013) found increasing ice particle number concentration and vertical contrail depth and
thereby higher optical depths for higher aircraft weight, while at the same time, particle sizes re-
mained similar. Additionally, Schumann et al. (2013) describe smaller contrail ice particle sizes in
the descending primary wake due to particle losses compared to the secondary wake.
Using remote sensing methods, e.g. a ground-based scanning LIDAR (Freudenthaler et al., 1995)
or satellite observations (Vázquez-Navarro et al., 2015), the spatial growth of contrails could be
determined, which can be used for determining extinction and optical depth of contrails (Bräuer
et al., 2021b).
A series of experiments in the 1990’s under the name of SULFUR aimed at investigating the in-
fluence of fuel sulfur content (FSC) on particle and contrail formation (Schumann et al., 2002). In
this context, Busen and Schumann (1995) found no visible difference between contrails from fuels
with 2 ppm and 250 ppm sulfur content, however only utilizing visual methods, so that differences
on a small scale would likely not be detectable. In the next experiment of the series however, an
increased contrail optical thickness was found for high-sulfur fuel compared to low-sulfur fuel us-
ing in-situ instrumentation capable of measuring particle number concentrations (Schumann et al.,
1996).

During the ML-CIRRUS (Voigt et al., 2017) campaign, aircraft measurements performed by a broad
in-situ instrumentation onboard the High Altitude and Long Range Research Aircraft (HALO) were
combined with cloud data obtained from satellite observations and ground-based measurements to
investigate the microphysical and radiative properties of contrail cirrus and differences to natural
cirrus. During the flight campaign, aged contrail cirrus were encountered and showed higher
concentrations of smaller ice particles (diameter < 30 µm) compared to natural cirrus despite having
grown in similar ambient conditions (Voigt et al., 2017). The smaller ice particle sizes of contrails
and contrail cirrus compared to natural cirrus were confirmed byWang et al. (2023) based on in-situ
data obtained during the ML-CIRRUS campaign combined with satellite data of a contrail cirrus
outbreak.

By compiling in-situ measurements and remote sensing data from many campaigns and research

15



2 Background

projects, Schumann et al. (2017) confirm the described trends in microphysical parameters across
a large time range from ages of several seconds to several hours. For example, particle number
concentrations decrease from over 103 cm

−3 to below 10
0
cm

−3 over the course of aging while
diameters increase from the order of 1 µm to tens of µm (Schumann et al., 2017). The study also
describes a continuous increase in contrail width and depth over time while optical extinction
decreases (Schumann et al., 2017).

2.1.5 Climate impact of contrails and contrail cirrus

Earth’s energy budget is characterized by the interaction of incoming shortwave solar radiation
and outgoing radiation, composed of reflected solar radiation and longwave thermal radiation,
with Earth’s surface and atmosphere (Forster et al., 2021). In an equilibrium state, incoming and
outgoing energy flux would balance in the global long-term mean. However, reflection, scattering,
absorption, re-emission, phase changes etc. all influence the net energy flux and are determined
by surface properties, greenhouse gases and the presence of clouds and aerosols (Wild et al., 2015;
Forster et al., 2021). Any change in the energy balance due to a perturbation is described by ra-
diative forcing as the change in energy flux at the top of the atmosphere (TOA) relative to pre-
industrial times (usually the year 1750) (Myhre et al., 2013). Clouds play a major role in this energy
balance but have different effects depending on the type of cloud. While low-level liquid clouds
with high optical thickness mainly reflect incoming shortwave radiation back to space, high alti-
tude ice clouds such as cirrus and contrail cirrus are typically optically thinner and therefore do
not reflect as much solar radiation (Kärcher, 2018). Additionally, these colder ice clouds absorb and
re-emit more longwave radiation compared to warmer low-level liquid clouds and therefore have
a globally averaged net warming effect (Chen et al., 2000; Kärcher, 2018).

Contrail radiative forcing on the local scale however depends on a number of factors. The contrail’s
optical density and ice crystal microphysical properties have a large influence on the ratio of short-
wave radiation reflection and longwave radiation absorption and emission (Meerkötter et al., 1999).
The contrail’s position and surrounding conditions play a role as well. Radiative properties of the
Earth’s surface, like the presence of low-level natural clouds, affect the radiation budget by deter-
mining the amount of longwave radiation emitted from Earth’s surface (Meerkötter et al., 1999;
Schumann et al., 2012). The level of incoming solar radiation depending on the time of day, sea-
son, and latitude strongly influences the contrail cirrus climate relevance (Meerkötter et al., 1999;
Schumann et al., 2012). During the day, the amount of shortwave radiation energy reflected back
to space can exceed the amount of longwave energy emitted towards Earth’s surface or deposited
in the atmosphere, hence resulting in a net cooling effect (Stuber et al., 2006). With decreasing
incoming solar radiation, the longwave radiation contribution begins to outweigh shortwave ra-
diation reflection and the radiative forcing becomes positive with a net warming effect (Stuber
et al., 2006; Newinger and Burkhardt, 2012). Globally averaged, the warming effect outweighs the
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cooling effect but the strong spatial and temporal variation in radiative forcing suggests that not
all contrails and contrail cirrus are equally climatically relevant. In fact, according to Teoh et al.
(2024), only 14 % of formed contrail cirrus in 2019 resulted in a warming effect while 2 % of flights
were responsible for 80 % of annual contrail energy forcing. This circumstance offers the opportu-
nity to target net warming contrails specifically in climate impact mitigation approaches.
Persistent contrails forming in ice-supersaturated regions are themost climatically relevant as they
can transform into contrail cirrus and cover large surface areas (Haywood et al., 2009; Vázquez-
Navarro et al., 2015). Ice-supersaturated regions and hence, contrail occurrence and persistence,
are distributed not only geographically (Bier and Burkhardt, 2019; Dischl et al., 2022; Kaufmann et
al., 2024), with more contrails forming at mid latitudes compared to the tropics at typical flight alti-
tudes, but also temporally, as colder conditions in winter aremore favorable for ice-supersaturation
compared to summer (Gierens et al., 2012).

While radiative forcing aims at quantifying changes in the Earth system energy balance from a
specific perturbation, this is not achieved well for all forcing agents (Myhre et al., 2013). This can
be improved by including the effects of rapid adjustments to parameters in the troposphere such
as atmospheric temperature, water vapor, and clouds, which are taken into account in ERF (Myhre
et al., 2013). When comparing time horizons in the GlobalWarming Potential (GWP)metric as seen
in Figure 2.3, it can be seen that the shares of contrail cirrus and NOx decrease over time while the
significance of CO2 increases due to the long CO2 residence time and resulting accumulation in
the atmosphere (Lee et al., 2021). Even though the share of contrail cirrus contribution decreases
with increasing time horizon, it remains a significant portion of the overall GWP, signifying its
importance in being addressed by mitigation options, no matter which time horizon is considered.
This shows however that the magnitude of climate impact depends on the used metric and time
horizon (Megill et al., 2024).

Figure 2.3: Comparison of CO2 emission, NOx emission, and contrail cirrus contributions (not
considering other contributions) to GWP for the time horizons (a) 20 years, (b) 50 years, and (c), 100
years, based on CO2-equivalent emissions in Tg CO2 per year for 2018. Data from Lee et al. (2021).

The prediction of contrail and contrail cirrus occurrence, life cycles, radiative forcing, and energy
forcing has been researched extensively and implemented in the prediction tool Contrail Cirrus
Prediction Tool (CoCiP) (Schumann et al., 2011; Schumann, 2012; Schumann et al., 2017) to predict
the occurrence and properties of contrails for a given time and place (Teoh et al., 2022a, 2024).
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Further, global climate models (GCMs) like the ECHAM5 model (Roeckner et al., 2003) coupled
to the contrail cirrus module CCMod can be used to gain insight into contrail cirrus cover and
associated radiative forcing utilizing historic traffic data and assumptions on the number of emitted
soot particles acting as condensation nuclei (Bock and Burkhardt, 2016; Bier et al., 2017; Burkhardt
et al., 2018; Bock and Burkhardt, 2019).

Figure 2.4: Contrail cirrus radiative forcing for the years (a) 2006 and (b) 2050 based on
ECHAM5-CCMod calculations performed by Bock and Burkhardt (2019). Figure and caption in-
formation adapted (cropped) from and based on Bock and Burkhardt (2019), used under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/)

For example, the ECHAM5-CCMod calculations performed by Bock and Burkhardt (2019) shown
in Figure 2.4 illustrate the increase in radiative forcing from 49 mWm

−2 in the year 2006 to 159
mWm

−2 in 2050. This comparison accounts for increased air traffic but does not consider chang-
ing background climate or the increases in fuel and propulsion efficiency as well as the use of SAF.
This case is also discussed in Bock and Burkhardt (2019) and reduces the contrail cirrus radiative
forcing increase to 137 mWm

−2 for the year 2050. Beyond model calculations, the possibility to
reduce contrail radiative forcing with the use of SAFs has however also been investigated experi-
mentally.

2.1.6 Experiments on contrail mitigation

Significant research progress has been made in the measurement of particle emissions and con-
trail formation from the use of alternative jet fuels in ground-based and in-flight measurements.
Ground-based measurements investigating the influence of alternative jet fuels include those of
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Lobo et al. (2011) where a Fischer-Tropsch based fuel and a 50 % blend based thereon was com-
busted in a CFM56-7B jet engine and resulted in a 34 % reduction in nvPM numbers for the blend
and 52 % reduction for the pure Fischer-Tropsch fuel. Similarly, Timko et al. (2010a) found signif-
icant reductions in SO2 and soot particle emissions for a Fischer-Tropsch based fuel compared to
JP-8 jet fuel as well as intermediate reductions for a 50 % blend. In both studies, the highest reduc-
tion potential was found for lower engine thrusts (Timko et al., 2010a; Lobo et al., 2011). Further
studies (Beyersdorf et al., 2014; Brem et al., 2015; Schripp et al., 2018) confirm the influence of fuel
composition and especially aromatics and sulfur content and the resulting particulate and gaseous
jet engine emissions from ground-based measurements.

In-flight measurements investigating the influence of alternative fuel blends on particle emis-
sions and contrail formation include the ACCESS campaign where the NASA DC-8 source aircraft,
equipped with CFM56-2-C1 engines, was chased by the NASA HU-25 Falcon research aircraft in
order to quantify particulate matter emissions from conventional Jet A fuel and a 50 % biofuel
blend at cruise altitudes (Moore et al., 2017). In those measurements, Moore et al. (2017) found a
reduction in total particles as well as 48 % lower nvPM numbers for the 50 % blend as well as a shift
towards smaller particles. Contrail and particle emissions from alternative fuel blends were further
investigated during the ECLIF1 (in 2015) and ECLIF2/NDMAX (in 2018) campaigns in a coopera-
tion between DLR and NASA (Voigt et al., 2021; Bräuer et al., 2021a; Bräuer et al., 2021b), where
the DLR Falcon research aircraft served as the chasing research aircraft behind the DLR Advanced
Technology Research Aircraft (ATRA) Airbus A320 aircraft during ECLIF1, while the ATRA was
chased by the NASA DC-8 research aircraft during ECLFI2/NDMAX. Results from both campaigns
can be found in Voigt et al. (2021) from which two plots are shown in Figure 2.5.

Figure 2.5: (a) AEI vs soot Emission Index (EI) for fuels investigated during the ECLIF1 and
ECLIF2/ND-MAX campaigns and (b) AEI size distribution of reference Jet A-1 (Ref2) and Fischer-
Tropsch based semisynthetic jet fuel blend (SSF1) of the ECLIF1 campaign. Figures and cap-
tion information adapted (two figures combined) from (Voigt et al., 2021), used under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).
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There, an approximate halving of ice particle and soot emissions can be found for the SAF blends
compared to the reference Jet A-1 fuel due to their reduced aromatic content and higher hydrogen
content. This also translates to an increased ice particle size for the semisynthetic fuel blend com-
pared to the reference Jet A-1 fuel shown in panel (b). Voigt et al. (2021) argue that this increase in
ice particle size is due to less nucleating particles competing for water vapor so that more water
vapor is available for the particles to grow. Also in the course of the ECLIF1 campaign, Kleine et al.
(2018) found contrail ice particle formation to be largely soot-controlled and that ice particle losses
are dominated by sublimation in vertical profiles with respect to the emission altitude.

Several in-situ campaigns have been conducted to investigate the influence of different fuel compo-
sitions and alternative fuel blends on particle emissions and contrail formation. While reductions
in nvPM emissions for modern lean-burn engines can be measured during the LTO (ICAO, 2024),
the particle emission reduction potential at cruise levels remains unconfirmed experimentally for
systematicmeasurements under controlled engine parameters. This gapwill be closed in the course
of this work together with first measurements of contrail ice particle numbers from the combustion
of 100 % SAF.

2.2 Sustainable aviation fuels

Virtually all jet aircraft in commercial, private andmilitary use today are fueled by liquid kerosene-
based aviation fuels. Jet A-1 is the most common jet fuel used almost worldwide, while Jet A is
the most common civil jet fuel in the US (Chevron Products Company, 2007). The high climate
impact (CO2 and non-CO2 effects) from fossil aviation fuel use motivates a transition towards SAF,
which are chemically similar to conventional jet fuels but are derived from non-fossil origin. New
SAF technology pathways have been developed and approved in recent years (Csonka et al., 2022)
and SAF use is projected to increase strongly in the near future (EASA, 2019; U.S. Department of
Energy et al., 2022). This chapter will give an overview over the different production pathways,
chemical properties and climate impact of alternative jet fuels, commonly referred to as SAFs.
Currently, SAF blends up to 50 % blending ratio with conventional jet fuel and minimum volu-
metric share of 8 % aromatics (ASTM, 2024b) are certified for all commonly used jet engines and
aircraft, depending on the SAF type. This justifies it to be regarded as "drop-in" fuel, meaning that
it can be fueled and used without any modifications to the aircraft or current fueling infrastructure.
100 % SAF use currently requires special approval as the elastomer seals used in the aircraft’s fuel
system require aromatics typcially found in fossil-based fuels to swell and retain their ability to
properly act as seals (Liu et al., 2013; Pechstein and Zschocke, 2017). Regulation bodies however
are currently working on enabling 100 % SAF use in the near future (EASA, 2023). As hydrogen fuel
is at a lower technology readiness level, with broad commercial availability projected not before
2035 (Llewellyn and Miftakhov, 2022), it can not be considered a drop-in fuel or current solution.
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2.2.1 Chemical properties

Jet fuels in general are a complex mixture of thousands of chemical compounds, mostly hydrocar-
bons, which differ for each production process and feedstock (Pechstein and Zschocke, 2017). This
is the case for SAFs as well as for conventional jet fuel where different crude oil origins are associ-
ated with different chemical compositions (e.g. sulfur content) (EIA, 2012). Generally, jet fuels are
required to fulfill certain chemical (e.g. sulfur content, aromatics content) and physical properties
(e.g. flash point, viscosity, freezing point), defined for Jet A-1 and Jet A in American Society for
Testing and Materials (ASTM) Standard D1655 (ASTM, 2024a).

Figure 2.6: Schematic of the main constituents of jet fuel (a) alkanes consisting of mostly linear
chains of hydrogen and carbon atoms and typical chain lengths of 10 to 18 C atoms (Pechstein and
Zschocke, 2017), (b) aromatics consisting of cyclic hydrocarbon compounds with conjugated electron
bonds, (c) polycyclic aromatic hydrocarbons consisting of several aromatic rings, and (d) sulfur which
forms SOx during combustion. Note: Images in (a), (b), and (c) based on graphics created by Benjah-
bmm27 (username) (2006, 2007, 2009), released into the public domain via Wikimedia Commons.

The main jet fuel constituents (∼ 50 v%) are alkanes (Pechstein and Zschocke, 2017). These are sat-
urated hydrocarbons which can occur either in linear form (n-alkanes) or branched (iso-alkanes)
and an example of a linear alkane molecule is shown in Figure 2.6 (a). Alkanes have the highest
hydrogen-to-carbon ratio with highest heat of combustion of all hydrocarbons and relatively little
energy is required to break the chemical bonds, leading to a "clean" (i.e. complete) combustion
(Pechstein and Zschocke, 2017). Around 30 % of the volumetric share of conventional jet fuel is
made up of saturated cyclo-alkanes with a lower hydrogen-to-carbon ratio and lower heating value
compared to alkanes (Pechstein and Zschocke, 2017). Compounds with even lower hydrogen-to-
carbon ratio and a volumetric share of up to 25 % (ASTM, 2024a) are the ring-shaped aromatics,
made up of conjugated electron bonds (alternating single and double electron bonds). Benzene is
the simplest aromatic and shown in Figure 2.6 (b). The increased energy required to break the
chemical bonds is associated with less complete combustion and soot formation (Cain et al., 2013;
Brem et al., 2015; Schripp et al., 2022). The soot formation propensity is even larger for poly-
cyclic aromatic hydrocarbons (PAH) like naphthalene (Chin and Lefebvre, 1990) shown in panel
(c), which can make up to 3 v% of the fuel (ASTM, 2024a).
The non-hydrocarbon constituent in jet fuel most relevant for particulate emissions and contrail
formation is sulfur, which is represented in Figure 2.6 (d). Sulfur can occur either in pure form
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or bound chemically (Pechstein and Zschocke, 2017) and its content is limited to 0.3 w% (ASTM,
2024a). During combustion, sulfur oxides (SOx ) can form, which then interact with other combus-
tion products such as soot and have been shown to alter the behavior of contrail ice nucleation
(Petzold et al., 1997; Schumann et al., 2002; Jones and Miake-Lye, 2023). Note that the exact vol-
umetric shares of alkanes, cyclo-alkanes, and aromatics of conventional jet fuels differ strongly
between different fuels depending on crude oil origin and production process. As for conventional
fossil jet fuel, SAFs can have a wide range of chemical compositions depending on used feedstock
and production process.

2.2.2 Production pathways

There are several pathways in the production of SAF with different feedstocks, production pro-
cesses, and resulting fuel types (ICAO, 2018; EASA, 2023). While the Fischer-Tropsch process
can use fossil origin feedstock as well as biogenic feedstock, the other processes described in this
subsection exclusively use biogenic feedstock. Below, a selection of conversion processes for the
production of drop-in SAF is given. There are further methods (e.g. co-processing of biogenic
feedstock in petroleum refineries) that are not listed and new methods are constantly being devel-
oped.

• Fischer-Tropsch process (FT): In the Fischer-Tropsch process, first syngas (hydrogen and
carbon monoxide) is produced from the various feedstock options (lignocellulose, energy
crops, solid waste, coal, natural gas) and (preferably renewable) energy (Rauch et al., 2017;
ICAO, 2018; EASA, 2023). The syngas is then catalytically converted to the desired Syn-
thetic Paraffinic Kerosene (SPK) fuel (Rauch et al., 2017). Aromatics derived by alkylation of
light aromatics from non-petroleum sources can also be added to produce an FT-fuel with
aromatics (ICAO, 2018; EASA, 2023).

• Hydrotreated Esters and Fatty Acids (HEFA): In the HEFA process, oils and fats of plant
or animal origin (waste oils and fats also possible) consisting mainly of triglycerides are con-
verted to jet fuel by catalytic conversion using hydrogen (Neuling and Kaltschmitt, 2017b).
The hydrogen thereby saturates esters and double bonds (hydrogenation) and removes oxy-
gen using metal catalysts in an exothermal reaction, resulting in saturated alkanes (Neul-
ing and Kaltschmitt, 2017b,a). This is followed by isomerization where linear n-alkanes are
cracked and formed into branched iso-alkanes, resulting in a mixture of both and an SPK
type fuel (Neuling and Kaltschmitt, 2017b,a).

• Direct Sugar to Hydrocarbon (DSHC): For the direct sugars to hydrocarbon (DSHC) pro-
cess, sugar is extracted from sugar-containing crops and converted to alkenes via fermen-
tation (Neuling and Kaltschmitt, 2017b). In contrast to mostly non-branched chains in SPK

22



Sustainable aviation fuels

fuel, the subsequent hydrotreatment results in branched hydrocarbon chains in the synthetic
isoparaffins (SIP) fuel (Neuling and Kaltschmitt, 2017b).

• Alcohol to Jet (AtJ): Feedstock of the AtJ process is alcohol, which first needs to be pro-
duced from crops containing sugar, starch, or lignocellulose by fermentation (Neuling and
Kaltschmitt, 2017b; EASA, 2023). The alcohol is then dehydrated (i.e. removal of water),
oligomerized (i.e. catalytic merging of short-chain alkenes to longer molecules) and the re-
sulting products separated by distillation (Neuling and Kaltschmitt, 2017b). During the final
hydrogenation step, unsaturated bonds are saturated to achieve alkanes and an SPK-type
fuel (Neuling and Kaltschmitt, 2017b).

• Catalytic Hydrothermolysis Jet (CHJ): Catalytic hydrothermolysis takes place by expos-
ing the pretreated feedstock mixed with water to high pressures and temperatures (Neuling
and Kaltschmitt, 2017a). Under these supercritical conditions, the feedstock’s triglycerides
are broken down into shorter molecules (e.g. alkenes) and n-alkane structure is modified to
cyclo-alkanes (Neuling and Kaltschmitt, 2017a). These products are then hydrotreated to re-
move oxygen and saturate the bonds, resulting in alkanes (Neuling and Kaltschmitt, 2017a).
Finally, the different fuel fractions are distilled (Neuling and Kaltschmitt, 2017a).

SPK type fuels, as obtained for example in the HEFA process, are made up mostly of n-alkanes
and iso-alkanes and contain almost no cyclo-alkanes, aromatics, naphthalene, and sulfur. While
SIP fuel contains almost only one type of iso-alkane, Synthetic Kerosene with Aromatics (SKA)
fuels contain aromatics (Pechstein and Zschocke, 2017). This allows current drop-in use of SAF
by meeting the minimum aromatics content and blends of HEFA and SKA are currently marketed
as a drop-in solution (Virent, 2024). All discussed pathways are currently certified for a maximum
blending ratio of 50 % and 10 % for SIP fuel (ASTM, 2024b).
Additionally, conventional jet fuel from fossil feedstock can also be hydrotreated to have chemical
properties closer to SAFs. There, aromatics can become saturated and converted to alkanes and
sulfur can react to gaseous hydrogen sulfide (H2S), which can then be separated from the liquid
(Neuling and Kaltschmitt, 2017a).

2.2.3 Climate impact of SAFs

SAFs offer the opportunity to reduce aviation’s climate impact from CO2 and non-CO2 effects.
CO2 emissions in-flight are determined by the fuel’s hydrogen-to-carbon ratio, which is simi-
lar for conventional jet fuel and SAF. The strongly reduced aromatic, naphthalene, and sulfur
content of SAFs however have been experimentally shown to lead to a decrease in non-CO2

radiative forcing from contrails (Voigt et al., 2021; Bräuer et al., 2021b; Märkl et al., 2024).
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Figure 2.7: Global net radiative forcing and ini-
tial ice particle numbers normalized to a current soot
emission scenario as calculated with ECHAM5-CCMod.
Figure and caption information adapted (cropped)
from Burkhardt et al. (2018), used under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).

This is also expected from model calcula-
tions such as from ECHAM5-CCMod results in
Burkhardt et al. (2018). There, a reduction in
initial ice particle numbers leads to a reduction
in contrail radiative forcing as can be seen in
Figure 2.7. The reference case with normalized
radiative forcing and ice particle numbers of
1 refers to what Burkhardt et al. (2018) call a
"present-day soot number scenario" and corre-
sponding relative radiative forcing is shown for
a reduction by 50 %, 80 %, and 90 %. Soot parti-
cle reductions, for example through the use of
SAF, therefore result in lower contrail radiative
forcing (Burkhardt et al., 2018).

Figure 2.8: SAF blending ratio dependent relative
differences in particle emissions, contrail properties,
and climate forcing compared to a conventional fuel
baseline scenario. Figure and caption information
taken from Teoh et al. (2022b), used under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).

Model calculations by Teoh et al. (2022b) based
on CoCiP predictions created a link between
emissions, contrail properties and contrail ra-
diative forcing for different SAF blending ratios
as shown in Figure 2.8. There, contrail forma-
tion increases with higher blending ratios due
to higher water vapor emission indices, while
nvPM EI, contrail cirrus cover, and contrail cir-
rus net radiative forcing decrease for higher
SAF blending ratios. Teoh et al. (2022b) there-
fore predict an increasing climate forcing mit-
igation potential for higher SAF blending ra-
tios while they at the same time also discuss
the current availability of SAF so that the opti-
mal blending ratio considering limited supply
is not necessarily the highest.

There is, nevertheless, a large difference in CO2 and CO2 equivalent emissions (CO2e) between
fossil jet fuel, where all of the released carbonwas previously stored underground, and SAFs, where
the carbon released by combustion was ideally previously bound from the atmosphere. The exact
carbon footprint reduction with SAF however depends on a number of factors that are considered
in a full life cycle assessment (LCA).

In the course of the CORSIA framework developed by ICAO, the LCA is performed by treating
"core LCA" emissions and induced land use change (ILUC) emissions separately and defining the
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total life cycle green house gas emissions by the sum of both (Malina et al., 2022; ICAO, 2022b).
For core LCA emissions, the single contributions are listed in Malina et al. (2022), which include
the cultivation, harvesting, and collection of feedstock together with its processing, extraction
and transportation. The emissions from conversion of feedstock to SAF, as well as its subsequent
transportation and combustion are included as well and complete the core LCA emissions (Malina
et al., 2022). These can then be compared to the baseline well-to-wake emissions (not including
the effects from contrails) for conventional jet fuel of 89.0 g CO2e/MJ (although this value is also
subject to variations in reality (Jing et al., 2022)). Compared to this baseline emission scenario, core
LCA emission reductions between 26 % and 94 % are achieved for SAF depending on feedstock and
conversion process1 (ICAO, 2022b).

One step before feedstock cultivation stands the consideration of land area needed to cultivate
the respective feedstock crop and to obtain the (ideally renewable) energy for the chosen type of
SAF and productionmethod. The associated environmental effect is termed land use change (LUC),
which again can be divided into direct land use change (dLUC) and indirect land use change (iLUC)
(Malina et al., 2022). Czyrnek-Delêtre et al. (2016) describe dLUC as the environmental effects
from direct changes to the land area used for cultivation, for example when converting a forest to
fields for energy crop cultivation. Further, they define iLUC as the necessary conversion of land
area other than the land used for energy crop cultivation. For example, if land area previously
used for food crop cultivation is now used for energy crop cultivation, other land area needs to be
converted to land for food crop cultivation. Model calculations estimate ILUC emissions depending
on geographic location, crop type and conversion process, which can range from -54 g CO2e/MJ
to +39 g CO2e/MJ (ICAO, 2022b).

The overall life cycle emission factors in ICAO (2022a), including core LCA emissions and ILUC,
range from -23 g CO2e/MJ to 101 g CO2e/MJ,1 which demonstrates the wide range of emissions
associated with SAF production and use. Compared to the baseline scenario emissions for con-
ventional jet fuels of 89.0 g CO2e/MJ, SAF can offer significant emission reductions and even be
negative while it is also possible to have higher emissions than those associated with conventional
jet fuel use. Overall, the exact quantification of the climate and environmental impact of any given
SAF is highly complex and depends on many factors. Generalized statements on the sustainability
of SAFs as a whole should be taken with caution and instead, a differentiated analysis of single fuel
types and production pathways is needed to assess a fuel’s environmental and climate impact.

2.2.4 SAF outlook

In the year 2022, only 0.1 to 0.15 % of global fuel demand (approximately 240 million tons) was
covered by 240 thousand to 280 thousand tons of SAF (IATA, 2023). However, policymakers on

1excluding Fischer-Tropsch (FT) municipal solid waste with non-biogenic carbon content > 0 %
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national and supranational level have set goals aimed at increasing the share of SAF (Becken et al.,
2023). For example, the ReFuelEU intitiave of the European Union aims for a 5 % SAF share by
2030 and 63 % by 2050, while the US has targeted 100 % SAF by 2050 (Boshell et al., 2022; U.S.
Department of Energy et al., 2022). Considering a growing aviation sector, this would mean a
SAF demand of 2.3 million tons in 2030 and 28.6 million tons in 2050 in the European Union (EU)
alone (EASA, 2023). This ramp-up of SAF production will be influenced by the fact that different
types of SAF have different scaling capabilities. For example, it is questionable if an increased
demand for used cooking oil as SAF feedstock will lead to an increased supply. Roth et al. (2017)
estimates a maximum global production capacity of 4 to 5 million tons of HEFA from used cooking
oil, a relatively small contribution compared to the global fuel demand. Several fuel production
pathways and feedstock will therefore have to be explored and developed in parallel to reach the
SAF supply goals. These goals also need to be seen under the context of an additionally growing
aviation sector and projected approximate doubling of fuel demand by 2050 (Fleming et al., 2022).
While the price of SAF is currently between 1.5 and 6 times higher (depending on the type of
SAF (Pavlenko et al., 2019)) compared to conventional jet fuel, prices are projected to fall once
production is scaled (EASA, 2023). On the other hand, it can be argued that the immense costs
of climate change effects outweigh the additional costs of SAF compared to conventional jet fuel
(Newman and Noy, 2023; Kotz et al., 2024).

2.3Modern combustion technologies

Beyond the influence of fuel on aerosol particle emissions and contrail formation, the impact of
modern combustion technologies is investigated in the course of this work. Special focus lies
on lean-burn combustion technologies, as is implemented for example in the CFM International
LEAP engine series. In this section, the conceptual differences between RQL combustors and lean-
burning combustors and their operation under rich-burn and lean-burn conditions are presented in
order to facilitate the interpretation and comprehension of results presented in the corresponding
results chapters 5 and 6.
Engine technologies are continuously developed to enhance efficiency and reduce emission of un-
wanted substances. On the ground as well as during landing and takeoff, this especially concerns
NOx , CO, unburned hydrocarbons (UHC), and soot, which affect air quality and human health
(ICAO, 2010). While many parts of the engine are continuously further developed, this section will
only focus on the combustor and combustion chamber located after the engine’s compressor and
before the turbine.
Combustor designs have evolved from classical fully rich-burning combustors to various configu-
rations of Low-Emissions Combustor (LEC)s in order to reduce NOx and particle emissions (Liu et
al., 2017). Current examples of LECs are RQL combustors, double annular combustor (DAC)s, and
TAPS combustors (Liu et al., 2017). RQL combustors have rich-burn and lean-burn zones and make
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up the majority of engines listed in ICAO (2024) currently in production, while TAPS combustors
can be seen as lean-burn systems (Stickles and Barrett, 2013) implemented in the LEAP and GEnx
engine series. These two systems are the combustor technologies used during the campaigns of
this work and are therefore compared in the following.

RQL combustors

Figure 2.9: (a) Schematic of an RQL combustion chamber where fuel injected together with primary
air is first burned in a rich zone, after which the fuel-air mixture is then quenched with quench air
so that finally a lean mixture is combusted. (b) Rich-burn, quench zone, and lean-burn sequences in-
dicated on a plot relating flame temperature to the fuel-to-air equivalence ratio 𝜙. Increased thermal
NOx production is indicated for higher flame temperatures and increased soot formation is indicated
for higher values of 𝜙. Panel (a) inspired by Stickles and Barrett (2013) and Bergthorson and Thomson
(2015) and panel (b) inspired by Pavri and Moore (2001), Foust et al. (2012), and Stickles and Barrett
(2013).

An example of an engine with RQL combustion technology (Rolls-Royce Phase 5 combustor) is the
Rolls-Royce Trent XWB in use on the Airbus A350 and the engine type used during the ECLIF3
campaign (Liu et al., 2017; ICAO, 2024). As the name suggests, this combustor technology relies
roughly on three different combustion zones, which are shown in Figure 2.9. Panel (a) shows a
rough conceptual schematic of the combustion chamber with the fuel/air injector on the left side
through which primary air and fuel are atomized into the swirling flow entering the combustion
chamber (Stickles and Barrett, 2013; Bergthorson and Thomson, 2015). There, rich combustion
takes place with an fuel-to-air equivalence ratio 𝜙 > 1. In this zone, the most soot production
takes place and the approximate position on the 𝜙 dependent flame temperature curve is indicated
by the red oval in panel (b) at high values of 𝜙.

In this conceptually depicted relationship based on Pavri and Moore (2001), Foust et al. (2012), and
Stickles and Barrett (2013), flame temperature rises for increasing 𝜙 under lean-burn conditions
(𝜙 < 1) until approximately stoichiometric mixture (𝜙 ≈ 1) and then is reduced again for larger
values of 𝜙 under rich-burn conditions (𝜙 > 1). In this simplified representation, NOx production
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is roughly proportional to flame temperature and soot formation increases with larger values of 𝜙.
Following the rich-burn combustion zone, quench air is introduced into the combustion chamber
in the quench zone as shown in panel (a) and indicated by the light blue oval in panel (b) (Stick-
les and Barrett, 2013; Bergthorson and Thomson, 2015). This influx of air reduces the fuel-to-air
equivalence ratio to nearly stoichiometric mixtures and increases the flame temperature, leading to
increased NOx production. Simultaneously, previously produced soot is beginning to be consumed,
facilitated by high temperatures and low values of 𝜙. Following the quench zone and accompa-
nying dilution, the final lean-burn combustion zone is reached at lower combustion temperatures
than in the quench zones and lower values of 𝜙 (Stickles and Barrett, 2013; Bergthorson and Thom-
son, 2015). There, soot is consumed even further and NOx production is low. Therefore, in reality,
the high temperature point in the quench zone is attempted to be avoided as much as possible to
reduce NOx production during dilution to lean-burn conditions. The hot combustion products then
exit the combustion chamber where part of the energy is used to drive the turbine and propulsion
is created by expulsion of the exhaust gases (Onissen, 2014).

Lean-burn TAPS combustors

Lean-burn combustors, such as the TAPS II combustor implemented in the CFM International LEAP
engine series, are able to operate in rich-burn and lean-burn conditions. This is achieved by em-
ploying two separate pilot and main fuel circuits so that optimized combustor operation can be
assured across the entire flight envelope (Foust et al., 2012). During cruise conditions, the engine
will usually operate under lean-burn conditions but transition to rich-burn combustion under low
thrust conditions such as descent and taxi to avoid flameout. This is achieved by so-called staging
where certain fuel injection sites are shut off.

The lean-burn combustor design is shown in Figures 2.10 and 2.11 where (a) a rough concep-
utal schematic of the combustion chamber is shown (Stickles and Barrett, 2013; Bergthorson and
Thomson, 2015) together with (b) a conceptual 𝜙 dependent flame temperature function (Pavri and
Moore, 2001; Foust et al., 2012; Stickles and Barrett, 2013) analogous to the representation in Figure
2.9. Compared to the RQL combustor, the two fuel circuits can be seen where the pilot injection
site is located at the center of the fuel injector and several main injection sites arranged annularly
around the fuel injector but with injection into a spatially separate circuit.
During the rich-burn combustion mode represented in Figure 2.10, fuel and air are injected into
the combustion chamber only through the pilot injection site (Stickles and Barrett, 2013; Bergth-
orson and Thomson, 2015). In this pilot zone with high 𝜙 fuel-to-air equivalence ratio, there is
soot production analogous to the rich-burn zone in an RQL combustor, which is marked by the
the red oval in panel (b). Main air entering the combustion chamber then mixes with the pilot
flame in the so-called premixing flame zone, indicated by the blue crossed arrows in panel (a), and
the fuel-air mixture is diluted to a lean-burning mixture. In this lean-burn combustion zone, 𝜙 is
small and flame temperature is relatively low, as indicated by the yellow oval in panel (b) (Stickles
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Figure 2.10: (a) Schematic of a lean-burn combustion chamber operating in rich-burn combustion
mode where fuel is injected together with pilot air through the pilot injector forming a rich-burning
air-fuel mixture with significant soot formation. Main air is then mixed in, forming a lean-burning
mixture where soot is consumed. (b) Rich-burning pilot zone and lean-burning zone indicated on
a plot relating flame temperature to the fuel-to-air equivalence ratio 𝜙. Increased thermal NOx
production is indicated for higher flame temperatures and increased soot formation is indicated for
higher values of 𝜙. Panel (a) inspired by (Stickles and Barrett, 2013; Bergthorson and Thomson, 2015)
and panel (b) inspired by Pavri and Moore (2001), Foust et al. (2012), and Stickles and Barrett (2013).

and Barrett, 2013). This combustion technology avoids the high temperature quench zone found
in RQL combustors so that NOx production is reduced. Following the lean-burn combustion, the
combustion products exit the combustion chamber and enter the turbine.

The same combustor can be operated in a lean-burn combustion mode, where the mentioned an-
nularly arranged main fuel injection sites are activated as depicted in Figure 2.11 (a) (Stickles and
Barrett, 2013; Bergthorson and Thomson, 2015). Fuel injected through these sites mixes with in-
coming main air and is premixed when entering the combustion chamber together with fuel and
air injected through the pilot injection site. By using the main and pilot injectors simultaneously, a
lean-burning mixture is immediately achieved without a rich-burn zone (Bergthorson and Thom-
son, 2015). This lean primary combustion is indicated by the yellow oval in panel (b) for small
values of 𝜙 and relatively low flame temperatures, so that NOx and soot production are relatively
low (Stickles and Barrett, 2013). Further along the combustion chamber the flame transitions to
even lower values of 𝜙 and lower flame temperatures in the secondary lean combustion zone as
marked by the light green oval in panel (b) (Stickles and Barrett, 2013). By assuring a lean mixture
throughout the combustion chamber, there is a long path along which potentially formed soot can
be consumed again, reducing soot emissions even further.

During the VOLCAN campaign parts (see chapter 6), it was possible to operate the engines in both
combustion modes (normal lean-burn operation and forced rich-burn operation) at comparable
conditions during cruise at high altitudes. Forced rich-burn operation is not the normal operation
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Figure 2.11: (a) Schematic of a lean-burn combustion chamber operating in lean-burn combustion
mode where fuel is injected together with pilot air through the pilot injector and through injectors
arranged annularly which mixes with main air and is premixed. This forms a lean-burn mixture in a
primary and subsequent secondary combustion zone, which are indicated on a (b) plot relating flame
temperature to the fuel-to-air equivalence ratio 𝜙. Increased thermal NOx production is indicated for
higher flame temperatures and increased soot formation is indicated for higher values of 𝜙. Panel
(a) inspired by (Stickles and Barrett, 2013; Bergthorson and Thomson, 2015) and panel (b) inspired
by Pavri and Moore (2001), Foust et al. (2012), and Stickles and Barrett (2013).

mode of an engine in commercial use and therefore, the rich-burn combustion sequences are to be
seen as a forced rich-burn combustion mode. Additionally, a modified fuel-split mode (henceforth
referred to as split mode) was also achieved by employing an intermediate pilot/main fuel share
compared to nominal fuel split operation.
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Chapter 3
Instrumentation

This work is based on in-situ measurements performed at cruise altitudes onboard the DLR Falcon
research aircraft equippedwith a wide suite of in-cabin instrumentation, inlet systems, underwing-
mounted probes and additional instruments for navigation and determination of ambient condi-
tions. This chapter is intended to give an overview over the most important systems used during
these in-situ measurements and to illustrate their operating principles and functions.

3.1 Light-particle interaction

In the course of this work, two types of ice particle instrumentation, optical array probes and
forward-scattering probes, were used. Optical array probes create a shadow image of the mea-
sured particle and provide insight into the shape, size and number concentration of large particles
(> ∼ 10 µm), while forward-scattering instruments detect light scattered on particles, thereby al-
lowing conclusions on size distribution and number concentration of particles down to the sub-
micrometer range (Baumgardner et al., 2017). This section focuses on the physical principles behind
forward-scattering instruments and will provide the background necessary to understanding and
interpreting the results presented later in this work.
Forward-scattering probes such as the CAS-DPOL, measure the intensity of light scattered on the
particle of interest (Baumgardner et al., 2001; DMT, 2018). By counting the number of these scat-
tering events and correlating them with the time and flown distance, a particle concentration can
be calculated. The more complex operation is the size determination of encountered particles. The
exact interaction of light with a given particle depends strongly on the light properties as well
as size, shape, material, and orientation of the particle together with the interface created by the
medium surrounding the particle (Wiscombe, 1980; Bohren and Huffman, 1998a; Borrmann et al.,
2000; Rosenberg et al., 2012). Relevant light properties include the wavelength, polarization, wave
front shape, coherence, and type of light source (e.g. point source or quasi-parallel) (Wiscombe,
1980; Bohren and Huffman, 1998a; Rosenberg et al., 2012). By controlling some of these variables
such as the light wavelength, polarization, and the detected scattering angles and making informed
assumptions on the type of particles, information on the size of the particles can be gained. For the
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applications discussed in this work, it is reasonable to assume elastic scattering from a monochro-
matic light source.

3.1.1 Scattering cross section

Following the derivations presented comprehensively in Wendisch and Yang (2012) and Bohren
and Huffman (1998a), the total scattering cross section 𝐶𝑠𝑐𝑎 is defined as:

𝐶𝑠𝑐𝑎 = ∫
4𝜋

(

d𝐶𝑠𝑐𝑎

dΩ )
dΩ =

Φ𝑠𝑐𝑎,4𝜋

𝐼𝑖

, [𝐶𝑠𝑐𝑎] = m
2 (3.1)

where Φ𝑠𝑐𝑎,4𝜋 is the radiant energy flux scattered into the entire solid angle with dimension
[Φ𝑠𝑐𝑎,4𝜋] = W and 𝐼𝑖 is the incident energy flux density with dimension [𝐼𝑖] = Wm

−2. The total
scattering cross section 𝐶𝑠𝑐𝑎 relates the power scattered into the entire solid angle (secondary
radiation) to the incoming power density (primary radiation), resulting in a quantity with the
dimension of an area. This area is not a physical surface area but can be rather viewed as the hy-
pothetical surface area through which the primary radiation would have to pass in order to result
in the same power or energy flux that was scattered into the chosen solid angle. This means that
a particle’s scattering cross section 𝐶𝑠𝑐𝑎 can be seen as a measure of it’s effectiveness in scattering
light (Wendisch and Yang, 2012).
However, the distribution of the scattered light is usually not uniform. The angular distribution
of scattered light is therefore described by the term (

d𝐶𝑠𝑐𝑎

dΩ ), encountered in Equation 3.1 and com-
monly known as the differential scattering cross section with dimension [(

d𝐶𝑠𝑐𝑎

dΩ )] = m
2
sr

−1. This
function is the link between impinging primary radiation and the secondary radiation scattered
into a certain solid angle ΔΩ in a given direction (Bohren and Huffman, 1998a). Therefore, the
differential scattering cross section relates an angle-dependent (𝜃, 𝜙) scattered radiant energy flux
Φ𝑠𝑐𝑎,ΔΩ to the incident energy flux density, which is reduced to only 𝜃 dependence when assuming
axially symmetrical scattering (Wendisch and Yang, 2012).

The assumption of axially symmetrical scattering is trivially valid for spherical particles and is ap-
proximated for non-spherical particles by assuming non-preferential orientations of the particles.
For the probes used in the course of this work, light scattered in forward direction in an angle of
4
◦
≤ 𝜃 ≤ 12

◦ is detected. The resulting probe scattering cross section is therefore determined by:

𝐶𝑝𝑟𝑜𝑏𝑒 = ∫

2𝜋

0

d𝜙
∫

12
◦

4
◦

d𝜃
(

d𝐶𝑠𝑐𝑎

dΩ )
=

Φ𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟

𝐼𝑖

(3.2)

Here, the power Φ𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟 impinging on the detector is the quantity measured by the probe, which
is directly related to the scattering cross section. Therefore, the relationship between scattering
cross section and particle size is the missing link that can be used to determine the particle’s size.
For the assumption of spherical particles and light wavelength in a similar order of magnitude as
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the particle’s size, Mie scattering theory provides this link. In the case of non-spherical particles,
the relationship between particle size and scattering cross section is approximated by T-matrix
calculations. Both will be described briefly in the following subsection.

3.1.2 Spherical and aspherical particles

The calculation of scattered electromagnetic fields is done by solving the Maxwell equations
(Maxwell, 1865) using suitable boundary conditions. These boundary conditions depend on the
geometry of the scattering problem and result in analytical solutions for spherical particles with
isotropic scattering, which is described by the Lorenz-Mie theory (Mie, 1908). Derivations of
these solutions have been discussed at length in literature (Bohren and Huffman, 1998a) and will
not be discussed further here. All size-dependent scattering cross sections shown here and used
in the course of this work were obtained using the Mie Scattering Conversion Table Generator
v1.1.8 software by Philip Rosenberg (Rosenberg et al., 2012), which in turn is based on the work of
Wiscombe (1980).
Figure 3.1 shows two of these scattering cross sections as a function of the spherical water droplet
diameter (𝑛 = 1.33+ 𝑖 ⋅0) (absorption of zero assumed for simplicity) and an incident wavelength of
𝜆 = 658 nm, which is the wavelength used by the probes employed in this work. For the red curve,
the total scattering cross section as a result of scattering into the entire solid angle (corresponding
to 0

◦
≤ 𝜃 ≤ 180

◦) is shown. This red curve lies significantly above the scattering cross section
(SCS) curve for a scattering angle of 4◦ ≤ 𝜃 ≤ 12

◦ as only part of the scattered light is probed for
the constrained probing angle. Additionally, the approximations for particle sizes much smaller
than the incident wavelength (𝐷 << 𝜆) and for particle sizes much larger than the incident wave-
length (𝐷 >> 𝜆) are shown. For very small particles, the function asymptotically approaches the
scattering cross section described by Rayleigh scattering and with a 𝑟6 proportionality, where 𝑟 is
the particle radius (Wendisch and Yang, 2012).
When the spatial extension of the charges is much smaller than the wavelength of electromagnetic
radiation they are exposed to, all charges in the particle oscillate more or less in sync. This leads to
a nearly homogeneous electromagnetic field within the particle and re-radiation from oscillators
in phase as from an oscillating dipole (Wendisch and Yang, 2012).
When the particle size however is similar to the incident wavelength, light scattering is described
by the Mie scattering regime (Seinfeld and Pandis, 2006). Unlike for the Rayleigh regime, the
electromagnetic field within the particle cannot be assumed to be homogeneous in this case (Mie,
1908), so that the single oscillators within the particle oscillate with phase differences to each
other. The re-radiation from these phase-shifted oscillators results in constructive and destructive
interference, which can be seen in the oscillations of the SCS curves describing Mie scattering in
Figure 3.1 and are henceforth referred to as Mie resonances.
Finally, for particle sizes much larger than the incident wavelength, the SCS function approaches
geometric scattering where light is described macroscopically as a bundle of linear localized rays.
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The basic principles are described by the Fresnel formulas on reflection and transmission and
Snell’s law of refraction (Bohren and Huffman, 1998b).
There, the scattering cross section is proportional to 𝑟

2. This can be illustrated by introducing the
scattering efficiency factor (Wendisch and Yang, 2012):

𝑄𝑠𝑐𝑎 =

𝐶sca

𝐴proj

(3.3)

where 𝐴proj is the projection of the geometric cross section onto a plane, which is 𝜋𝑟2 for a sphere.
This scattering efficiency exhibits oscillations when shown against particle size but approaches
𝑄sca → 2 for large particle sizes (Wendisch and Yang, 2012). The scattering cross section for
geometric scattering is therefore described by 𝐶sca,geo = 2𝜋𝑟

2, which is plotted as the dashed-
dotted line in Figure 3.1 and appears very similar to the red SCS curve, especially for larger particle
diameters.

Figure 3.1: Size dependent scattering cross sections for 𝜆 = 658 nm light scattering on spherical
water droplets in a scattering angle of 0°-180° and of 4°-12° with additional asymptotic indications
of Rayleigh and geometric scattering. SCS data are from Mie Scattering Conversion Table Generator
v1.1.8 software by Phil Rosenberg (Wiscombe, 1980; Rosenberg et al., 2012).

It was mentioned that the scattered radiant energy flux measured by a probe’s detector can be
related directly to a scattering cross section. Now that it has been established that for a given
refractive index, light wavelength and scattering angle, a SCS can be mapped to every particle di-
ameter of a spherical particle via Mie scattering, it is possible to create a link between measured
scattered radiant energy flux and particle size. By using spherical particles of known material
and with defined refractive index (polystyrene latex, sodalime glass, and borosilicate glass) the
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probe’s measured quantity can be allocated to the SCS of the respective calibration particle size.
By interpolating between these known values, a continuous mapping function is achieved for the
probe, which is called the transfer function. These are discussed in further detail in subsection
3.2.2. However, when performing in-situ measurements, the inverse operation is conducted where
a given SCS, determined by measurement of radiant energy flux and mapped via the transfer func-
tion, needs to be allocated to the particle size. For this, assumptions on the type of particle need to
be made. For liquid clouds it is reasonable to assume spherical water droplets and spherical ice for
freshly formed contrail ice particles. Over time, the ice particles however grow into non-spherical
shapes and can be approximated by spheroids that can be quantified by their aspect ratios (ARs)
(Borrmann et al., 2000; Gayet et al., 2012).

For non-spherical particles, the orientation under which the particles encounter the incident light,
as well as the particle’s aspect ratio, have a strong influence on the particle’s SCS. To be able to
achieve a size-dependent SCS function, a homogeneous distribution of all orientations is assumed,
which is reasonable in the dynamic environment a contrail ice particle is exposed to. Symmetrical
scattering around the optical axis, similar to scattering on spherical particles, is therefore assumed.
As the scattering solution of the Maxwell equations is not analytically solvable for non-spherical
particles, numerical methods are needed to be able to quantify the size dependent SCS. For this,
results from the T-matrix method are used in the course of this work, as implemented by Borrmann
et al. (2000) (specific calculations conducted by Beiping Luo, ETH-Zürich). Thereby, an arbitrary
orientation of spheroids with given AR is assumed due to the large number of particles. The result
is a mean SCS for every AR and volume equivalent diameter. Works by Gayet et al. (2012) and Voigt
et al. (2011) have shown that contrail ice crystals that originate as quasi-spherical particles evolve
into aspherical shapes in the minutes following contrail ice formation. Similar contrail ice particle
measurements by Kleine (2019) assumed an AR of 0.75, which is done likewise in this work.

Figure 3.2 (a) shows the SCS for spherical ice particles (𝑛 = 1.31 + 𝑖 ⋅ 0) in dark blue together
with a fourth order polynomial fit in light blue. The different refractive index for ice compared
to liquid water leads to the slightly different SCS curve compared to the blue curve in Figure 3.1.
The fourth order polynomial fit was chosen to achieve a smoothed function without resonances
in order to facilitate the mentioned reverse allocation of SCS to particle size. This is necessary
as the reverse mapping of SCS to particle diameter is not a bijective function but rather in the
case of the resonances, one SCS can correspond to several particle diameters. For example, for a
SCS of 10 𝜇m

2, there are at least three possible particle diameters. Due to this physically limited
measurement resolution, the forward scattering instruments therefore measure particle sizes in so-
called bins where ranges of SCS are allocated to ranges of particle diameters. The choice of these
bins is visualized in Figure 3.2 (b). There, the SCS is shown for aspherical ice particles with an
aspect ratio of 0.75 from T-matrix calculations in red together with a fourth order polynomial fit in
orange, similar to the fit done for spherical ice in panel (a). In panel (b), dashed black lines indicate
exemplarily where bin boundaries were set for the CAS-DPOL instrument during the VOLCAN2
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campaign to achieve a uniform distribution of size bins with a high resolution for particle sizes
(<10 µm), which are especially of interest for contrail ice particles. In the parts of the SCS function
where it is bijective, the bins can be chosen freely to match the desired size resolution. For the
parts of the function with resonances and non-bijective mapping, the bins were chosen to span a
SCS range that completely encompasses the areas of ambiguous mapping. An example of this are
the upper (3.2 𝜇m

2) and lower (1.7 𝜇m
2) bins boundaries surrounding the resonance at smallest

particle diameters. Any SCS measured in this range correspond to particle diameters between 1.35
µm and 2.85 µm with no possibility to increase size measurement accuracy in this size range with
the used instrument. As will be discussed further in subsection 3.2.2, the CAS-DPOL instrument
requires a certain number of bins within defined size ranges. Therefore, bin boundaries need to be
placed where no physical increase in size resolution is possible. These bins with ambiguous size
allocation are indicated as blue dotted horizontal lines in Figure 3.2 (b). The corresponding sizes
are the middle intersection in the case of the first (smallest sizes) ambiguity and the intersection
with the fourth order polynomial for all larger sizes. In general, for the size allocation, the original
T-matrix SCS function is used for very small particle sizes, after which the fourth order polynomial
of the T-matrix function is used. For particles larger than 20 µm the fourth order polynomial for
spherical ice is used as no T-matrix calculations are available for particles larger than this size.
Details on the exact size allocation are presented in subsection 3.2.2.

Figure 3.2: Size-dependent scattering cross sections for 𝜆 = 658 nm light scattering on (a) spherical
ice particles with a fourth order polynomial fit for a scattering angle of 4°-12°, and (b) aspect ratio
of 0.75 non-spherical ice particles with a fourth order polynomial fit for a scattering angle of 4°-12°
together with horizontal lines that indicate a favorable subdivision for size binning for a forward-
scattering instrument. Black lines were chosen due to favorable size division and blue lines indicate
additional subdivisions. SCS data in panel (a) is from Mie Scattering Conversion Table Generator
v1.1.8 software by Phil Rosenberg (Wiscombe, 1980; Rosenberg et al., 2012) and T-matrix data was
created by Beiping Luo, ETH Zürich (Borrmann et al., 2000).

The shown SCS functions were total scattering cross sections over the 4°-12° scattering angle. To
visualize the angular SCS variability, polar diagrams of the scattered light intensity from 1 W

m
−2 incident light at a distance of 1 m from the scattering particle are shown in Figure 3.3. The
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scattering on four different sizes of monodisperse spherical water droplets is shown from (a-c, e,
f) unpolarized and (d) polarized light. In these diagrams, the incident light comes from the 180°
direction and impinges on the particle which is situated at the center of the circle. All light scattered
in forward direction is from 90° to 270° and the other circle half signifies backscattered light.
The first effect illustrated in this figure is the particle size dependence of the angular scattering
intensity, which can be seen by comparing panels (a), (b), (c), and (e). For the smallest particle
size in panel (a) the Mie resonances are hardly visible, indicating the asymptotical approach to
Rayleigh scatteringmentioned in Figure 3.1 and themajority of light scattered in forward direction.
For increasing particle sizes in panels (b), (c), and (e), the number of resonance peaks increases as
could also be observed in the one-dimensional diagrams in Figures 3.1 and 3.2.
The scattering angle of 4°-12° fromwhich the instruments used in this work detect scattered light is
highlighted in panel (c). As this is a two-dimensional (2D) representation of the scattering event and
assuming scattering symmetrical around the optical axis, the volume stretched by the scattering
angle is a hollow cone in three dimensions. Therefore, the angle is not only indicated from 4°-12°,
but also from the symmetrical angle of 348°-356° in the 𝜃 plane.
The scattering instrumentation used in this work operates with p-polarized light, which is why it
is worth comparing scattered intensity from (c) unpolarized and (d) polarized light for the same
particle size. The general shape and resonance structure is similar between the different modes
of polarization with differences being mainly the amplitudes of resonance peaks. Especially for
the relevant scattering angle of 4°-12° the mode of polarization has little influence. Therefore, for
calibration and SCS to size allocation of the used scattering instruments, unpolarized light was
assumed.
Finally, it is also worth changing perspective to get a feeling for the ratios of forward and backward
scattering by comparing the angular scattering function for one particle size in (e) logarithmic and
(f) linear representation. The details of the resonance structure are very clear in the logarithmic
representation, but are not visible in the linear representation. Instead, one can see how the first
main mode in the direction of the optical axis dominates the scattered intensity.
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Figure 3.3: Polar diagrams of light intensity scattered on monodisperse spherical water particles
suspended in vacuum from a plane wave point light source with 658 nm wavelength and an incident
intensity of 1Wm

−2. Scattered intensity is given at 1m distance from the scattering particles. Particle
diameters are indicated for each subplot together with information of polarization of incident light
and if a logarithmic (log) or linear (lin) radial axis was chosen. The three-dimensional forward
scattering angle of 4°-12° is marked red in panel (c). Scattering data obtained using Philip Laven’s
MiePlot v4.6.21 software (Laven, 2021).
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3.2 Cloud Aerosol Spectrometer: Scattering instruments

Figure 3.4: Front view of the CAPS-DPOL instrument.
In the CAS part, the laser beam enters the sample area
in the continuous tube and light scattered on particles
is detected in forward (backward) direction in the left
(right) part. In the open-path Cloud Imaging Probe (CIP)
instrument, the laser beam travels between the upper
and lower CIP arms. The pitot tube is used for dynamic
pressure measurements.

In the course of this work, number concentra-
tions and size distributions of contrail ice par-
ticles were measured. To achieve this, several
underwing probes for in-situ measurements
come into question. Previous work probing
contrails has been conducted with the Fast
Forward Scattering Spectrometer Probe (FF-
SSP) by manufacturer Stratton Park Engineer-
ing (SPECinc) (Bräuer et al., 2021b) as well as
with the CAS-DPOL (Kleine, 2019). Optical
array probes such as the CIP provide direct
shadow images of the measured particles and
thereby enable insights into particle size and
shape. The measurement range of this type of
imagers (15 – 900 µm for the CIP) however lies
beyond the typical sizes of contrail ice parti-
cles (Voigt et al., 2010, 2011; Voigt et al., 2017;
Bräuer et al., 2021b). An excellent overview
over imaging and scattering probes is given in
Baumgardner et al. (2017).

Two probes containing CAS instruments, the CAS-DPOL and CAPS-DPOL by manufacturer
Droplet Measurement Technologies (DMT), were mounted below the wings of the DLR Falcon and
used to obtain ice particle data in flight in the course of this work. The CAS-DPOL (Baumgardner
et al., 2001) is an older version of the instrument that has been updated with more modern elec-
tronics and data processing in the CAPS-DPOL, which is also equipped with an CIP in addition to
the CAS part. A front view image of the CAPS-DPOL can be found in Figure 3.4 where the CAS
part is located at the top and the two arms of the CIP instruments are arranged vertically below
the CAS part. The laser beam of the CAS part passes horizontally through the hollow sampling
tube while the CIP beam runs vertically in an open path configuration.

3.2.1 Measuring principle

The general CAS measurement principle representative for the CAS-DPOL and CAPS-DPOL will
be described in the following. The CAS instruments sample contrail ice particles passively, i.e. the
probed gas volume including particles enters the hollow inlet tube of the instrument without the
assistance of any pumps. The probed particles then continuously pass through the instrument in
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a straight path, are counted and sized in the sample area located approximately in the center of
the particle’s path through the probe and finally exit the probe through the rear. This is illustrated
schematically on the left hand side of Figure 3.5 in the top view photograph of a CASwith indicated
contrail ice particles entering the instrument in the front and exiting out the back. The photograph
is overlaid with a schematic showing a backward scattering part and laser source on the left side of
the instrument and a forward scattering part on the right side. Between these instrument parts, the
sample area is located in the middle where the laser beam interacts with the contrail ice particles
passing through the continuous tube. To illustrate the processes within the instrument, a simplified
schematic of the beam paths and most important components of the instrument are shown to the
right of the instrument photograph in Figure 3.5.

Figure 3.5: Top view of the CAS instrument with most important parts indicated in the photograph
on the left side. The right side is a zoomed in schematic of the CAS instrument working principle.
A laser beam is polarized and scattered on particles in the sample area in forward and backward
direction. There, detectors record the intensity of the scattered light in 4

◦
≤ 𝜃𝑓 ≤ 12

◦ in forward
direction and in 168

◦
≤ 𝜃𝑏 ≤ 176

◦ backward direction. Inspired by Baumgardner et al. (2001) and
Baumgardner et al. (2017) and personal communication with the manufacturer DMT and Darrel
Baumgardner.

Themeasurement begins with the laser source shown on the left hand side. From here, a laser beam
with wavelength 𝜆 = 658 nm passes through a polarizer, resulting in a linearly p-polarized beam
(Kleine, 2019). This polarized laser beam impinges on particles passing through the instrument’s
sampling tube and is scattered in forward and backward direction under scattering angles 4◦ ≤ 𝜃𝑓 ≤

12
◦ and 168

◦
≤ 𝜃𝑏 ≤ 176

◦ (DMT, 2018). Light scattered in backward direction is depolarized to a
certain degree depending on the shape and orientation of the particle. It then enters the backward
scattering part through a sapphire window and is focused by a lens system onto a polarizing beam
splitter after which p-polarized and s-polarized light impinge on their respective detectors. Light
scattered in forward direction analogously passes through a sapphire window and is focused onto
a beam splitter by a lens system. This beam splitter directs 70 % of impinging light towards the
qualifier detector masked by a slit aperture and 30 % of impinging light towards the sizer detector
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(DMT, 2018) masked by a 600 µm pinhole. The mentioned sapphire windows can be extracted
from the instrument and cleaned to avoid unwanted scattering on accumulated dust, oil or other
pollution, which was done regularly during measurement campaigns. The installed detectors are
avalanche photodiodes that detect the intensity of impinging photons and output a proportional
detector voltage.

The slit aperture masking the qualifier detector is smaller than the pinhole aperture in front of
the sizer detector. When a measured particle passes close to or within the center of focus, the
scattered light covers a small surface area so that it fully passes through the slit mask and pinhole
aperture respectively. When particles do not pass within a certain distance of the center of focus,
the scattered beam is widened and masked stronger by the qualifier’s small slit mask compared to
the sizer’s larger pinhole aperture. The resulting qualifier detector voltage 𝑈𝑄 is therefore reduced
stronger than the sizer detector voltage 𝑈𝑆 (Baumgardner et al., 2017). If the ratio of detector

voltages
𝑈𝑄

𝑈𝑆

falls below the depth of field threshold value of DoFthresh = 0.5, the particle is not
qualified anymore but rejected due to not being in focus (Kleine, 2019). By comparing the signal
from the qualifier detector and the sizer detector, particles can be qualified, i.e. it is evaluated if
the particle was "in focus" by fully passing through the sample area (Baumgardner et al., 2017). As
70 % of light is directed towards the qualifier detector, the resulting detector voltage 𝑈𝑄 is higher
than that of the sizer detector for in-focus particles. If a particle is hence qualified, it is accepted
and the intensity impinging on the sizer signal is used to determine the particle’s size according to
the signal intensity to size allocation provided by calibrations using Mie scattering theory.

Sample area

From this criterion of particle qualification, a probe’s sample area is reduced from the entire area in
which the detector is sensitive to a qualified sample area (Kleine, 2019). This area is further reduced
by detector sampling efficiencies, resulting in an effective sample area. Kleine (2019) conducted a
detailed mapping of the CAS-DPOL sample area from data obtained in the calibration stand of
manufacturer DMT in 2015 where the instrument was still equipped with an 800 µm pinhole. The
instrument was then equipped with a 600 µm pinhole at a later stage and a sample area beam
mapping was conducted by Valerian Hahn at the DLR Institute of Atmospheric Physics with the
calibration stand AQUAmax developed and built by him (Hahn, 2019). For the CAS-DPOL in the
600 µm pinhole configuration, he found a sample area of:

SACAS−DPOL = 0.22 ± 0.04mm
2 (3.4)

This sample area was used for all calculations of the CAS-DPOL sampling volume in this work. For
the CAPS-DPOL instrument, the sample areas measured during calibrations performed by manu-
facturer DMT were used. For all measurements of the ECLIF campaigns and the first VOLCAN1
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campaign, the following sample area was used:

SACAPS−DPOL,1 = 0.247 ± 0.05mm
2 (3.5)

For the VOLCAN2 campaign, the sample area was:

SACAPS−DPOL,2 = 0.278 ± 0.06mm
2 (3.6)

This change in sample area resulted from the repairs and maintenance conducted by DMT in the
time period between campaigns. The CAS-DPOL sample area is givenwith an uncertainty resulting
from sample area measurements while CAPS-DPOL uncertainty is from personal communications
between Valerian Hahn (DLR, IPA) and DMT.

Data acquisition

The CAS-DPOL and CAPS-DPOL instruments can be operated in laboratories, wind tunnels, and
onboard research aircraft. Laboratory setups are generally used for size calibrations and trou-
bleshooting and don’t require the use of a closed Knollenberg canister as is used in wind tunnel
measurements in cold and wet conditions. In aircraft operation, the rear part of the instrument is
mounted in cylindrical containers connected to the underwing pylons of the aircraft. In all cases,
the instrument is controlled and data recorded by the manufacturer DMT’s data acquisition soft-
ware Particle Analysis and Display System (PADS). On the ground, the instruments are directly
connected to a computer running PADS via a lab cable. This cable has three main bundles, the first
being an RS-422 connector for data transmission, and the other two for power. The instrument’s
internal computer, laser and other electronic components use 28 V direct current (DC), while the
anti-ice system uses 115 V alternating current (AC). For the CAPS-DPOL, an additional data con-
nection for the CIP instrument is needed, for which a SeaLevel PCI express interface card needs
to be installed in the receiving computer in order to process 2D CIP data. For the acquisition of
CAS and one-dimensional (1D) CIP data, a SeaLevel SeaLINK to USB serial adapter is needed to
connect the RS-422 output to either a lab-based or aircraft mounted computer. Onboard the DLR
Falcon, the instruments are connected via wiring through the aircraft wings into the cabin. There,
the CAS-DPOL connects to the so-called optical particle counter (OPC) rack mounted at the front
of the cabin and controlled via PADS installed on one of the rack-mounted computers. The CAPS-
DPOL is connected to an AdvantechMIC-7500 industrial computer, fromwhich it is also controlled
by PADS and data is recorded.

The detected raw analog voltage signal in CAS instruments is processed and amplified in analog-
to-digital converters resulting in discrete measurement units of analog-to-digital counts (ADC). To
ensure proper signal amplification across the nominal particle size measurement range of 0.5 – 50
µm and the associated several orders of magnitude in scattering cross section (s. Figures 3.1 and
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3.2), the older CAS-DPOL uses three gain stages (high gain stage (HGS) for small particles, mid gain
stage (MGS) for intermediately sized particles, low gain stage (LGS) for large particles), while the
newer CAPS-DPOL uses two (HGS for small particles and LGS for large particles). Each of these
gain stages has a linear relationship between scattering cross section and ADC, which is called a
transfer function. These transfer functions have small slopes for the smaller particle ranges and
larger slopes for larger particles. The determination of transfer functions is done in particle size
calibrations and will be discussed in further detail in subsection 3.2.2.

Before a measurement is started, there are several parameters that need to be set. For this, a con-
figuration file ("ini-file") is used where operating parameters of the instrument are defined. These
include the sampling rate (set to 1 Hz in this work), settings for communication with the com-
puter (e.g. Baud rate), the probe’s sample area, the allocation of instrument ADC to particle size
and a number of calibration constants for instrument pressure and temperature sensors. During a
measurement, PADS displays a number of instrument parameters such as temperature, pressure,
particle air speed (PAS), as well as particle number concentration, size distribution, etc. This allows
monitoring of the measurement by the instrument operator and reaction/correction of measure-
ment conditions if contrail particles are not measured successfully. Several files are recorded and
saved by PADS, where the two most important ones are the so-called bulk file an the particle-by-
particle (pbp) file.

The bulk file records all qualified particles in the defined sampling frequency, which was 1 Hz in
the course of this work. This means that for every second, there is a data entry where the number
of counted particles in each of the defined size bins is recorded. Hereby, 30 bins are available, where
10 bins are reserved for each gain stage in the CAS-DPOL. Additionally, derived quantities such
as number concentration and median volume diameter (MVD) (defined in section 4.1) as well as a
number of housekeeping parameters (voltages, baseline values, temperatures, pressures, etc.) are
recorded. The exact parameters recorded in the bulk files differ between the CAS-DPOL and CAPS-
DPOLwhile the most important parameters needed for size distribution and number concentration
determination are the same.

In the pbp file, a data entry is created for every detected particle. For the CAS-DPOL, the 1 Hz
time sequence, in which the qualified particle was detected, is recorded together with the corre-
sponding ADC values in forward and backward scattering direction, the inter-particle time (IPT)
(time between detection of two particles) and several other parameters. For the CAPS-DPOL, the
ADC values are further split into the signals from the sizer and qualifier detector, as well as in
which gain stage the signal was detected together with a number of other parameters that will
not be discussed in detail here. For every individual detected particle, the pbp file offers more in-
formation. However, only the first 292 particles in the CAS-DPOL sampling interval and the first
734 (ECLIF3 & VOLCAN1) or 511 (VOLCAN2) particles in the CAPS-DPOL sampling interval are
recorded in the pbp file. At high particle concentrations as are often times encountered during
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contrail measurements, not all particles are therefore recorded in the pbp file. While both files
offer the possibility of calculating particle number concentrations, the pbp file can offer a higher
resolution that goes beyond the bulk file sampling rate. In section 4.1 these two methods with their
advantages and disadvantages are discussed further. The pbp file also proves to be useful for size
calibrations. From there, histograms of measured ADCs of every detected particle can be formed
and compared to the nominal size of used calibration particles.

3.2.2 Calibration

Due to aging of instrument components such as the laser and detector, and by exposure to vi-
brations and external forces during transportation and in-situ operation, the original allocation of
ADC to particle sizes can change over time. Therefore it is necessary to perform regular size cal-
ibrations, preferably directly before measurement campaigns. For all campaigns discussed in this
work, calibrations were performed before the first measurements to obtain the most current gain
stage transfer functions. A further calibration was performed after the campaigns to ensure that
no misalignment or damage had occurred during the measurement flights and the size allocation
remained stable throughout the campaign.
The calibrations followed the procedure according to Rosenberg et al. (2012) and were performed
either in the DLR cloud physics laboratory in Oberpfaffenhofen, in the Falcon aircraft hangar or
in the field during campaigns. In all cases, the conditions were attempted to be as similar as pos-
sible for all calibrations. When performed in the laboratory, the instrument was confined in an
instrument stand and connected to an external power source and portable computer for data ac-
quisition. When performed on an instrument installed in the aircraft, power was provided by the
aircraft and data acquisition performed by the onboard computer used to control the instrument.
A hollow calibration tube is inserted into the CAS sampling tube before the calibration procedure
to deliver the used calibration particles directly to the instrument’s sampling area and to maximize
the number of qualified particles. To achieve this, the calibration tube has a diameter much smaller
than that of the CAS inlet tube and a length such that it ends directly before the place where the
sample area begins. To achieve a continuous air flow through the instrument inlet tube, an indus-
try vacuum cleaner (Bosch Professional GAS 35 L SFC+) is connected to the back of the CAS inlet
tube. While the CAS-DPOL is in principle able to measure particles during calibrations without
the use of the vacuum cleaner, the CAPS-DPOL has a lower particle speed detection threshold that
does not allow calibration particle detection without the acceleration of calibration particles to a
certain speed by the vacuum cleaner.
Several types of calibration particles were used depending on the particle size range. For particles
in the size range of 510 nm to 2002 nm, polystyrene latex (PSL) beads suspended in ultrapure wa-
ter are atomized using a Topas GmbH aerosol generator ATM 228. The atomized beads then pass
through antistatic tubing into a drying system consisting of a hollow tube embedded in desiccant
silica gel in order to absorb any excess water and isolate the PSL beads. The beads then enter the
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instrument’s calibration tube via an antistatic rubber tube connected thereto. For larger sizes, 9000
Series Glass Particle Standards by Thermo Fisher Scientific were used. For sizes between 1.9 µm to
23.0 µm, the glass type is borosilicate (BS) and for the largest bead sizes between 29.5 µm and 49.0
µm the glass was soda-lime (SL). A small amount (heaped tip of a laboratory spatula) is transferred
from the original container to a glass vial equipped with a lid through which two independent
metal tubes enter the vial. In order to pass the glass particles through the CAS instrument, one
of the metal tubes is inserted into the CAS calibration tube and a controllable gas pressure source
(compressed air duster, nitrogen, dry air) is applied to the other metal tube. Just enough gas flow
should be applied to the vial to swirl up the beads and create a homogeneous "cloud" of glass beads
that are well-separated and slowly exit the glass vial through the other metal tube into the probe’s
calibration tube. During the calibration process, the respective beads are passed through the CAS
instrument while it is recording a continuous measurement. The time periods of spraying the re-
spective bead sizes together with all bead parameters (size, size uncertainty, lot number, etc.) are
documented so that the recorded data can later be correlated to the used calibration particles.

At the end of a calibration procedure, the recorded pbp file and the calibration protocol contain-
ing bead properties and spray times are further processed to achieve probe transfer functions. The
processing differs slightly between CAS-DPOL and CAPS-DPOL and will be discussed first concep-
tually for the CAS-DPOL in the following. Figure 3.6 shows the sequential processing of calibration
pbp data from calibration glass beads used in the CAS-DPOL. In panel (a), the measured ADC of
single particle encounters are seen for the entire calibration measurement sequence. Darker areas
show where many particles with the corresponding ADC were encountered. When comparing
these ADC patterns for different calibration bead sizes, a main mode can be seen that lies at higher
ADC for large particles and decreasing ADC for decreasing particle size. For each given calibration
bead size, histograms are plotted over all measured ADC and an example for the 5.4 µm calibration
beads can be found in panel (b). There, the main peak is determined as being the highest peak in
an ADC range where it is expected for the respective calibration bead size. In some cases, peaks
from instrument artifacts can be higher but usually remain at constant ADC values while the main
peaks of calibration beads change for different sizes. In order to determine the position of the main
peak, a Gauss-fit is performed on the kernel smooth fit of the histogram, which is marked in light
green. The peak center of this Gauss curve gives the central ADC value corresponding to the 5.4
µm borosilicate glass beads. The connection between ADC and SCS is created by consulting the
Mie scattering relationship of SCS to particle diameter for borosilicate glass as shown in panel (c).
In this function, the SCS corresponding to 5.4 µm particles is extracted, which is marked by the
central red lines in this figure. The calibration bead manufacturer provides uncertainties on bead
size so that the minimum and maximum size with corresponding SCS is indicated in Figure 3.6 (c)
as well. The central ADC value determined in panel (b) and the corresponding SCS from panel (c)
are finally plotted together with the mentioned uncertainties for each of the calibration bead sizes
as shown in panel (d). For every gain stage, a linear fit is conducted with the available data points
using an instrumental weighted method, meaning that each data point is weighted by the inverse
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squared uncertainty in y-direction. These linear fits are the transfer functions of the instrument
and unambiguously relate SCS to ADC.

Figure 3.6: CAS-DPOL calibration data processing steps for glass calibration bead measurements.
(a) pbp file counts vs sampling time with measured glass bead sizes (5.4 µm highlighted) indicated
at the top (in µm) and confined by orange vertical lines. Gain stages are delimited by horizontal blue
lines. (b) Histogram over 5.4 µm bead counts with red kernel smoothed function and green Gauss fit
over the main peak. (c) Mie SCS curve for borosilicate glass (from Mie Scattering Conversion Table
Generator v1.1.8 software (Wiscombe, 1980; Rosenberg et al., 2012)) with allocation from bead size to
SCS marked in light red and uncertainty resulting from manufacturing size uncertainty marked as
a band. (d) Resulting linear fits (transfer functions) with 95 % confidence interval bands for the three
gain stages and 5.4 µm measurement pointed to in red.

When examining the ADC of one size of calibration particles as shown in Figure 3.6 (a) and (b), it
quickly becomes apparent that for a given calibration particle size there are ADC apart from the
main mode. This phenomenon can have several origins. In the spaces of time between calibra-
tion bead spraying, a wide range of ADCs is seen mainly across the HGS and MGS. This results
from background aerosol particles passing through the instrument as the air flow was maintained
between calibration bead spraying. Another reason for deviation from Gaussian distributions of
ADC around the main mode for given particle size lies in the size distribution of calibration parti-
cles. For a given particle size, there is a manufacturing uncertainty indicated exemplary by the size
width in x-direction in panel (c) together with the resulting span of SCS. This range of SCS results
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in a non-Gaussian distribution of ADC when transferring them to ADC using the transfer func-
tions. Additionally, instrument artifacts can be found that can not be fully explained. For example
for glass bead sizes between 14.4. and 49.0 µm, ADC clusters can be seen in all three gain stages
while the main ADC peak is expected in the LGS. Likely in some cases, measured encounters are
not allocated to the correct gain stages, leading to counts in the gain stages they are not expected.
These instrument artifacts introduce an uncertainty to the correct sizing of measured particles but
are assumed to not influence the counting of particles as each pbp file entry should stem from a
qualified particle scattering event.
An additional artifact seen in Figure 3.6 (a) are counting gaps directly above the gain stage bound-
aries. These gaps correspond to gain stage overlap areas, so-called "dead zones", of the instrument
which are also marked by the two gray vertical dashed lines in panel (d). In these ADC ranges, the
SCS of the transfer function lies below the maximum SCS of the previous gain stage. Therefore, no
counts are expected for these ADC ranges as they should be allocated to the previous gain stage.
This seems to be fulfilled in most cases but for some particle sizes, counts can be found in the dead
zones, especially the one between MGS and HGS, as is also the case in the 5.4 µm example. This
shows that in some cases, the probe electronics do not allocate particle encounters to the correct
sizes. This phenomenon is sensitive to the exact setting of the probe electronics, an example of
which can be found in Figure C1 in Appendix C.

CAS-DPOL

The main result of instrument calibration is the determination of transfer functions for each of
the instrument’s gain stages. While every gain stage ranges from 1 to 3072 ADC, the ADCs of
subsequent gain stages are added, leading to a total ADC range of 1 to 9216 (3 × 3072) for the CAS-
DPOL. The linear transfer functions for these gain stages relating ADC to SCS of the CAS probe
in the forward-scattering angle range of 4◦ to 12

◦ are defined as (Kleine, 2019):

SCSCAS = ci ⋅ ADC − ai, with 𝑖 ∈ {𝐻𝐺𝑆,𝑀𝐺𝑆, 𝐿𝐺𝑆} (3.7)

where the slope 𝑐𝑖 and y-axis intersect 𝑎𝑖 are determined from the linear fits of the SCS to ADC
relations. The transfer function parameters resulting from the calibrations for every campaign in-
vestigated in this work are shown in Table 3.1. Except for the transfer function slope 𝑐𝑖 of the HGS,
all parameters increase continuously over time. The fitting standard errors are approximately one
order of magnitude smaller than 𝑐𝑖 and 𝑎𝑖 such that in some cases, the differences of the parameters
across campaigns lie within each other’s fitting uncertainty. From this comparison it is therefore
not possible to determine if instrument aging effects are systematically reflected in the transfer
function parameters or if the parameters simply remain within their measurement uncertainties.

Originally, before the ECLIF3 (Q2 and Q4) and VOLCAN1 campaigns, binnings for spherical liquid
water or spherical ice were chosen for the CAS-DPOL. After completion of these campaigns it was
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Table 3.1: Transfer function parameters of the CAS-DPOL instrument across the investigated cam-
paigns.

Gain ECLIF3 Q2 ECLIF3 Q4 / VOLCAN1 VOLCAN2
Stage 𝑐𝑖 / cm2

𝑎𝑖 / cm2
𝑐𝑖 / cm2

𝑎𝑖 / cm2
𝑐𝑖 / cm2

𝑎𝑖 / cm2

HGS 3.20×10
−12

−4.97×10
−10

3.05 × 10
−12

−2.32 × 10
−10

3.23 × 10
−12

−1.88 × 10
−10

MGS 4.71×10
−11

1.43 × 10
−7

5.11 × 10
−11

1.52 × 10
−7

5.24 × 10
−11

1.59 × 10
−7

LGS 8.03×10
−10

4.94 × 10
−6

8.97 × 10
−10

5.49 × 10
−6

9.09 × 10
−10

5.58 × 10
−6

decided that as the measurement focus is on contrail ice crystals of several minutes age, a size
binning for aspherical ice particles with an AR of 0.75 will be used. Once ADC boundaries have
been chosen, they can’t be changed anymore in the bulk file for completed measurements. The size
allocation of these ADC boundaries however can still be modified. The existing transfer functions
are used for this size conversion so that the SCS are fixed as well. In principle, one could also
convert the allocated size to SCS by using the Mie SCS function for liquid water droplets if one is
certain that this was thematerial the original binningwas based on and that the instrument transfer
functions have not changed. However, using the transfer functions from themost recent calibration
and instead converting ADC to SCS takes possible changes and modifications to the instrument
into account. The conversion takes place by allocating these SCS to sizes of AR 0.75 ice particles,
which would be ambiguous due to Mie resonances for some sizes if only the T-matrix function
were used. Therefore, the T-matrix function was used for the size allocation for small particle sizes
where the function is unambiguous. As soon as the ambiguities begin, a fourth order polynomial fit
to the function as was shown previously in Figure 3.2 (b) is used. T-matrix calculations were only
available up to sizes of 20 µm, so that the Mie function of spherical ice particles as shown in Figure
3.2 (a) was used for that size range. In Table C1, the resulting allocation of ADC to aspherical AR
0.75 ice particle volume equivalent diameters for the different campaigns of this work is shown.

CAPS-DPOL

For the CAPS-DPOL, sizes of AR 0.75 ice particles were allocated to an existing and slightly mod-
ified binning during the ECLIF3 and VOLCAN1 campaigns. For the VOLCAN2 campaign, an own
calibration was performed, which is described in the following.

The physical steps needed to calibrate the CAPS-DPOL instrument are nearly identical to those
for the CAS-DPOL. One difference lies in the minimum particle speed needed to record calibration
particles. While in principle, particles could be directly injected into the CAS-DPOL sampling tube
without an additionally provided air flow, this is not the case for the CAPS-DPOL. A minimum
particle sampling speed set in the CAPS-DPOL requires the mentioned vacuum cleaner to be at-
tached to the back of the sampling tube to create an air flow and sufficiently accelerate injected
calibration beads.
Data processing of obtained calibration data on the other hand differs slightly between the two
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instruments. As mentioned, the CAPS-DPOL pbp file records signals from the sizer and qualifier
detector and separately records the gain stages. For size calibration, only the sizer signals are used.
However, the ADC signals from the two gain stages are not recorded on the same ADC scale. The
sizer high gain stage signal ranges from 0 to 16383 ADC, although realistic signals are found from
approximately 90 ADC to approximately 11800 ADC after which a large gap in signals is found
before a thin line of artifactual counts at exactly 16383 ADC marks the upper recording range of
the sizer high gain stage signal. The sizer low gain stage signal ranges from 0 ADC to 2097024 ADC
which is not on the same scale as the sizer high gain stage signal. One of the size binnings preset
by the manufacturer spanned from 83 ADC to 30689 ADC across both gain stages so that the size
high signal in the pbp file cannot be directly compatible with the sizer low gain stage signal. In
order to combine the signals from the two gain stages, the sizer low gain stage signals are divided
by 128 which converts the signal range to 0 to 16383 ADC and is the same as in the sizer high gain
stage signal. To receive a complementary and continuous signal range, 16383 is finally added to
the sizer low gain stage so that both gain stages together span a range from 0 to 32766 ADC. After
combining these two columns, further processing of data for calibration is analogous to that for
the CAS-DPOL.

Figure 3.7: ADCs of calibration bead counts during CAPS-DPOL calibration sequence of (a) PSL
beads and (b) glass beads performed before the VOLCAN2 campaign. Sizer high gain stage data is
shown in black in the bottom half of both graphs and the scaled and shifted sizer low gain stage
data is shown in red in the top half. Sequences of used calibration particle sizes are indicated within
orange vertical lines in (a) nm and (b) µm. Not all bead sizes used for calibration are shown.

A representation of VOLCAN2 calibration sequences for (a) PSL and (b) glass calibration beads is
shown in Figure 3.7. There, the factoring and shifting of the sizer low gain stage and combination
with the sizer high gain stage has been completed so that the entire ADC range is shown on the
same scale. There it can be nicely seen that the small PSL bead’s main signal lies in the HGS and
the glass bead main signals are in the LGS. Also, the main ADC mode with an accumulation of
counts for 1361 nm PSL beads lies at smaller ADC compared to the 899 nm beads due the Mie
resonances in this size range. For glass calibration beads in panel (b), the main mode ADC position
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continuously moves towards smaller values for smaller calibration beads. Nonetheless, there are
always counts in the HGS resulting from background aerosol ingested by the vacuum cleaner and
also from the measured calibration beads that are registered in both gain stages (there is always a
HGS and LGS value for each particle in the pbp file). Finally, there are no counts registered in the
HGS between approximately 11830 and 16383 ADC. As there was no experience calibrating the
CAPS-DPOL in the research group, it was not clear at the time of the campaign that this might be a
cause of concern. However, during processing of CAPS-DPOL data from the VOLCAN2 campaign,
several suspicious results were found that did not match those of the CAS-DPOL. These differences
will be discussed in subsection 3.2.4 and likely originate at least partially from this gap in data in
the CAPS-DPOL sizer high gain stage.

Figure 3.8: Linear fits (transfer functions) of CAPS-
DPOL calibration data obtained before the VOLCAN2
campaign with 95 % confidence interval bands for the
two indicated gain stages in red. Note: No error weight-
ing was used for these linear fits, see alternative param-
eters in Table 3.2

With the shown calibration performed be-
fore the VOLCAN2 campaign, the two transfer
functions (without the instrumental weighted
method) for the respective gain stages were
obtained. It was attempted to increase the
fitting accuracy by resolving the different er-
rors in positive and negative y-direction but
these two different y-uncertainties were not ac-
cepted by the fitting algorithm of the software
Origin as an input value for error weighting.
Fits using the instrumental weighted method
based on the larger of the two y-errors are
shown together with the parameters of the
non-weighted fits in Table 3.2 to illustrate the
impact of error weighting. In principle, with
these function parameters, the size binning for
the CAPS-DPOL could be adapted to be similar

to that of the CAS-DPOL. However, as will be discussed in subsection 3.2.4, the CAPS-DPOL had
technical issues during the VOLCAN2 campaign that don’t allow the obtained data to be used re-
liably. Nonetheless, the binning used during the campaign for aspherical AR 0.75 ice binning is
shown in Table C2.

Table 3.2: Transfer function parameters of the CAPS-DPOL for the VOLCAN2 campaign without
instrument error weighting and with instrument error weighting.

Gain VOLCAN2 no weight VOLCAN2 with weight
Stage 𝑐𝑖 / cm2

𝑎𝑖 / cm2
𝑐𝑖 / cm2

𝑎𝑖 / cm2

HGS 2.26 × 10
−12

4.79 × 10
−10

1.87 × 10
−12

1.86 × 10
−10

LGS 2.44 × 10
−10

4.04 × 10
−6

2.19 × 10
−10

3.62 × 10
−6
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During both campaign parts of ECLIF3 and VOLCAN1, the same binning was used for the CAPS-
DPOL. The size allocation was originally for water and was converted to sizes for aspherical AR
0.75 ice particles using the Mie SCS function for liquid water droplets and converting those SCS
to the T-matrix, fourth order polynomial, and spherical ice particle SCS functions as described for
the CAS-DPOL (s. 3.2.2 CAS-DPOL) (this allocation was done directly from the calibrated transfer
functions for VOLCAN2). The ADC bins stem from a calibration performed by the manufacturer
DMT and were not replaced by ADC bins from an own calibration as pbp file data handling for
the two-gain stage CAPS-DPOL with updated data processing and recording was not known to
the research group at the time. Therefore, only the calibrated transfer function from VOLCAN2 is
shown in Table 3.2.

3.2.3 Size distribution

With the performed calibrations, the CAS-DPOL and CAPS-DPOL instruments are used tomeasure
size distributions of the encountered contrail ice crystals in a size resolution defined by the ADC
bins. This size information is recorded for every sampled second during measurements but gener-
ally, longer time sequences are considered to draw conclusions on the obtained results. For exam-
ple, size distributions for different test points in a measurement flight or single contrail encounters
could be a sensible time sequence. In Figure 3.9, the measured (a) total ice number concentration
is shown together with the (b) number concentrations per size bin and (c) time-averaged size dis-
tribution of a single contrail encounter during measurement flight 16 of the VOLCAN2 campaign.
The shown total ice number concentration is the sum over the particle concentrations measured
in all 30 bins of the CAS-DPOL. These single concentrations are resolved in panel (b) where it can
be seen that the main share of particle concentration is found in a small number of bins, while the
entire distribution spans up to around 10 µm. By averaging over the shown time sequence, the
particle size distribution (PSD) in panel (c) is obtained where each step corresponds to one bin.

The quantity shown in panel (c) is the concentration 𝑁𝑖 in each bin normalized by the difference
of the logarithmic upper (log𝐷𝑢,𝑖) and lower bin (log𝐷𝑙,𝑖) size boundaries for every respective bin
𝑖 and is calculated as follows (TSI Incorporated, 2012):

(d𝑁/d log𝐷)𝑖 =

𝑁𝑖

log𝐷𝑢,𝑖 − log𝐷𝑙,𝑖

(3.8)

By normalization by the difference of the logarithmic bin boundaries, the effect of different bin
widths is considered, making concentrations in different bins comparable to each other, especially
when combining size distributions with different sizes, e.g. from several instruments. The detailed
processing of PSDs is described in Appendix C and illustrated in Figure C2. While particle size
distributions shown in this work have been processed in the described way, calculated total ice
particle number concentrations are based on all 30 bins and conserve all particles measured therein.
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Figure 3.9: (a) Total ice particle number concentration and (b) number concentrations per size bin
time-resolved for a contrail encounter sequence with (c) average particle size distribution for this
sequence.

As gain stage overlaps were not always isolated in the used binnings, it was decided to consistently
use all 30 bins for both instruments across all campaigns to ensure comparability.
All shown PSDs in this work are from the CAS-DPOL instrument. During the VOLCAN2 campaign,
the CAPS-DPOL had several technical issues that are discussed in subsections 3.2.4 and led to the
dismissal of CAPS-DPOL data for this campaign. For the ECLIF3 and VOLCAN1 campaigns, no
own CAPS-DPOL calibration was available and the CAS-DPOL had a higher size resolution in the
size range up until 10 µm. Therefore, while PSDs generally matched between the two instruments,
discussed trends in PSDs depending on ambient conditions were more clearly discernible in the
CAS-DPOL data and it was thus chosen as the primary instrument for size distributions.
In order to better visualize trends depending on parameters such as ΔTSA, RHi or Δ𝑧, several PSDs
of individual contrail encounters from specified fuels or combustion modes and defined conditions
can be plotted together in one respective figure. To be able to discern trends in the "small" and
"large" contrail ice particle size range, PSDs are normalized to their respective bin with the highest
(d𝑁/d log𝐷)𝑖 value, which usually lies between 1 µm and 4 µm. All particle sizes smaller than this
highest bin are classified as "small" and all particles larger than this bin are classified as "large".
Results presented in this way are found in chapters 5, 6, and in Appendix A.

3.2.4 Comparison of CAS-DPOL and CAPS-DPOL instruments

During the campaigns discussed in this work, systematic differences in number concentration
counting were found between the two cloud probes CAS-DPOL and CAPS-DPOL with varying
severity. The extent of these differences and possible reasons for them will be discussed in the
following.
The spatial extension of contrails is only slightly larger compared to the size of the DLR Falcon
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research aircraft. It is therefore likely that ice particle concentration differences are measured by
instruments mounted at different positions on the aircraft. The CAS-DPOL and CAPS-DPOL were
mounted symmetrically in the horizontal aircraft axis and contrail probing in measurement se-
quences was conducted from below the contrail without horizontal bias. It is therefore unlikely
that a systematic difference between the instruments would result from their difference in mount-
ing position onboard the Falcon aircraft and would not be averaged out over the course of a mea-
surement.
The two cloud probes also cover a similar particle size detection range as can be seen by compar-
ing Tables C1 and C2. The CAPS-DPOL’s detection size range covers slightly smaller and larger
particles compared to the CAS-DPOL. However, very large particle sizes above approximately 10
µm are irrelevant for contrails, while the contribution of very small particles below approximately
0.6 µm is approximately two orders of magnitude smaller than the main contrail particle size mode.
Therefore, for the purpose of contrail ice particle measurements, the two instruments can be seen
as measuring in the same size range.

In an exemplary flight of the ECLIF3 Q4 (November 2021) campaign, the relationship between
the two instruments did not exactly follow the ideal 1:1 line. Instead, it appears to show two do-
mains, with one domain showing good agreement and the other a systematic deviation. To better
understand the nature of these two domains, the sequence of matching number concentrations is
isolated and compared against the adjacent sequence in which the two instruments deviate in their
number concentrations. This comparison is shown in Figure 3.10, where plots in the left column
((a), (c), (e)) correspond to the matching measurements and plots in the right column ((b), (d), (f))
correspond to deviating measurements. These deviations are shown in panels (a) and (b) for the
measured number concentrations during the respective time sequences by the two instruments.
The subsequent plots show ADC histograms over the pbp files during measurement sequences of
the CAS-DPOL in the second row ((c), (d)) and for the CAPS-DPOL in the third row ((e), (f)). As
absolute y-axis values depend on the histogram bin width, the axes are in arbitrary units. Hence,
the relationship of counts is more relevant than the absolute heights of histograms.
During the matching measurement sequence, there is a significant number of counts in the CAS-
DPOL high gain stage and the mid gain stage, while during the sequence of non-matching mea-
surements between the instruments, counts are found almost exclusively in the mid gain stage.
Similarly, the high gain stage of the CAPS-DPOL detects a significant number of counts while an
apparent peak is found at the transitions between high and mid gain stage. In panel (f), the share
of counts in the low gain stage increases. This indicates that for the plots in the right hand column,
measured particles were larger than on the left hand side. It can therefore be concluded that there
is a size-dependent sampling bias in at least one of the instruments.
Two options come to mind in order to explain this phenomenon. As almost all counts fall into the
CAS-DPOL’s mid gain stage when the instruments deviate (s. panel (d)), it is possible that this gain
stage counts too many particles or that the instrument’s sample area is underestimated for larger
particles. The other option could be that the CAPS-DPOL misses a certain number of particles,
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especially when the particle’s sizes correspond to ADCs in or around the gain stage transition.
There, an obvious gap is found between the highest ADCs recorded in the high gain stage and the
beginning of the low gain stage, as mentioned in subsection 3.2.2.

Figure 3.10: 1 Hz CAS-DPOL vs. CAPS-DPOL number concentrations ((a), (b)) during the respec-
tive measurement sequences indicated at the top of the plot columns ((a), (c), (e) and (b), (d), (f)) with
corresponding CAS-DPOL pbp histograms ((c), (d)) and CAPS-DPOL pbp histograms ((e), (f)).

This gap between the CAPS-DPOL’s high and low gain stage was found to vary during different
measurements and campaigns. While no gap was observed during calibration measurements in
preparation for the VOLCAN1 and ECLIF3 Q4 campaigns (not used to obtain transfer functions),
a gap was found during mentioned campaigns. This shows that it is possible in principle to record
data across the entire ADC range of the high gain stage.

In Figure 3.11, an overview is given over the agreement between CAS-DPOL and CAPS-DPOL
during the ECLIF3 Q2 ((a), (d), (g)), VOLCAN1 ((b), (e), (h)), and VOLCAN2 ((c), (f), (i)) campaigns.
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The first row ((a), (b), (c)) again shows the ice particle number concentrations measured by the
CAS-DPOL and CAPS-DPOL during contrail measurements of the respective flights. Correspond-
ing CAS-DPOL pbp ADC histograms are shown in the second row ((d), (e), (f)), and CAPS-DPOL
pbp ADC histograms in the third row.
During ECLIF3 Q2, the two instruments match relatively well. The spread in data points is likely
a result of the mentioned inhomogeneities encountered in contrails that however do not appear
to results in a systematic bias. By comparing plots in the first row, it can be seen that disagree-
ment between the two instruments increases from left to right so that a strong disagreement with
systematically much higher CAS-DPOL number concentrations is found in the shown VOLCAN2
flight.
When comparing the corresponding histograms of the CAS-DPOL in the second row, it can again
be seen that many counts are detected in the high gain stage in panel (d), almost all counts are
found in the mid gain stage in panels (e) and (f), and a higher share of counts is found in the upper
half of the mid gain stage in panel (f). This again indicates larger average particle sizes in every
subsequent compared flight. A similar trend is observed for the CAPS-DPOL in the third row.
There, the ratio of counts in the high gain stage to counts in the low gain stage decreases from left
to right, indicating a particle size peak shifting towards higher ADC values and thereby increasing
particle size. This increasing particle size is not attributed to the campaigns in general but to the
specific compared flights. The ADC histogram (not shown) of flight F09 of VOLCAN2 for exam-
ple appears similar to that of ECLIF3 Q2 MF4 and good agreement between the two instruments
is found (s. Figure C3 (b)). This further reinforces the hypothesis that the mismatch in number
concentration detection between the two instruments is related to the particle size.

However, the CAPS-DPOL histograms in the third row also reveal a varying gap size between
gain stages in the different campaigns. This gap is 1469 ADC wide in panel (g), 982 ADC in panel
(h) and 3522 ADC in panel (i). As the main particle size mode wanders from small ADC values
towards the gain stage transition, the disagreement between instrument increases. In panel (g),
many small particles are detected in the high gain stage and likely a small number of counts falls
into the gap area. For the larger particles in panel (h), a significant peak is found around the gap
area and in panel (i), the left half of the peak seems to be completely missing. The size related bias
of instrument disagreement coinciding with the particle main size mode lying in the gain stage
gap raises the suspicion that certain particles with allocated ADC in the gap might not be counted.
This could be an explanation for the strong disagreement of the instruments during VOLCAN2
where the gap is largest and larger particles are expected at ADCs in the gap.

At the time of writing, the exact source of the gap and its significance are still under investigation
and in discussion with the manufacturer. From laboratory experiments, the exact setting of gain
stage baselines appears to be a likely reason for this gap, but physical changes within the instru-
ment over time likely also play a role. The pbp files of the histograms in panels (g) and (h) were
recorded using the same configuration file, i.e. the same "D/A Controller" values (baseline settings)
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and the same ADC and size binnings. Yet, the gap width differs for these two measurements, sug-
gesting changing conditions (e.g. aging, misalignment of optics) within the instrument.
From these comparisons, it can not be finally and conclusively clarified which of the instruments
may have counted too many or to little particles. The ADC of the CAPS-DPOL strongly suggests
that this instrument misses particles but it can also not be excluded that the CAS-DPOL counts
too many. As there is no independent counting reference measurement, it was decided to use the
measurements from both instruments together for the evaluation of ECLIF3 and VOLCAN1.

Figure 3.11: 1 Hz CAS-DPOL vs. CAPS-DPOL number concentrations during the respective contrail
measurement sequences in (a) flight MF4 of ECLIF3 Q2, (b) flight MF14 of VOLCAN1, and (c) flight
F19 of VOLCAN2 with corresponding CAS-DPOL pbp ADC histograms (d), (e), (f) and CAPS-DPOL
pbp ADC histograms (g), (h), (i).

For VOLCAN2 however, there was a number of reasons not to use data from the CAPS-DPOL for
further analyses. A faulty dynamic pressure sensor in the instrument led to unrealistic PAS read-
ings, which however is unlikely to affect the measured number concentration as the aircraft true
air speed (TAS) is used in data processing. However, during flight F11, one of the fuses responsible
for the instrument heaters had blown, which led to a dramatic drop in the probe’s internal temper-
ature. As a result, the sizer high gain stage baseline ran into saturation and nothing was recorded
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during the chase flight sequence. Generally, the CAPS-DPOL’s baselines behaved in an unpre-
dictable way during the campaign but with a temperature and pressure correlation to a certain
degree in parts of the measurement flights. During flight F17, the CAPS-DPOL measured system-
atically higher concentrations than the CAS-DPOL but with no discernible contrail peak structure.
Instead, the first bin of the instrument showed signs of strong noise and unrealistically high values
for no apparent reason. This behavior was not found again during the subsequent flight the next
day. Examples of different levels of agreement between the two instruments during the VOLCAN2
campaign can be found in Figure C3 in Appendix C.

While size calibration of the instruments is possible, there was no access to a reliable counting
calibration in the course of this work. Calibrating the number concentration detection of the two
instruments would be an extremely valuable tool in detecting overcounting and undercounting.
One attempt at comparing the particle counting values of the two instruments was conducted be-
fore the ECLIF3 Q2 campaign and again during VOLCAN2 by connecting the inlet tube of one
instrument to the outlet of the other and repeating the measurements in a vice versa configura-
tion. In principle, calibration beads injected into the first instrument should also be detected in
the second instrument. Several measurements were conducted with various particle bead sizes
but results were not conclusive and depended on the order of the instrument configuration. It is
unclear if the concentration of injected particles in the respective instrument sample volumes re-
mains constant and also if calibration beads impact on the tube walls and get stuck there. Both
would lead to differing particle number concentrations.
In another configuration, the two inlet tubes of both instruments faced each other and calibration
beads were injected via a flow splitter to both instruments. This lead to a broad distribution of
number concentrations of the two instruments with no discernible trend. Likely, no equal and
homogeneous splitting of bead particle numbers into both instruments was achieved in this con-
figuration. Therefore, this method could not be confirmed as a suitable method to reliably compare
number concentration measurements between two CAS instruments.

3.3 Aerosol measurement systems

Parts of the methods described in this section have been published in the journal article "Powering

aircraft with 100 % sustainable aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in

Atmospheric Chemistry and Physics, 24, 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024. The descrip-

tions have been extended here and are valid for ECLIF3 and VOLCAN measurements.

During the flight campaigns described in this work, aerosol measurements play a large role in in-
terpreting contrail ice particle number concentrations, as they constitute the condensation nuclei
needed for ice particle formation. The measurements differentiate between nvPM and total aerosol
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particles (nvPM + volatile particulate matter (vPM)). Soot and other incompletely combusted or-
ganic particles make up the majority of nvPM, while volatile particles condense from exhaust
gases containing lubrication oil, hydrocarbons, sulfate and other constituents after dilution and
cooling in the plume (Timko et al., 2010b; Yu et al., 2019). Unlike the ice particle instrumentation,
the aerosol measurement instrumentation is not mounted at the bottom of the DLR Falcon’s wing.
Rather, the particles enter an inlet mounted at the top of the Falcon’s fuselage and pass through
a tubing system into the aerosol measurement system in the cabin. There, a flow splitter directs
one part of the sampled air and particles directly to condensation particle counters (CPCs) for
the measurement of total particles, while the other part of the sampled air first passes through a
thermodenuder (TD) set at 250◦C in which volatile compounds are evaporated so that nvPM can
be measured in the CPCs (Märkl et al., 2024).

Figure 3.12: Side view of the aerosol inlet system
mounted on the top of the DLR Falcon fuselage. Pho-
tograph modified from original, courtesy of Georg Dietz
of DLR FX department.

The DLR Falcon inlet is described in Fiebig
(2001) and consists of a diffusor intended to re-
duce the air stream speed by roughly a factor of
7, which then enters the forward-facing inlet.
During the VOLCAN2 campaign, a configura-
tion was also available with a backward-facing
inlet with which some of the measurements
were conducted. By reducing the air stream
speed in the inlet, turbulence within the inlet
tube can be avoided that could lead to parti-
cle loss by impacting the inlet tube walls. At
the base of the inlet after having passed the in-
let curve, the airstream then enters the cabin

quasi-isokinetically (i.e. at aircraft speed TAS reduced by the diffusor factor without boundary
layer effects). In this way, even larger particles like contrail ice crystals are able to pass the curve
of the inlet and are not lost by impacting the inlet walls. However, TAS values encountered during
the flights discussed in this work exceed those where isokinetic conditions are ensured so that con-
trail ice particles (together with the aerosol particles contained therein) are enriched in the inlet
(Schöberl et al., 2024). Therefore, a correction factor to this enrichment of 76 %was calculated based
on the equations in Krämer and Afchine (2004) and Hinds (1999) and a typical contrail ice particle
size distribution found during the ECLIF3 campaign (Märkl et al., 2024). This correction factor is
applied to 96 % of each median nvPM EI value from far-field contrail measurements, assuming a
nucleation efficiency of 96 % according to Kärcher et al. (2018) (Märkl et al., 2024). This correction
was only applied to flight MF4 of ECLIF3, discussed in Chapter 5 and the underlying publication
Märkl et al. (2024). The exact correction factor is sensitive to the assumed size distribution, which
varied for the different conditions encountered during the VOLCAN campaigns. Schöberl et al.
(2024) describe the inlet’s overall sampling efficiency as a combination of the competing enrich-
ment and particle losses, for example due to sampling system size cutoffs. These efficiencies are
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TAS and size-dependent. For typical TAS during the discussed campaigns and typical size distri-
butions of VOLCAN2, the overall sampling efficiency ranges between approximately 80 % to 120 %
with a large indicated uncertainty. As a detailed discussion of absolute far-field aerosol EI is not the
focus of this work, the inlet correction was omitted for the VOLCAN campaigns. The backward-
facing inlet is simply a backward-facing tube, in which the procedure of diffusion and isokinetic
probing is not implemented as larger particles (e.g. ice crystals) can’t enter the backward-facing
inlet. A photograph of the described inlet system can be found in Figure 3.12.

After the particle containing air stream has entered the aerosol measurement system in the Falcon
cabin, the part of the air stream to be sampled as nvPM is directed towards a thermodenuder. There,
the air stream and particles are heated to 250◦C so that any volatile material and/or ice surrounding
nonvolatile particles is evaporated. After passing the heated section of the thermodenuder, the air
stream passes a cooled section where any gaseous volatile material or water vapor condenses and
is removed from the sampling system. For the used measurement system, 250◦Cwas determined in
laboratory experiments by Daniel Sauer and Rebecca Dischl (DLR Institute of Atmospheric Physics
(IPA)) to sufficiently remove semivolatile material and to reduce the risk of sublimating previously
condensed volatile material and reintroducing it to the measurement system compared to higher
temperatures.

Finally, the thermodenuded (for nvPM measurement) or non-thermodenuded (for total particle
measurement) sample air stream enters a set of CPCs (custom made based on TSI Inc. CPC model
3010). These are in principle optical scattering instruments in which a laser is focused on particles
and the intensity of scattered light detected in forward-scattering direction. However, the aerosol
particles intended for measurement are initially too small to be detected in this way due to low
scattering intensity. Therefore, the particles first pass through a saturated butanol atmosphere
and are subsequently cooled in a condensation section. There, the sample is strongly supersatu-
rated and the small particles are activated so that butanol droplets form on them. These then grow
further by several orders of magnitude until they enter the measurement chamber where the laser
scatters on the butanol droplets and counts them. However, no information on the size distribution
of particles is obtained using this measurement technique. Several CPCs are used where each has
a different lower cutoff diameter 𝐷50, defined as the particle diameter at which counting efficiency
reaches 50 %. The different lower cutoff diameters of 12-14 nm, 35 nm, and 90 nm for nvPM during
the flight experiments are achieved by the use of diffusion screen separators (Feldpausch et al.,
2006) located within the inlet lines before the CPCs (Märkl et al., 2024). The two CPCs used for
measurement of total particles had a hard lower cutoff of 5 nm (Märkl et al., 2024) and 𝐷50 of ap-
proximately 7 nm. As the pressure inside the measurement chamber is nearly at ambient pressure,
the CPCs experience a counting efficiency loss (Noone and Hansson, 1990) which have been char-
acterized by Daniel Sauer and Rebecca Dischl (DLR, IPA) in laboratory experiments (Märkl et al.,
2024). Thereby, they used a setup similar to that of Hermann and Wiedensohler (2001), resulting
in a parameterized correction function for each individual CPC (Märkl et al., 2024). The overall
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uncertainties occuring during far-field aerosol measurements discussed in this work amount to
approximately 18 % (Märkl et al., 2024) and approximately 10 % during near-field measurements
(Dischl et al., 2024).
Aerosol measurements were performed and processed by Daniel Sauer, Rebecca Dischl and Felic-
itas Sakellariou (DLR, IPA). I processed 1 Hz nvPM and total particle concentration time series to
calculate far-field EI for the VOLCAN2 campaign. Far-field EI for VOLCAN1, ECLIF3, as well as all
near-field aerosol EI were calculated and provided by Rebecca Dischl.

3.4 Trace gas and water vapor measurements

Parts of the methods for NOy and water vapor measurements described in this section have been pub-

lished in the journal article "Powering aircraft with 100 % sustainable aviation fuel reduces ice crystals

in contrails" (Märkl et al., 2024) in Atmospheric Chemistry and Physics, 24, 3813-3837, 2024, doi:

10.5194/acp-24-3813-2024. The descriptions have been extended here and are valid for ECLIF3 and

VOLCAN measurements.

In the context of contrail measurements, trace gases are an important measured quantity. The
gases CO2 and NOy can both be used as quasi-inert tracers to gauge the level of dilution in the
measured contrail. The amount of CO2 emitted per kg of burned fuel depends on the fuel’s H:C
ratio while the amount of NOx emitted per kg of burned fuel depends mainly on the combustion
temperature (Blakey et al., 2011). With this knowledge of expected CO2 and NOy concentrations
in an undiluted plume, the level of dilution can be calculated from measured concentrations in
the diluted plume. Therefore, said trace gases are essential in the analysis of in-situ contrail data
and their measurement principles are briefly explained in the following. Trace gas measurements
were performed and processed by Theresa Harlass, Tiziana Bräuer andMonika Scheibe (DLR, IPA).
I processed 1 Hz CO2 and NOy time series to calculate AEIs and far-field aerosol EIs from the
VOLCAN2 campaign.

CO2 measurements

CO2 was measured using two different instruments onboard the Falcon, the Licor LI-7000 and the
Cavity Ring-Down Spectrometer (CRDS) from Picarro Inc. Both instruments are mounted in the
DLR Falcon’s cabin and receive sample air through an inlet on the aircraft’s fuselage top close to
the aerosol inlet. Usually, a backward-facing inlet is used for the CO2 measurements. During the
VOLCAN2 campaign however, technical issues with pressure fluctuations at high altitudes made
the use of a forward-facing inlet necessary so that it needed to be closed during sequences where
liquid water droplets were expected, in order to avoid liquid water entering. The CRDS is able to
measure CO, CH4 and CO2, while the LI-7000 measures CO2 and H2O. For all further processing of
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far-field contrail measurement data, only Licor LI-7000 data was used due to its faster reaction time
and higher sampling rate compared to the CRDS (0.5-1 Hz for CRDS and up to 10 Hz for LI-7000).
Therefore, only the LI-7000 measurement principle will be discussed.
The Licor LI-7000 is a high-speed precision differential nondispersive infrared sensor (NDIR) gas
analyzer used for the measurement of CO2 concentrations during in-flight measurements. Accord-
ing to the instrument’s manual (LI-7000 CO2 /H2O Analyzer Instruction Manual 2007), the CO2 and
H2O measurements are conducted by comparing the difference in infrared radiation absorption
passing through two gas sampling cells. There, the reference cell has a known CO2 or H2O con-
centration and the sample cell contains the sample gas with unknown CO2 and H2O concentration.
Depending on the CO2 concentration present in the sampling cell, the intensity of source infrared
radiation is reduced in the characteristic 4.255 µm absorption band. The instrument was calibrated
extensively on the ground before and during the discussed campaigns between every couple of
flights and as often as logistically possible. The instrument’s precision varied across the different
measurement flights based on the performed calibrations and ranged from 0.04 ppm to 0.08 ppm
and the accuracy is constant at 0.2 ppm.

NOy measurements

The sum of NOx (NO and NO2) and other nitrogen oxides such as HNO3 and HONOmakes up total
reactive nitrogen (NOy) (Ziereis et al., 2022). NOy is measured onboard the DLR Falcon by probing
sample air through a backward-facing inlet mounted on top of the aircraft’s fuselage, which then
passes through a tubing system to the instrumentation within the cabin. There, the reactive nitro-
gen species are first catalytically reduced to NO by a heated gold converter and H2 reducing agent
(Ziereis et al. (2022), and contained references). The air sample containing NO as only nitrogen
species then enters the chemiluminescence detector (CLD) 780TR by Eco Physics AG, modified
for in-flight use. There, NO reacts with high concentrations of O3 to an electronically excited
state NO2*, which emits photons via chemiluminescence when transitioning to its ground state.
The intensity of light from this chemiluminescence is proportional to the NO concentration in the
air sample (Harlass et al., 2024). During the discussed campaigns, the instrument probed with a
sampling rate of 1 Hz (Märkl et al., 2024). Its precision was constant at 0.5 ppb, while accuracy
depends on the counting rate and dilution of the sample air. Extensive ground-based calibrations
were performed in between flights as often as logistically possible and zero air measurements were
performed during measurement flights in sequences without contrail or emission plume encoun-
ters.

Water vapor measurements

The Schmidt-Appleman contrail formation threshold is a function of, among others, RHi, while
contrail ice particle persistence depends strongly on the level of ice supersaturation. Therefore, an
accurate measurement of RHi is essential to evaluating and interpreting recorded contrail encoun-
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ters.
In principle, several instruments can be used to measure water vapor concentrations and relative
humidity. In the course of this work, water vapor mixing ratios measured by the Airborne Mass
Spectrometer (AIMS) (Kaufmann et al., 2016, 2018) were used for calculations of RHi and all fur-
ther analyses. This cabin-mounted instrument receives ambient air through a backward-facing
inlet on the DLR Falcon’s fuselage top and tubing connecting the inlet to the instrument. AIMS
has been designed for high-frequency water vapor measurements in the upper troposphere and
lower stratosphere and operates by ionizing the air sample and detecting the formed ions in a lin-
ear quadropole mass spectrometer (Kaufmann, 2013).
As RHi is a function of water vapormixing ratio, ambient pressure, and temperature, it is also sensi-
tive to altitude changes during measurement flights. Generally, the undisturbed atmosphere at the
time and point of contrail formation would be the desired quantity for the calculation of TSA and
to assess the level of atmospheric ice supersaturation. However, reliable measurements onboard
the source aircraft are not available and AIMS water vapor concentration and Falcon pressure and
temperature measurements are used instead. In principle, one could try to define background se-
quences before and after contrail encounters to approximate RHi of the undisturbed atmosphere.
In reality, RHi fluctuates strongly along the flight path even at constant altitudes due to probing
of different air masses. These differences in RHi far outweigh possible fluctuations due to emitted
water vapor whenmeasuring within a contrail. In typical far-field contrail measurement sequences
(several minutes old and ice particle forming), it can be assumed that emitted water vapor has been
almost completely processed to contrail ice particles as this happens on the order of tens of sec-
onds (Kaufmann et al., 2014). Therefore, all given RHi and TSA based thereon in this work are from
AIMS measurements onboard the DLR Falcon at the time of contrail detection.
The uncertainty of RHi is dominated by the uncertainties in water vapor concentration measure-
ments of 8-12 % depending on the actual mixing ratio and Falcon temperature uncertainty of ap-
proximately 0.5 K, while the influence of the static pressure uncertainty is negligible (Märkl et al.,
2024). Overall, the uncertainty of RHi can be approximated with 15 % (Märkl et al., 2024). This
estimate pertains to absolute RHi values, which are relevant especially for the determination of ice
supersaturation. Uncertainties of the difference between RHi values are likely much smaller and
are estimated to 2 % due to statistical uncertainties of measurement sequences, which are primarily
from signal noise. For water vapor concentrations above approximately 150 ppm, the sensitivity of
the instrument decreases and it has to be evaluated on a case-by-case base if measured values are
still reliable, leading to increased uncertainty. In this work, such high water vapor concentrations
were encountered only during flight F21 of the VOLCAN2 campaign where the exact measured
values had significantly higher uncertainties.

Water vapor measurements were performed by Stefan Kaufmann, Andreas Marsing and Laura
Tomsche (DLR, IPA) and processed by Stefan Kaufmann. I used 1 Hz mixing ratio and RHi time
series to evaluate the level of ice supersaturation or subsaturation during contrail measurements
by averaging over each plume encounter and assessing if this average lies above or below 100 %.
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3.5 Research aircraft DLR Falcon and contrail chasing

Parts of this section have been published in the journal article "Powering aircraft with 100 % sustain-

able aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in Atmospheric Chemistry and

Physics, 24, 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024. The descriptions have been extended here

and are valid for ECLIF3 and VOLCAN measurements.

Figure 3.13: DLR Falcon aircraft from a (a) side view with inlets visible and from a (b) front view
with underwing instrumentation and nose boom visible. Photographs taken during a refueling stop
during the VOLCAN2 campaigns at the general aviation terminal of Málaga Airport (ICAO code:
LEMG) on 04 March 2023.

The DLR Falcon 20E-5 (registration D-CMET and referred to as DLR Falcon in this work) is a
versatile twin-engine business jet class research aircraft and has been in service for DLR since
1976 on a large number of scientific research campaigns (Schulte and Schlager, 1996; Arnold et
al., 1999; Schumann et al., 2002; Newman et al., 2012; Kleine et al., 2018). This highly modified
aircraft is able to accommodate a wide array of instrumentation for atmospheric measurements
related to water vapor, trace gases, aerosols, cloud particles, and a large set of ambient conditions
(Krautstrunk andGiez, 2012). Figure 3.13 shows a (a) side view and (b) front view of the aircraft with
the fuselage-top mounted inlets visible in panel (a) and the four underwing probes visible in panel
(b) mounted in so-called Knollenberg pylons. The CAS-DPOL and CAPS-DPOL instruments are
located approximately 2.8 m below the fuselage-top inlets in the vertical axis and approximately
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2.7 m from the inlets in the horizontal axis. Therefore, the two cloud probes are 5.3 m1 apart
horizontally and approximately 4 m from the inlets in a direct line. Aside from added scientific
instrumentation, the Falcon’s onboard instrumentation measures highly resolved aircraft position
data (latitude, longitude, altitude) and dynamics data (e.g. TAS), together with data on ambient
meteorological conditions such as temperature, pressure and wind field (Bögel and Baumann, 1991;
Krautstrunk andGiez, 2012; Giez et al., 2017, 2020, 2021, 2023)2. Temperature and pressure accuracy
is given with 0.5 K and 0.5 hPa respectively (Kaufmann et al., 2014). Positional data are combined
with those from the respective investigated emission source aircraft to calculate distances between
the aircraft and associated plume and contrail ages (see subsection 4.1).

The aircraft is operated by two pilots and one flight engineer and there is seating for four scientists
to operate their respective instruments. With a range of up to 3700 km and a ceiling altitude of
12.7 km together with structural and aerodynamical robustness make this aircraft ideal for mea-
surements in challenging environments such as in contrails and highly turbulent near-field chase
sequences behind large passenger aircraft (Krautstrunk and Giez, 2012). During chase sequences
for contrail measurements, flight levels (altitudes) were chosen based onmeteorological predictions
where contrail forming conditionswere expected aswell as where therewas little or no cloud cover.
High altitude clouds can drastically impair visual conditions, making it difficult for the Falcon crew
to find the produced contrails. Therefore, contrails were often times probed directly above high
altitude cloud covers where humidity was high enough for contrail formation and visibility was
sufficient to find the contrails. In order to aid the pilots in finding contrails in far-field measure-
ments, the so-called Breadcrumb tool was used. There, the Falcon’s own position from a separate
GPS receiver is compared to positional data of aircraft in the vicinity from their Automatic Depen-
dent Surveillance–Broadcast (ADS-B) signals, received by a Open Flight Solutions Flightbox Plus
(now distributed by Falken Avionics). By selecting the source aircraft, its flight path together with
wind field data from European Centre for Medium-Range Weather Forecasts (ECMWF) or Global
Forecast System (GFS) predictions is used to predict the position of potentially forming contrails
so that finding contrails in the far-field regime without visual contact with the source aircraft is
greatly facilitated. The tool was developed by Robert Baumann and Monika Scheibe (DLR, IPA)
and deployed and operated by Monika Scheibe during the discussed flight campaigns.

1In Märkl et al. (2024), 7 m was given. This minor error does not justify a corrigendum of the publication but is
presented correctly here.

2Data from the Falcon onboard instrumentation was processed and provided by Andreas Giez, Christian Mallaun,
Vladyslav Nenakhov, and/or Martin Zöger (DLR FX department).

64



Chapter 4
Data analysis

During contrail measurement flights, data files are obtained for every used instrument. Data files
relevant for contrail evaluation include files from the two separate contrail ice particle measure-
ments (CAS-DPOL and CAPS-DPOL), trace gas measurements (CO2 and NOy), aerosols, water
vapor measurements, as well as data on position, dynamics, and meteorological parameters of the
Falcon and emissions source Airbus aircraft. At the beginning of each data evaluation, these single
files are read and processed by the Python Jupyter Notebook developed in the course of this work.
Before performing a measurement flight, the instrument’s data acquisition computers are synchro-
nized to the central time reference of the Falcon. However, due to delays in measurement from long
inlet tubing, different instrument reaction times and possible data acquisition computer crashes,
the recording times can become desynchronized. Therefore, time series of each instrument file
need to be manually synchronized by plotting them together and determining the time shift of
characteristic peaks (e.g. from contrail encounters, low cloud encounters, takeoff, landing, etc.).
With this time shift, all instrument time series can be synchronized to the Falcon timeline. Finally,
all time series are merged together in one master Pandas DataFrame, which is used for all further
time series processing.

4.1 Contrail ages, microphysical parameters and TSA

This section extends information described in shorter form in the journal article "Powering aircraft with

100 % sustainable aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in Atmospheric

Chemistry and Physics, 24, 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024. The descriptions are valid

for ECLIF3 and VOLCAN measurements.

Plume/contrail ages

The time between plume emission (∼ contrail formation) and detection is calculated with two
independent methods based on World Geodetic System 1984 (WGS84) GPS latitude and longitude
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data from the two aircraft (Märkl et al., 2024). In both methods, horizontal aircraft distances are
the great circle distances assuming the Earth’s radius as 𝑟𝐸𝑎𝑟𝑡ℎ = 6368.31 km and adding the flight
altitude (Märkl et al., 2024). Vertical distances are simply the difference between the WGS84 GPS
altitudes of both aircraft (Märkl et al., 2024). The total distance between the two aircraft is then
the Pythagorean distance using the horizontal and vertical distance (Märkl et al., 2024).
For the first plume age calculation method, the wind field at the Airbus emission source aircraft is
calculated with the three input values heading, wind speed and wind direction, measured at time
of emission (Märkl et al., 2024). This way, the drift of the contrail between the time of formation
and detection is considered (Märkl et al., 2024). The plume age is then calculated iteratively for
each point in time by taking the total distance between the two aircraft and calculating how many
time steps are needed for the Falcon to cover this distance considering the Falcon’s ground speed
along the flight path added to the previously calculated head wind component (assumed constant
from the point of emission). This method iterates in forward direction as it begins with the total
distance at point 𝑖 and saves the time difference 𝑡(𝑗)− 𝑡(𝑖) at which this distance is covered 𝑗 at that
position in the DataFrame. This way, a (hypothetical) plume/contrail age is calculated for every
point in time during a measurement flight, so that aircraft and engine parameters at the time of
emission can be allocated to times of detected plumes/contrails (Märkl et al., 2024).
In a second plume age calculation method written by Andreas Marsing (IPA, DLR), the source
aircraft’s TAS is used instead of measuredwind speed andwind direction to quantify the wind field.
This method iterates backwards from the time of detection to the point of emission andmatches the
ages from the first method in chase sequences. However, due to their different iteration directions,
the resulting plume/contrail ages diverge for non-chase sequences. Therefore, the difference in
plume/contrail age between these twomethods can be used to quantify if the contrail wasmeasured
in a straight chase sequence.

Microphysical parameters

From CAS time series, several quantities can be calculated that are central to the further analyses.
All quantities discussed here are given for ambient conditions encountered at the point of mea-
surement and no conversion to standard temperature and pressure (STP) conditions is conducted.
The most important is the total ice particle number concentration. The CAS bulk file records the
number of detected particles in each of their respective size bins. That means that for every second,
there are 30 channels with the number of detected particles in that respective size range. To obtain
the total particle number concentration, the counts in all 30 bins 𝑖 are summed and divided by the
sample volume SV (based on DMT (2011)):

𝑁 =

30

∑

𝑖=1

𝑛𝑖

SV

=

30

∑

𝑖=1

𝑛𝑖

SA ⋅ Δ𝑡 ⋅ TAS

. (4.1)

The sample volume is spanned by the probe’s sample area SA and the sampling length, defined
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by the chosen time interval Δ𝑡 and the Falcon’s TAS. For the 1 Hz data considered in this work,
Δ𝑡 = 1 s. The Falcon’s TAS is chosen as a proxy for the actual sample air speed (SAS) based on
computational fluid dynamics (CFD) simulations and wind tunnel measurements performed by
Valerian Hahn (DLR, IPA) (Märkl et al., 2024). These show that particle flow in the CAS inlet tube
is approximated better by the aircraft’s TAS than the probe’s PAS (Märkl et al., 2024), which is
influenced by ram pressure effects due to the sensor’s position. It was chosen to always use all 30
bins, as there were no unusually high counts in the first bin that could be expected from electronic
noise. Also, gain stage overlap bins were not eliminated to ensure comparability between different
binnings and between CAS-DPOL and CAPS-DPOL as discussed in subsection 3.2.3. This method
of calculating the total ice particle number concentration uses the CAS bulk file. Alternatively, it is
also possible to calculate 𝑁 using the pbp file by using the recorded IPT. The number of particles
recorded in a 1 s interval is limited to 292 particles in the CAS-DPOL and 734 (ECLIF3 & VOLCAN1)
or 511 (VOLCAN2) particles in the CAPS-DPOL so that not all particles are recorded. Therefore,
in order to calculate total number concentrations using the pbp file, the total number of recorded
particles in the 1 Hz interval is divided by the summed IPT values, which gives an average counting
rate for the 1 s interval. The equation then changes to (based on Baumgardner (1986)):

𝑁 =

∑
1s
𝑛i,pbp

SA ⋅ TAS ⋅∑
1s
IPTi,pbp

. (4.2)

In principle, this method has advantages regarding coincidence effects when many particles lie
close together and several particles are counted as one, due to the numerator and denominator in
equation 4.2 being reduced. In sequences of high particle number concentrationswhere the number
of counts exceeds those recorded in the pbp file, calculating total particle number concentration
in this way is an extrapolation. For the count limits in the CAPS-DPOL, the pbp file records <
10 % of counts in the bulk file and for the CAS-DPOL, the pbp file records « 10 % of counts in
the bulk file. Therefore, in sequences with strong concentration variability within one second, the
alternative IPT based method extrapolates the concentration encountered in the first counts up
until the aforementioned counting limit for the entire second. It was therefore decided to calculate
contrail ice particle number concentrations with the classical method in equation 4.1 and apply
the additional coincidence correction described in subsection 4.3. Additionally, it was found that
number concentrations calculated with the classical method had a better time series correlation
with measured trace gases in contrail sequences.
Further, the quantity IWC is introduced, which gives the mass of ice found in a defined volume of
air, analogous to the LWC for liquid water (based on DMT (2011)):

IWC = 𝜌ice ⋅

30

∑

𝑖=1

𝑁𝑖 ⋅

4𝜋

3

⋅

(

𝐷𝑖

2 )

3

, (4.3)

where 𝜌ice = 917 kgm
−3 (Feistel andWagner, 2006),𝑁𝑖 is the number concentration in bin 𝑖 and𝐷𝑖 is

the bin center of bin 𝑖 and thereby the volume-equivalent diameter of the respective ice particles.
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Based on IWC, another useful measure for the size of measured particles is the median volume
diameter (MVD), which denotes the diameter where 50 % of the IWC is from particles smaller than
the MVD and the other 50 % is from particles larger than the MVD (DMT, 2011):

MVD = 𝐷𝑙,𝑖
∗ +

(

0.5 − cum𝑖
∗
−1

pro
𝑖
∗ )

⋅ (𝐷𝑢,𝑖
∗ − 𝐷𝑙,𝑖

∗) , (4.4)

where pro
𝑖
=

IWC𝑖

IWC

is the proportion of the IWC in bin 𝑖 of the total IWC, cum𝑛 = ∑
𝑛

𝑖=1
pro

𝑖
is the

cumulative sum of proportions from bin 1 until bin 𝑛, and 𝑖∗ is the lowest bin for which cum𝑖
∗ > 0.5.

𝐷𝑙,𝑖 (𝐷𝑢,𝑖) denote the lower (upper) bin boundaries of bin 𝑖.

Schmidt-Appleman threshold calculation

For the calculation of TSA in the course of this work, six input variables were used in a Python
code written by Jonas Kleine (formerly DLR IPA) based on the equations described by Schumann
(1996), including the correction made aware of by Ferrone (2011) and implemented in Schumann
(2012). The ambient temperature and pressure measured by the emission source aircraft at the
time of contrail formation and RHi at the time of detection (as proxy for RHi at time of formation)
from measurements onboard the DLR Falcon were used. The other three variables propulsion
efficiency 𝜂, combustion heat 𝑄, and water vapor emission index EIH2O

were kept at the constant
default values 𝑄 = 43.2 MJ kg

−1 and EIH2O
= 1.23 kg kg

−1 (Schumann, 2000) for all calculations
of the ECLIF3 campaign while fuel resolved values of 𝑄 and EIH2O

were used for the VOLCAN
campaigns. The propulsion efficiency for modern high bypass ratio engines lies between 𝜂 = 0.3

and 𝜂 = 0.4 (Schumann, 1996; Epstein, 2014) and is therefore conservatively estimated at 𝜂 = 0.36

for the modern aircraft engines investigated in the discussed campaigns.

4.2 Definition of plumes/contrails

This section extends information described in shorter form in the journal article "Powering aircraft with

100 % sustainable aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in Atmospheric

Chemistry and Physics, 24, 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024.

From 1 Hz timelines of the different measurements, the times of contrail encounters must be de-
fined for all further calculations pertaining to contrail properties. To achieve this, the timelines
of ice particle measurements, trace gases, aerosols, RHi and ambient pressure and temperature
are plotted above one another in an interactive plot using the Python Bokeh package. Using this
tool, it is possible to quickly adjust the zoom level and determine x-axis (time) and y-axis (con-
centration, RHi, etc.) values with the cursor. By simultaneously using flight protocols written by
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instrument operators on board the measurement flights, contrail encounters can be determined.
A contrail encounter for the ice particle evaluation is defined as the times where the contrail ice
particle number concentration departs from background levels to the time when it returns to back-
ground levels (Märkl et al., 2024). In cases where several contrail encounters are measured in quick
succession, the ice particle concentration might not drop back to background levels in some cases.
In order to still be able to separately investigate the contrail encounters, they were separated when
the ice particle concentration dropped to approximately 15 % of the maximum ice particle con-
centration in neighboring peaks. These plume encounter times are the foundation of the plume
definition file, in which all plume/contrail parameters are saved and used for further analysis and
plotting.
Other instrument teams of aerosol and trace gas measurements define their own plume times based
on their instrument response times and departures of and returns back to their respective back-
grounds. This is also done in the near-field mode in emission measurements where no ice particles
are measured. For ECLIF3 and VOLCAN1, aerosol contrail times were defined by the aerosol team
Rebecca Dischl and Felicitas Sakellariou (DLR, IPA) and allocated to the respective defined contrail
ice times, while the contrail ice particle times were used to calculate nvPM and total particle emis-
sion indices for the VOLCAN2 campaign.
With the defined plume/contrail times, relevant parameters at time of detection can be calculated
such as mean engine parameters and ambient conditions, but also the preparatory values such
as trapezoidal integrations over ice particle number concentrations and trace gases (minus their
backgrounds). One important parameter used to asses the quality of contrail ice measurements is
the Pearson correlation between ice particle time series and trace gas time series, which is calcu-
lated for every contrail encounter. Ice particle time series and trace gas time series are expected
to correlate well under the assumption of full immersion of the Falcon in a contrail. Under those
circumstances, the fuselage top mounted trace gas inlets and the wing mounted ice particle instru-
mentation probe an assumed quasi-homogeneous spatial distribution of ice particles (Märkl et al.,
2024). This assumption does not hold true near the edges of contrails where one of the mentioned
instrumentation can probe higher particle concentrations than the other (Märkl et al., 2024). In
this case, the time series shapes of ice particle and trace gas measurement disagree, which can be
quantified by the Pearson correlation. Contrail encounters with a correlation < 0.6 are excluded
from further investigation as they would lead to unrealistic and misleading results (Märkl et al.,
2024).
Using the calculated contrail ages, engine parameters, fuels, or ambient conditions at the time of
emission/contrail formation can also be determined. Ambient pressure and temperature measured
onboard the source aircraft for example are used for the calculation of TSA. The emission times are
also used to determine if the engine was in a stable condition based on T30 fluctuations.
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4.3 Corrections and uncertainties

This section extends information described in shorter form in the journal article "Powering aircraft with

100 % sustainable aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in Atmospheric

Chemistry and Physics, 24, 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024. The descriptions are valid

for ECLIF3 and VOLCAN measurements.

Counting and sizing measurements from the CAS instruments come with uncertainties and arti-
facts that can be corrected to some extent. Uncertainties of other measurements discussed in this
work are included in the AEI uncertainty calculation discussed in subsection 4.5. This subsection
will begin with the discussion of artifacts before moving on to the quantification of uncertainties
in counting and sizing of the CAS instruments and uncertainties of trace gas measurements.

Coincidence

At high particle number concentrations, the probability increases that more than one particle is
present in the instrument’s sample area at once. In this case, these several particles are detected
as only one but are oversized. This effect of undercounting is called classical coincidence and is a
common artifact in forward-scattering particle detection instruments, which has been quantified
using instruments with differing sizer detector pinhole apertures (Lance, 2012; Kleine, 2019). In
the comparison performed by Kleine (2019), a CAS with 800 µm pinhole aperture was compared
to a CAS with a 500 µm aperture, for which much less coincidence effects are expected, so that a
correction function for the 800 µm pinhole aperture instrument could be derived. The CAS-DPOL
and CAPS-DPOL instruments used in the course of this work were both equipped with 600 µm
pinhole apertures so that coincidence effects are expected but on a much smaller scale than with
a 800 µm pinhole probe or one without a pinhole aperture. This also means that the correction
functions determined by Lance (2012) and Kleine (2019) can’t be applied to the instruments used
in this work. Instead, a correction function determined specifically for the CAS-DPOL by Valerian
Hahn (DLR, IPA) in laboratory experiments is used to obtain coincidence-corrected ice particle
number concentrations (Märkl et al., 2024):

𝑁coinc =

𝑁 ⋅ 6323

6527 − 𝑁

, (4.5)

with 𝑁 and 𝑁coinc in cm
−3. As the same pinhole aperture size was installed in the CAPS-DPOL,

this correction was also applied to that instrument.
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Shattering

The CAS inlet tube in principle provides a site at which impinging ice crystals could shatter and
thereby form many smaller secondary ice particles (Baumgardner et al., 2017). These could be
detected and create a false bias towards higher particle number concentrations and smaller particle
sizes. Due to the high concentration of many small particles together with a lower concentration of
the original larger particles, a bimodal IPT distribution would be expected (Field et al., 2003). As the
IPT mode from shattering is on the order of the main single mode from contrail ice particles (Field
et al., 2003; Kleine, 2019), shattered particles from larger cirrus ice crystals would directly lead to a
seemingly higher contrail ice particle concentration. However, it is also possible to simply measure
contrail ice particles and cirrus ice particles at the same time, which would lead to a bimodal IPT
distribution also without shattering.
In order to investigate the possibility of shattering during contrail ice particle measurements with
and without cirrus clouds in the background, two exemplary IPT distributions are shown in Figure
4.1. There, a typical single mode IPT distribution averaged across a contrail encounter is seen
without any second mode at smaller IPT values in panel (a). When viewing all IPT histograms
of a measurement flight, there are however also bimodal distributions where the second mode
is always at larger IPT values than the main contrail mode. Therefore, the second mode must
result from larger background particles and does not indicate shattering of contrail ice particles.
It can therefore be concluded that shattering of contrail ice particles is not found for the CAS
instruments.

Figure 4.1: (a) Single contrail IPT histogram during flight F08 of the VOLCAN2 campaign from
13:24:56 - 13:25:29 UTC and (b) curtain IPT plot during the contrail measurement sequence of flight
F09 of the VOLCAN2 campaign.

Now, it must also be excluded that larger background particles shatter and increase counts in the
contrail ice particle IPT mode. For this, the IPT curtain diagram is shown during flight F09 of the
VOLCAN2 campaign in Figure 4.1 (b). During this flight, hazy conditions and many cirrus clouds
were encountered. Their IPT modes are seen for IPT values large than 10

0 ms and the peak of
contrail ice particles is centered approximately around 10

−1 ms. While there are sequences where
both modes coexist, there are clearly also sequences of the larger cirrus particles without a second
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mode at smaller IPT (e.g between 52000 and 52300 s). This lack of a second IPT mode indicates
that shattering did not occur for the CAS instrument even when cirrus particles were present, so
that it can be assumed that shattering also does not occur when both particle types are present
simultaneously. Data discussed in this work was therefore not corrected for shattering.

Ice particle number concentration uncertainty

It was mentioned that the TAS is used as SAS in the calculation of ice particle number concen-
tration. From the mentioned CFD calculations and wind tunnel measurements, the uncertainty of
this substitution is quantified as 𝑢TAS = 7 % (Märkl et al., 2024). As discussed in section 3.2 and
mentioned in Märkl et al. (2024), the CAS-DPOL sample area uncertainty from calibration stand
measurements performed by Valerian Hahn (DLR, IPA) was determined as 𝑢SA,CAS = 18.2 %, while
CAPS-DPOL sample area uncertainty is given as approximately 𝑢SA,CAPS = 20 % from personal
communications between Valerian Hahn and DMT. Finally, a counting uncertainty is calculated,
which scales inversely with the number of particle counts 𝑛 in every second under the assumption
of Poisson statistics (Baumgardner et al., 2017):

𝑢𝑛 =

1

√

𝑛

. (4.6)

This quantifies that concentrations based on few data points (counts) have a higher uncertainty
than those with many data points. For every contrail encounter sequence, the mean counting un-
certainty is calculated under the conditions that the detected number concentration is higher than
1 cm−3. This avoids slight fluctuations in the ice particle background disproportionately affecting
the mean counting uncertainty. With these three uncertainties, the total CAS number concen-
tration measurement uncertainty is calculated for every contrail encounter, so that the sum over
counts 𝑛𝑖 in equation 4.1 is replaced by the mean number of counts �̄�contrail and the total number
concentration measurement uncertainty is given as:

Δ𝑁meas = ±

√

(

𝜕𝑁

𝜕�̄�contrail

𝑢𝑛

)

2

+

(

𝜕𝑁

𝜕SA

𝑢SA

)

2

+

(

𝜕𝑁

𝜕TAS

𝑢𝑇𝐴𝑆

)

2

(4.7)

The resulting mean number concentration uncertainty is 19.8 % for the CAS and 21.5 % for the
CAPS for the discussed contrail measurement flight during the ECLIF3 campaign (Märkl et al., 2024)
and similar values are found for the VOLCAN campaigns. The uncertainty is resolved for every
contrail encounter in all measurement flights and is used to calculate the AEI uncertainty discussed
in subsection 4.5, which in turn is used for filtering of data. Therefore, a detailed breakdown of
single number concentration uncertainties is not conducted here.
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Ice particle size uncertainty

The determination of ice particle sizes with CAS instruments is limited by physical and technical
constraints. As discussed in subsection 3.1.2, Mie resonances lead to ambiguities in the mapping of
scattering cross sections to particle sizes, so that the size can’t be determined with perfect accuracy
even with perfectly adjusted and calibrated instrumentation (using only one wavelength of light).
Further, assumptions are made on the shape and orientation of the particles, which determines
the refractive index and thus the mapping of SCS to size. In reality, the measured particles are
likely not all perfect spheroids with aspect ratios of exactly 0.75 so that the assumed SCS curve
from T-matrix calculations is only a good approximation for the bulk of measured particles. Also,
the collection angles of 4◦ to 12

◦ in forward-scattering direction and a homogeneous distribution
of laser intensity across the sample area are assumed, which are not perfectly realized. Through
continued use of the instruments in conditions with vibrations and rough handling, it is in princi-
ple possible that the quality of alignment in the optical system diminishes and changes the actual
collection angles. Similarly, the laser source and detectors can be subject to aging effects. While
a coincidence correction function is applied for the calculation of particle number concentration,
no correction is applied to the particle sizing so that this effect constitutes a source of uncertainty
in size determination. The extent of the sizing uncertainties can be reduced through periodic size
calibrations of the instruments, especially during measurement campaigns with heavy instrument
use.
Baumgardner et al. (2017) discuss these uncertainty sources in greater detail and estimates a sizing
uncertainty between 10 % and 50 % for forward-scattering instruments from the mentioned uncer-
tainty sources. For the specific CAS instrumentation, Kleine (2019) gives an uncertainty of ±20 %
based on estimates by the manufacturer DMT. As a similar instrumentation was used in the course
of this work, this is a reasonable approximation for the used CAS-DPOL and CAPS-DPOL.

Trace gas uncertainties

Trace gas instrument accuracy and precision were mentioned in subsection 3.4. Here, it shall
briefly be discussed how CO2 and NOy uncertainties are determined for each contrail encounter.
Generally, for both trace gasmeasurements, meanmeasurement uncertaintyΔNOy

meas
orΔCO2meas

and background uncertainty 𝑢bckgr are determined. For the background uncertainty, background
sequences are defined where no contrail encounters occur and other conditions such as flight
altitude and temperature are as similar as possible to the contrail measurement sequences. The
mean and standard deviation of each background sequences are then calculated for NOy, while
the background values for CO2 are determined manually. As the chosen background sequences
each have different lengths, their contribution to the final background and background uncer-
tainty is then weighted by calculating the mean of each background sequence and subsequent
sequence weighted by their respective lengths. These mean weighted backgrounds and corre-
sponding standard deviations 𝑢𝑠𝑡𝑑𝑣 are then allocated to the appropriate contrail encounters in
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between. Additionally, the mean difference between trace gas concentrations at the beginning
and end of a contrail encounter to the used background is calculated. This way, the uncertainty
𝑢𝑚𝑒𝑎𝑛Δ

from fluctuating background levels during a contrail encounter with one background value
is quantified. The CO2 background usually fluctuates stronger than the NOy background, making
automated background determination difficult. However, background uncertainties are still quan-
tified based on background sequences as is done for NOy . Finally, the total background uncertainty
ΔNOy

bckgr
= 𝑢bckgr or ΔCO2bckgr

= 𝑢bckgr is calculated by propagating the weighted background
standard deviation 𝑢𝑠𝑡𝑑𝑣 and the deltas of measured values at plume beginning and end 𝑢𝑚𝑒𝑎𝑛Δ

:

𝑢bckgr =

√

(𝑢𝑚𝑒𝑎𝑛Δ)

2

+ (𝑢𝑠𝑡𝑑𝑣)
2 (4.8)

The mean measurement uncertainty ΔNOy
meas

or ΔCO2meas
is simply the mean instrument accu-

racy across the contrail encounter for NOy measurements while it is constant for CO2.
For the ECLIF3 and VOLCAN1 campaigns, the backgrounds and uncertainties were determined
by Theresa Harlaß (DLR, IPA), while they were determined by me with the described algorithm
for the VOLCAN2 campaign. A detailed discussion on trace gas uncertainty calculations for NOx

determination can be found in Harlass et al. (2024).

4.4 Emission indices (EI) and apparent ice emission index
(AEI)

This section extends information described in the journal article "Powering aircraft with 100 % sustain-

able aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in Atmospheric Chemistry and

Physics, 24, 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024 in order to be valid for ECLIF3 and VOL-

CAN measurements. Verbatim passages (figure, table, and equation numbers adapted) are marked by

quotation marks and used under CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).

"In order to be able to compare measurements at different contrail ages, stages of contrail vor-
tex dynamics, and positions in the contrail, a dilution-corrected metric is needed. Generally, for
particles of type X, an emission index is defined by (Beyersdorf et al., 2014)

EIx =
(

Δ𝑋

ΔTr)
⋅
(

Mair

Mtracer ⋅ 𝜌air)
⋅ EItracer. (4.9)

Here, Δ𝑋 and ΔTr are the enhancement of the particle number and the mixing ratio of a gaseous
tracer, which are assumed to have the same mixing behavior as the particles above their respective
background. Mair and Mtracer are the molar masses of air and the tracer gas, 𝜌air is the density of
ambient air, and EItracer is the emission index of the used tracer gas." (Märkl et al., 2024)
nvPM and total particle concentration time series can be converted to STP conditions or ambient
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conditions from the conditions within the measurement chamber. When using STP time series for

EI calculation, the factor
Mair

𝜌air

in equation 4.9 becomes the molar volume 𝑉𝑚 of and ideal gas at STP
conditions (Moore et al., 2017).
"Analogous to the emission index for particle number concentrations, the apparent contrail ice
emission index (AEI) describes the number of contrail ice particles formed from aircraft exhaust
per kilogram of fuel burned. By using a dilution tracer and measuring in the secondary wake, a
dilution-corrected metric is achieved, which can be used to draw conclusions for the two probed
fuels independent of contrail age. The AEI is sensitive to processes affecting ice particle number
concentrations such as sublimation, thereby resolving small-scale variations in ice particle number
concentrations as well as ice particle loss due to entrainment of ice-subsaturated ambient air."
(Märkl et al., 2024)
In principle, CO2 and NOy can both be used as dilution tracers. In the case of the investigated
ECLIF3 flight, the average enhancement of CO2 in contrails during the measurements was in the
range of the background variability of CO2. NOy on the other hand had a relatively low background
concentration with low variations at the flown cruise altitudes. "At high engine power settings,
emitted nitrogen compounds mainly consist of NO (>80%) and NO2, while NO rapidly reacts with
O3 to form NO2 (Schulte et al., 1997). Therefore, in order to minimize induced uncertainties due
to CO2 background variability, NOy was chosen as a dilution tracer. Measured NOy contains all
nitrogen species processed in the atmosphere from the initial NOx emissions. As stated in Schulte
et al. (1997), the NOx emission index is defined in mass units of NO2. Therefore, NO2 molar mass
is used for the NOy tracer together with the molar mass of air and the gas constant, resulting in
the following equation dependent on measured parameters:

AEI /kg
−1

= 1.807 ⋅ 10
12
J kg

−1
K
−1

⋅
(

Δ𝑁 /cm
−3

ΔNO𝑦 /ppbv)
⋅
(

𝑇amb /K

𝑝amb /hPa)
⋅ EINO𝑥

/g kg
−1
. (4.10)

During a chosen contrail measurement interval, Δ𝑁 andΔNO𝑦 are the time integrals over ice parti-
cle number concentration andNO𝑦 concentration enhancements over their respective atmospheric
backgrounds, and 𝑇amb and 𝑝amb are the mean ambient temperature and pressure. EINO𝑥

refers to
theNO𝑥 emission index, which is mainly determined by thermal originNO𝑥 related to the combus-
tion state rather than fuel-related effects such as fuel-bound nitrogen and H:C content-dependent
peak flame temperature (Blakey et al., 2011)." (Märkl et al., 2024)
For the investigated ECLIF3 flight, EINO𝑥

predictions conducted by engine manufacturer Rolls-
Royce using their P3T3 method and corresponding to the relevant T30 ranges were used. The
resulting EINO𝑥

values are 17.4 g/kg for the T30 values corresponding to Jet A-1 sequences and
17.5 g/kg for the T30 values corresponding to HEFA-SPK sequences. (Märkl et al., 2024)
For all analyses of data from the VOLCAN campaigns, CO2 was used as tracer. One reason was the
lack of EINO𝑥

predictions at the time of analysis and also fluctuations of the CO2 background were
lower in many cases compared to the investigated ECLIF3 flight. The used equation depending on
measured parameters for CO2 then becomes:
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AEI /kg
−1

= 1.888 ⋅ 10
9
J kg

−1
K
−1

⋅
(

Δ𝑁 /cm
−3

ΔCO2 /ppmv)
⋅
(

𝑇amb /K

𝑝amb /hPa)
⋅ EICO2

/g kg
−1
, (4.11)

where ΔCO2 is now the time integral of CO2 concentration enhancements of the atmospheric
background and EICO2

is the fuel dependent CO2 emission index. The factor at the beginning of
the equation is now also different due to the different molar mass of CO2 and due to ΔCO2 given
in ppmv instead of ppbv.

4.5 Uncertainties of AEI

This section extends information described in the journal article "Powering aircraft with 100 % sustain-

able aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in Atmospheric Chemistry and

Physics, 24, 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024 in order to be valid for ECLIF3 and VOL-

CAN measurements. Verbatim passages (figure, table, and equation numbers adapted) are marked by

quotation marks and used under CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).

Considering the dependencies of AEI in equations 4.10 and 4.11, the individual contributions to
the total uncertainty for NOy based AEI are: "(a) ice particle measurements (𝜕Δ𝑁meas), (b) NO𝑦

measurement (𝜕ΔNO𝑦
meas

), (c) NO𝑦 background determination (𝜕ΔNO𝑦
bckgr

), (d) ambient temper-
ature measurements (𝜕Δ𝑇amb) = 0.5 K, (e) ambient pressure measurements (𝜕Δ𝑃amb) = 0.5 hPa,
and (f) EINO𝑥

prediction uncertainty (𝜕ΔEINO𝑥
) = 10%." (Märkl et al., 2024) From these single un-

certainty contributions discussed in subsection 4.3, the total uncertainty for AEI can be determined
according to Märkl et al. (2024)1:

𝜕AEI = ±

√

√
√
√
√
√
√
√

√

(

𝜕AEI

𝜕Δ𝑁

𝜕Δ𝑁meas

)

2

+
(

𝜕AEI

𝜕ΔNO𝑦

𝜕ΔNO𝑦meas
)

2

+
(

𝜕AEI

𝜕ΔNO𝑦

𝜕ΔNO𝑦bckgr
)

2

+

(

𝜕AEI

𝜕𝑇amb

𝜕𝑇amb

)

2

+
(

𝜕AEI

𝜕𝑃amb

𝜕𝑃amb

)

2

+
(

𝜕AEI

𝜕EINO𝑥

𝜕EINO𝑥

)

2

.

(4.12)

For CO2-based AEI, NOy is replaced by CO2 in equation 4.12. Additionally, no uncertainty in EICO2

determination is considered as its calculation is based on highly precise fuel composition measure-
ments and its negligible contribution to propagated uncertainties has been shown in Harlass et al.
(2024).
As for the work in this study, relative differences in AEI for different fuels or combustion modes
are most relevant, a separate calculation of non-systematic errors was conducted. There, Δ𝑁meas

is reduced to only include the CAS counting uncertainty 𝑢𝑛, no EINO𝑥
uncertainty is considered

for NO𝑦-based AEI, and no CO2 measurement uncertainty is considered for CO2-based AEI as it is
1In Märkl et al. (2024), there was a Δ before 𝑇amb, 𝑃amb, and EINO𝑥

. As there is no fluctuating background for these
quantities, the Δ is unnecessary and is also not included in Equation 4.10 on which the uncertainty calculation is
based. As this is a minor error, it does not justify a corrigendum of the publication but is presented correctly in this
thesis and is also corrected in equation 4.12.
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constant.
The median uncertainties found during the different campaigns are listed in table 4.1, where the
uncertainties of the investigated ECLIF3 measurement flight are shown together with the uncer-
tainties of all contrail flights of VOLCAN1 and VOLCAN2 after filtering (s. subsection 4.6).

Table 4.1: Median AEI uncertainties during investigated campaigns.

Campaign Tracer Absolute uncertainty /% Non-systematic uncertainty /%
CAS-DPOL CAPS-DPOL CAS-DPOL CAPS-DPOL

ECLIF3 Q2 MF4 NOy 33 33 24 24
VOLCAN1 CO2 40 41 28 28
VOLCAN2 CO2 32 - 18 -
ECLIF3 Q2 MF4 values from Märkl et al. (2024).

4.6 Filtering of AEI

This section extends information described in shorter form in the journal article "Powering aircraft with

100 % sustainable aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in Atmospheric

Chemistry and Physics, 24, 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024. The descriptions are valid

for ECLIF3 and VOLCAN measurements.

Contrail encounters are defined according to the ice particle number concentration behavior as
described in section 4.2. This in principle defines all contrail encounters independent of ambient
conditions, engine parameters, and other influencing factors. To ensure comparability of AEI from
contrails in a stable state from valid contrail measurements, the defined contrails are filtered in the
course of data processing.
Unless noted otherwise, contrail encounters were filtered to only include those where RHi dur-
ing the encounter was >100 % (Märkl et al., 2024). Further, only "valid" contrail encounters are
considered. This is a qualitative measure for the rough correlation between ice particle number
concentrations and trace gas concentration (Märkl et al., 2024). For example, if there is a significant
ice particle signal but no trace gas signal or one with a completely different shape, no significant
correlation is given so that it must be assumed that the encounter was at the edge of the con-
trail or during other inhomogeneous conditions and the encounter is classified as invalid (Märkl
et al., 2024). The correlation between ice particle concentration and trace gas concentration is then
further quantified as described in section 4.2 and contrail encounters are only considered if the cor-
relation between ice particle number concentration and chosen tracer is > 0.6 (Märkl et al., 2024).
To avoid the influence and possible bias of very uncertain measurements, contrail encounters with
a determined AEI uncertainty of > 100 % are also excluded. Finally, by using the calculated contrail
age, the engine stability at time of emission based on T30 fluctuations (stable when within 4 K of
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stable T30 values (Märkl et al., 2024)) is determined. If fluctuations exceed the threshold, the engine
is classified as not being in a stable testing mode and the corresponding contrail encounter is not
considered.
For aerosol EI calculated for VOLCAN2 data, an additional filter was applied to only account for
nvPM data obtained using the forward-facing aerosol inlet. Therefore, the data set of contrail en-
counters with far-field nvPM data is a subset of the total contrail encounter data set. Plots that
show AEI against nvPM EI might therefore not include all available AEI but only those with a di-
rect correspondence to nvPM measured with the forward-facing inlet. This is explained in more
detail in section 6.7.

4.7 Structuring of data by domains

During the VOLCAN campaigns (see section 6.1), a broad range of ambient conditions, including
ΔTSA, was encountered. Ambient pressure, temperature and relative humidity are the ambient
factors influencing TSA, which is why these parameters along with the total water vapor mixing
ratio and their relation to ΔTSA during VOLCAN2 are explored in Figure 4.2. There, all x-axes have
the same ΔTSA range and y-axes vary from panel to panel.

In panel (a), the strongly linear relationship between ambient temperature and ΔTSA on the larger
scale spanning the shown ΔTSA range becomes apparent. On a smaller scale, domains with slightly
differing slope and slightly offset vertically to one another are suggested. A similar phenomenon
is seen in panel (b) where RHi is plotted against ΔTSA. On a local scale of only several K ΔTSA,
strongly linear relationships can be seen with higher humidity corresponding to lower ΔTSA. On
a global scale however, maximum RHi are found around -9 K to -10 K ΔTSA, which are reduced
again for ΔTSA below approximately -10 K.
Another interesting relationship is the one between water vapor mixing ratio and ΔTSA shown
in panel (c). Here, the lowest mixing ratios with the lowest vertical spread of data can be found
for very low ΔTSA values, both of which increase towards warmer temperatures in an apparently
exponential manner. This shows that most water vapor is available at high temperatures close to
TSA and decreases the further ambient conditions are fromTSA. Finally, from panel (d) it can be seen
that ambient pressure is quasi constant for the very cold contrail encounters below approximately
-13 K ΔTSA. For higher temperatures, the ambient pressures were generally also higher, i.e. at
lower flight levels, but a wide range of ΔTSA can be observed for any given pressure level. In
this panel, clearly separated domains can also be observed where measurements were taken at
relatively similar conditions relative to points in the other domains.
Additionally, as part of the sampling strategy, conditions were sought out with a high likelihood
of contrail formation and simultaneously good visibility (preferentially no natural cirrus clouds).
These could be found in clear skies as well as short distances above or below existing cirrus clouds.
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Figure 4.2: Ambient conditions at time and point of contrail detection shown against delta to
Schmidt-Appleman threshold temperature from the VOLCAN2 campaign for all fuels in all com-
bustion modes. (a) Ambient temperature, (b) relative humidity over ice, (c) water vapor mixing ratio,
and (d) ambient pressure. The applied filters can be found in the top left corner of panel (a). Note: a
small subsection of panel (b) has been shown by Jonas Schmidt (formerly DLR IPA) in his master’s
thesis (Schmidt, 2023) for flights F04 and F19.

In two of the flights with the coldest conditions (F02, F09) visual conditions were quite hazy so that
the presence of natural ice clouds is likely. Inside natural cirrus clouds, RHi usually approaches
100 % as the ice particles take up ambient water vapor (Krämer et al., 2009; Voigt et al., 2017) so
that in these cases, the low RHi are likely attributed to the presence of natural cirrus ice particles.
The gap in RHi for temperatures colder than approximately -10 K below TSA is therefore due to the
sampling strategy and conditions present during the measurement sequences rather than a direct
physical relationship.

To be able to answer the research questions of this work and to conduct valid comparisons, ambient
conditions need to be restricted. This reduces the variability in parameters and enables a compari-
son of data to find effects of fuel and combustion mode depending only on a single parameter ΔTSA

or RHi. For this, domains were defined in plots of ambient pressure and ambient temperature vs.
ΔTSA as shown in Figure 4.3. These parameters were chosen as the resulting clusters of data can
then be analyzed depending only on RHi or ΔTSA, which also have a linear relationship on the local
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scale. Additionally, aerosol properties such as nvPM size can be pressure-dependent (Dischl et al.,
2024) so that possible influences on nucleation can be excluded by comparing contrail encounters
at similar altitudes.

Figure 4.3: VOLCAN2 data from contrail encounters vs. ΔTSA. Ambient conditions shown are (a)
ambient pressure and (b) ambient temperature. Additionally, domains in the respective parameter
space are marked and numbered. Filters shown in panel (a) also apply to panel (b).

The horizontal structures seen in panel (a) indicate data measured at similar altitude. Data is first
sorted by these pressure domains as indicated by the numbered outlines surrounding data points.
In panel (b), measured ambient temperatures are plotted against ΔTSA and defined domains are
likewise indicated by numbered outlines around data. Temperature domains were defined where
clusters of data were clearly separated from each other either by a horizontal or vertical offset
and/or by a clear break in the slope of data points.
Domains in Tamb vs ΔTSA space do not necessarily contain the same set of data as in Pamb vs.
ΔTSA space as can be seen exemplary for orange Jet A-1 con2 rich and turquoise SPK High lean
data points, which are both included in P-domain 1 but separated into T-domains 2 and 3. To
define the final domains for which further analyses are conducted, the intersections of P-domain
and T-domain sets are created. The list of resulting domains for the VOLCAN2 campaign can
be found in Table A1 in Appendix A. Intersection domains are named as the number of the P
clusters followed by a dot and the number of the T domain, e.g. domain 1.2 is the intersection of P
domain 1 and T domain 2 and therefore contains lean burn Jet A-1 (gray) and SPK High (light blue)
data points. The data contained in each of these intersection domains were measured at similar
pressures and temperatures and temperature ranges are mapped by the locally linear relationship
to ΔTSA. They therefore allow a quasi two-dimensional analysis without the influence of many
simultaneously varying external parameters. This also means that findings are generally results of
a small phase space case study that might be different under different conditions. Comparisons of
data across intersection domains should therefore be avoided or made with utmost caution. The
same procedure was done for VOLCAN1 data and is shown in Figure A11 in Appendix A.
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Comparisons for different fuels and combustionmodeswill be conducted in chapter 6 for respective
domains to elucidate the effect of rich- and lean-burn combustion using various fuels on contrail
ice particle formation.

Exemplary data reduction process for one domain

In the following, the further data processing of P-T domains will be demonstrated on domain 6.3
in order illustrate the steps taken towards the final results of the combustion mode and fuel com-
parisons presented in sections 6.2 and 6.3. AEI locally (e.g. for one P-T domain) depend linearly on
ΔTSA and RHi. This is illustrated clearly in Figure 4.4 where RHi of contrail encounters in domain
6.3 are shown against ΔTSA. The entire VOLCAN2 ΔTSA range is shown to better put into context
what conditions were encountered in domain 6.3.

While the parameter space is now reduced to a linear relation between RHi and ΔTSA, data
points measured at strongly different ΔTSA or RHi cannot be compared to each other, even within
one domain. Rather, the conditions must be similar enough to allow comparisons to find fuel
or combustion mode effects. Therefore, I developed a data processing procedure where data is
grouped into ΔTSA or RHi bins of 1 K or 5 % in which the data points can be assumed to have
similar enough conditions for a valid comparison. In order to ensure robustness of this method
to the position of data in the respective bins, a second analysis is conducted with bins shifted
by 0.5 K or 2.5 %. This results in four binnings in total, which are henceforth called the ΔTSA

binning for the integer ΔTSA steps, alternative ΔTSA binning for the bins shifted by 0.5 K, RHi
binning for the integer RHi steps, and alternative RHi binning for the bins shifted by 2.5 %.

Figure 4.4: VOLCAN2 P-T domain 6.3 linear relation-
ship between RHi and ΔTSA.

The results of these different binning methods
can be found exemplary in Figure 4.5 where
the fully ΔTSA resolved AEI in panel (a) are
grouped according to ΔTSA binning in panel (c)
and by alternative ΔTSA binning in panel (e),
while the fully RHi resolved AEI in panel (b)
are grouped according to RHi binning in panel
(d) and by alternative RHi binning in panel (f).
In these plots, the negative linear correlation
between AEI and ΔTSA and the positive lin-
ear correlation for AEI to RHi can be clearly
seen. In the different binning methods, not ev-
ery bin enables a comparison of all available

fuel-combustion mode combinations. For example in panel (c) of Figure 4.5, HEFA lean can be
compared to Jet A-1 lean in the three middle bins while combustion mode comparisons of Jet A-1
are only possible for two of the middle bins.
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Figure 4.5: AEI of P-T domain 6.3 shown against ΔTSA (a) scattered including applied filters, (c) in
box plot form in standard ΔTSA bins, and (e) in alternative ΔTSA bins and against RHi (b) scattered,
(d) in box plot form in standard RHi bins, and (f) in alternative RHi bins. Note: The data subset for
rich-burn combustion in panels (a) and (b) has been shown by Jonas Schmidt (formerly DLR IPA) in
his master’s thesis (Schmidt, 2023).

Comparison of two species and normalization

Therefore as a next step in data processing, two fuel-combustion modes (combination of fuel and
combustion mode during operation) to be compared are chosen. For this example case, the fuel
comparison of HEFA rich to Jet A-1 rich in domain 6.3 is chosen. The resulting available data
points are shown in Figure 4.6 exemplary for (a) ΔTSA binning and (b) RHi binning. In both panels,
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bins exist in which both species are not present so that only bins are considered where data points
of both species are found.

Figure 4.6: VOLCAN2 domain P-T domain 6.3 AEI binned for (a) ΔTSA and (b) RHi. Normalization
to respective bin medians leads to normalized AEI from (c) ΔTSA binning and (d) RHi binning. The
medians of the respective species are shown as triangles.

At this point, one could conduct a bin-wise comparison of both species. This would lead to a large
number of relations between the two species for every bin with varying sample size and unclear
statistical significance. This could be partially rectified by using statistical weights but would still
not solve the need for a measure of statistical significance and standard deviation for the difference
between both species across the available data point space. As a solution, the data was normalized.
The median of all data points within one bin is the reference against which all data within one bin
is normalized. The reason for choosing this reference point will be illustrated in this subsection by
using Figure 4.7.
As a result of normalizing the data, a data set is achieved in which all points can be compared to
each other independent of ΔTSA or RHi influence. Before discussing the choice of normalization
reference, it is worth examining panels (c) and (d) of Figure 4.6, where the normalized AEI from (c)
ΔTSA binning and from (d) RHi binning are shown. Comparing these two panels reveals that the set
of compared data varies, as does the distribution of normalized data points and the medians shown
as triangles. Normalized data from ΔTSA binning (panel (c)) has a larger distribution of single data
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points and the HEFA median is reduced by 44 % compared to Jet A-1, while the data points have a
more narrow distribution for RHi binning (panel (d)) and show only a 12 % reduction of the HEFA
median compared to Jet A-1. Also, the difference between the two species is statistically significant
by measure of Mann-Whitney U rank test p-values (Mann and Whitney, 1947; Fay and Proschan,
2010) when using ΔTSA binning while it isn’t when using RHi binning. In this example, only the
ΔTSA and RHi binning are shown but for a full analysis, all four binning methods are conducted.
This example also illustrates why this is necessary. For ΔTSA binning shown in panel (a), almost all
available data points are used while for RHi binning, the only bins with an overlap of both species
are those for medium RHi. These points are strongly influenced by RHi but are possibly compared
against each other when using ΔTSA binning. Therefore, a difference between two species is only
accepted as valid when all four binning methods yield statistically significant results.

Discussion of normalization reference

Figure 4.7: Exemplary illustration of the dependence of relative relations between two species (red
and blue) across bins on the chosen reference for normalization. (a) Absolute values, (b) values
normalized to red data, (c) values normalized to blue data, and (d) values normalized to the median
of all values in one bin. The mean relative relations are given below the tables and it is shown that
they are not equal for the different chosen references.

Several references for normalization could be chosen and the consequences of the most obvious
references are discussed in the following. In Figure 4.7, a minimal example is shownwhere the data
set consists of two species (red and blue) in two bins. Panel (a) shows the absolute values illustrated
in the top diagram and additionally given in the table below the diagram. The same structure is
used to illustrate the values from different normalizations, using (b) red data as reference in every
bin, (c) blue data as reference in every bin, and (d) the median of all values in one bin as reference in
every bin. For panels (b) to (d), the relative relations of red to blue and blue to red are given below
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the respective tables. Normalizing to either the blue or red values is an analog for normalizing
against a fuel-combustion mode species for VOLCAN data. This is the most obvious choice at first
glance, as the goal is to compare two species and a normalization against one of the species yields
a direct relative relation between the two species. However, the resulting relative comparisons do
not yield the same result. By normalizing against red, blue values are larger than red values by 1.63
on average and the inverse relation obtained by dividing 1 by 1.63 yields that red values are 62 %
of blue values on average. However, when normalizing against blue values, blue values are larger
than red values by 1.54 on average and inversely, red values are 65 % of blue values on average
which is not the same.
In a realistic case where each bin contains more than just one data point, normalization would
be done against the median of the respective species against which the other species could be
directly compared. There is no single reference fuel-combustion mode that is available for all
fuel-combustion mode comparisons, therefore it would be inconsistent to switch references across
different comparisons. A solution is given by using the median of all data within one bin as the
respective reference for normalization as illustrated in panel (d) of Figure 4.7. This is a point usually
lying between data points of the two species and can be calculated for every comparison in the
same way independent of the compared species. The relations between red and blue values for
this example yield that blue values are larger than red values by 1.58 and inversely, red values are
63 % of blue values on average. The use of the bin median of the two species however requires an
additional step in order to achieve the comparison given by the aforementioned relations.
The normalization method presented schematically in panel (d) is then conducted for each binning
method bm. This results in a median ̃AEInorm, bm of all normalized values for each species. From
these, the mean AEInorm,mean is calculated for each of the two compared species, which can then
be compared to each other:

AEInorm,mean =

1

4

( ̃AEInorm,RHi +
̃AEInorm,RHi alt +

̃AEInorm,ΔTSA
+ ̃AEInorm,ΔTSA alt) (4.13)

For the comparison of AEInorm,mean, one of the two species is arbitrarily chosen as the "reference"
and the AEInorm,mean of the other species is divided by the "reference". The inverse can also be con-
ducted, in both cases yielding mutually translatable results. Another possibility would be to first
calculate ratios of ̃AEInorm, bm between one species and the reference for every binning method and
then calculating the mean. Switching reference fuels for this method however would not produce
the inverse value, therefore giving non mutually translatable results. The chosen method of calcu-
lating the mean for every species and comparing them is therefore seen as the better approach to
calculating a unified value for the difference between two species.
As an exemplary illustration, the ̃AEInorm, bm are shown for the comparison of HEFA rich to Jet A-1
rich in Figure 4.8. Here, medians of normalized AEI are shown with standard deviations as error
bars against medians of normalized nvPM EI in panel (a) and against medians of normalized total
particle EI in panel (b). Every data point is the median for one binning method. Additionally in
panel (b), the large circles show the respective means AEInorm,mean for each species corresponding
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to the respective mean total particle EI from the shown medians. In panel (a), only two data points
can be found because nvPM data is only considered where the forward-facing aerosol inlet was
used and in this case, there was no overlap of HEFA rich and Jet A-1 rich data in the same bins for
two binning methods. Therefore for this comparison, no nvPM comparison is done.

Figure 4.8: Medians of normalized AEI from different binning methods against medians of (a)
normalized nvPM EI from ΔTSA and ΔTSA alt binning and (b) total particle EI from all four binning
methods. Large circles are the means of median normalized AEI and total particle EI. Note: as only
nvPM data obtained using the forward-facing inlet are used, there were only two bins containing
HEFA rich and Jet A-1 data points, therefore only two data points are shown for each fuel-combustion
mode.

Statistical measures

From the comparison of ̃AEInorm, bm for each compared species, a relative relation is obtained, which
denotes a reduction or increase of AEI compared to the "reference" fuel-combustion mode. How-
ever, given the varying distribution widths and sample sizes of compared fuel-combustion modes,
no information about statistical significance is contained in the difference of normalized AEI. For
example, if single data points of two compared species have wide distributions with a large over-
lap, a large difference of their medians may be yielded, which however might not be statistically
significant. The same can happen for small sample sizes. In order to have a quantitative measure
for assessing the statistical significance of the difference between normalized AEI for two species,
the two-sided Mann-Whitney U rank test (Mann and Whitney, 1947; Fay and Proschan, 2010) is
employed, which does not require normally distributed data.
This test is performed on the entire set of normalized data points for each binning method to test
the null hypothesis that it is equally probable that a randomly selected value from one population
is smaller or larger than a randomly selected value of the other population. Therefore, if the null
hypothesis is rejected (p-value smaller than threshold), the difference between two populations
is statistically significant. Medians of two populations are only compared if the variance of the
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distributions are equal (Divine et al., 2018). As this is not strictly the case for the data in this study,
the Mann-Whitney U rank test is to be seen as an approximate quantification of the measurement
data statistics. Resulting p-values are given in the results in sections 6.2 and 6.3. If all four p-values
lie below the threshold value of 𝑝𝑡ℎ𝑟𝑒𝑠ℎ = 0.05, the difference of normalized values is accepted as
being statistically significant.
In order to gain additional insight into the sample sizes of compared species, a statistical weight
is calculated by summing the products of respective samples sizes 𝑁1 and 𝑁2 of species A and B
within each bin 𝑏 : 𝑤stat = ∑

𝑏
𝑁𝐴,𝑏 ∗ 𝑁𝐵,𝑏 . This is a measure that gives higher weight to a higher

number of available data points, as well as to the equality of distribution. For example, for a total
number of 10 data points in a given bin, the statistical weight is higher for the equal distribution of
five points in species A and 5 points in species B with a statistical weight of 25, while the unequal
distribution of 1 point in species A and 9 points in species B gives a lower statistical weight of 9.
By nature of the metric, only bins are considered where both of the compared species have data
points, as one of the factors is zero otherwise.

The method presented in this section can be summarized as:

• VOLCAN data is grouped into data domains of similar ambient conditions (P-T do-
mains) where only a dependence on RHi and ΔTSA remains. Using these domains,
influences of combustion mode and fuel can be investigated.
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Chapter 5
Contrails from 100 % SAF in rich-burn engines

Large parts of this chapter have been published in the journal article "Powering aircraft with 100 %

sustainable aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in Atmospheric Chem-

istry and Physics, 24, 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024. Verbatim citations (figure, ta-

ble, and equation numbers adapted) are indicated as such where possible. All text, tables, figures

and other content from the mentioned publication shown in this chapter are used under CC BY 4.0

(https://creativecommons.org/licenses/by/4.0/). Several people have contributed to this study and a de-

tailed statement of contributions is found in Contributions to this study after chapter 7.

5.1 The ECLIF3 campaign

The ECLIF (Emissions and Climate Impact of Alternative Fuels) campaigns are a series of in-situ
campaigns aimed at investigating the impact of alternative fuels on particle and trace gas emissions
and contrail formation and the associated climate impact. The campaign series was preceded by the
Alternative Fuel Effects on Contrails and Cruise Emissions Study (ACCESS) campaign performed in
2013 and 2014 where particle emissions from a SAF blend fuel were compared to medium- or low-
sulfur conventional Jet A fuel emissions (Moore et al., 2017). The ECLIF series began with ECLIF1
in 2015 where the DLR Falcon performed chase flights behind the DLR Airbus A320 ATRA aircraft
equipped with International Aero Engines (IAE) V2527 engines and combusting a blend of Fischer-
Tropsch based synthetic kerosene and Jet A-1, as well as a reference Jet A-1 fuel (Kleine et al., 2018;
Voigt et al., 2021). The series continued with ECLIF2/ND-MAX, a cooperation between DLR and
National Aeronautics and Space Administration (NASA) in 2018 where the same DLR Airbus A320
ATRA aircraft served as the emission source aircraft while combusting different blending ratios of
Jet A-1 and HEFA-based kerosene compared against a Jet A-1 reference fuel (Bräuer et al., 2021b;
Bräuer et al., 2021a; Voigt et al., 2021; Schripp et al., 2022).

During the ECLIF3 campaign presented in this work, emissions and contrails from the combus-
tion of 100 % HEFA-SPK SAF were measured for the first time behind a large passenger aircraft
in a cooperation between DLR, Airbus, Rolls-Royce, and Neste (Märkl et al., 2024; Dischl et al.,
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2024; Harlass et al., 2024). These in-situ measurements were conducted at cruise conditions by
the DLR-operated Falcon 20E research aircraft chasing an Airbus A350-941 equipped with Rolls-
Royce Trent XWB-84 engines. The ECLIF3 campaign took place across two campaign parts in
April (second quarter (Q2)) and November (fourth quarter (Q4)) 2021 with the DLR Falcon based
in Oberpfaffenhofen and Toulouse. Contrails were measured in the far-field regime with contrail
ages ranging from approximately 60 s to 375 s. Emissions were measured in the near-field regime
as close as approximately 100 m behind the emission aircraft. This work focuses on measurements
in contrails conducted in the far-field regime. In this section, an overview will be given over all
flights performed during ECLIF3 and the properties of corresponding fuels and ambient conditions
before presenting the results obtained during this campaign in the subsequent sections.

Figure 5.1: Source aircraft during the ECLIF3 cam-
paign. Airbus A350-941 equipped with Rolls-Royce
Trent XWB-84 engines as viewed from the DLR Falcon.
Taken during ECLIF3 measurement flight 02 on 10 April
2021.

"The first-ever built Airbus A350-941 (regis-
tration: F-WXWB) equipped with two Rolls-
Royce Trent XWB-84 engines and operated by
Airbus served as the emission source aircraft.
Fuel was supplied selectively from the two
wing fuel tanks containing a reference fuel and
100% HEFA-SPK, respectively. This allowed for
in-flight switching between two fuels for each
engine and the operation of both engines on a
single fuel using cross-feed valves. The DLR
Dassault Falcon 20-E5 research aircraft fol-
lowed the emission source aircraft to measure
exhaust gases, volatile and nonvolatile aerosol
particles, and contrail ice particles (Voigt et al.,
2023a,b)." (Märkl et al., 2024) In Figure 5.1, the

source aircraft can be seen forming a contrail during an ECLIF3 measurement flight on 10 April
2021 above a layer of high altitude cloud cover where favorable conditions for contrail formation
were often found during the campaign.

In total, nine measurement flights were conducted during the ECLIF3 campaign, three in Q2 and
six in Q4. Of these, contrails were measured during five flights in either exclusively far-field condi-
tions or flights in which far-field contrail as well as near-field emission measurements were carried
out. An overview over the flights containing contrail measurements is given in Table 5.1. While
Jet A-1 and HEFA fuel were used during Q2 flights, an additional blend of Jet A-1 and HEFA was
available during Q4 flights. Q2 flights took place in an area over the Mediterranean Sea off the
French southern coast as well as West of Corsica and Sardinia with the Falcon taking off from
Oberpfaffenhofen for both flights. The exact flight paths taken by the DLR Falcon are illustrated
in Figure 5.2 where race track patterns in Nort-South and East-West directions can be clearly seen
for the chase sequences. The flight paths for Q4 can also be seen, which are off the French Atlantic
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Table 5.1: Overview of far-field contrail flights during the 2021 ECLIF3 campaign.
Flight
Number

Date Area Type of
flight

Fuel

ECLIF3 Q2

02 10.04. Mediterranean Contrails,
Emissions Jet A-1

04 16.04. Mediterranean Contrails,
Emissions

Jet A-1
HEFA

ECLIF3 Q4

13 24.11. Bordeaux,
Atlantic Contrails Jet A-1

HEFA

14 25.11. Bordeaux,
Atlantic Contrails Blend

HEFA

17 27.11. Bordeaux,
Atlantic

Contrails,
Emissions

Jet A-1
HEFA

Coast in the area of the city of Bordeaux. For flights 13 and 14, the Falcon operated from Toulouse
Blagnac airport, while for flight 17 it took off from Nantes and returned to Oberpfaffenhofen after
the measurement sequence. The exact flight patterns and routes were chosen due to a combi-
nation of factors, including airspace restrictions from air traffic control (ATC), predicted contrail
forming areas, and on-site evaluation of contrail visibility and conditions for contrail probing such
as discernability of primary and secondary wakes.

Figure 5.2: Overview of DLR Falcon flight paths from the five far-field contrail flights during the
ECLIF3 campaign in April (Q2) and November (Q4) 2021. The brackets denote the flight date in
the year 2021. Note that flights 13 and 14 were combined flights of the VOLCAN1 and ECLIF3 Q4
campaigns and measurement sequences of both campaigns are shown in this map. Map data from
OpenStreetMap (https://www.openstreetmap.org/copyright/en).
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Five different fuels were investigated during the ECLIF3 flight campaign in Q2 and Q4, with the
most important fuel properties at the point of use and after logistics given in Table 5.2. The
conventional Jet A-1 used as reference fuel for both campaign parts was the standard jet fuel
available at Toulouse Blagnac airport at the time of fueling supplied by TotalEnergies (Märkl
et al., 2024). The 100 % HEFA fuel was produced by Neste Corporation (Märkl et al., 2024), which
was also used for the blend fuel. However, a Jet A-1 different from the one used as reference
fuel was used for the blend, which can be seen for example by the higher naphthalene and sul-
fur content of the blend compared to the reference Jet A-1. The HEFA fuel in both campaign
parts can be considered nearly free of aromatics, naphthalene and sulfur and in fact, aromatics
and naphthalene contents lie below the ASTM D6379 and ASTM D1840 detection limits (Märkl
et al., 2024). Therefore, results from GCxGC measurements given in mass% are used for these
quantities for HEFA. For the interpretation of results, it is helpful to mention that the used refer-
ence Jet A-1 has a lower aromatic content compared to the global mean (Hadaller and Johnson,
2006) but aromatics as well as naphthalene contents are more than an order of magnitude higher
compared to those of HEFA fuel (Märkl et al., 2024). Similarly, the sulfur content of Jet A-1 is
at least a factor of 30 higher compared to the HEFA during the respective campaign part but
lies well below the maximum permitted value of 0.3 mass% (ASTM D5453) (Märkl et al., 2024).
The reductions in aromatics and naphthalene content for HEFA fuel compared to Jet A-1 are
reflected in the lower CO2 emission index (EICO2

) and higher hydrogen content (Märkl et al.,
2024). Due to the aromatics content of the blend lying between those of Jet A-1 and HEFA
but the naphthalene content being the highest, EICO2

of the blend is closer to that of Jet A-1.

Table 5.2: Properties of fuels used during ECLIF3 far-field measurements. Q2 values from Märkl et al. (2024).
Parts of Q4 values published in Dischl et al. (2024).

unit Jet A-1
Q2

HEFA
Q2

Jet A-1
Q4

HEFA
Q4

Blend
Q4

Fuel composition (Jet:HEFA for blend) % 100 100 100 100 62:38
Aromatics (ASTM D6379)∗ vol% 13.4 0.41 13.4 0.62 10.8
Naphthalenes (ASTM D1840)∗ vol% 0.35 0.002 0.5 0.06 0.58
Hydrogen content (ASTM D3701) mass% 14.08 15.11 14.25 15.18 14.39
Carbon content∗∗ mass% 85.90 84.89 85.74 84.82 85.56
H:C mole fraction ratio 1.95 2.12 1.98 2.13 2.00
EICO2 g/kg 3149 3111 3143 3108 3137
Sulfur Total (ASTM D5453) mass% 0.0211 0.0007 0.0125 0.0003 0.0505
Fuel composition of blends refer to Jet:HEFA blending.
* The aromatic (naphthalene) content of HEFA-SPK is given (mass %) and determined by GCxGC measurements due to the contents
being below the ASTM D6379 (D1840) detection limits.
**Carbon content based on the difference between 100% and hydrogen and sulfur content
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5.1.1 Ambient conditions of the ECLIF3 campaign

Figure 5.3: Ambient conditions at time and point of contrail detection shown against ΔTSA from
the ECLIF3 campaign for all fuels. (a) Ambient temperature, (b) relative humidity over ice, (c) water
vapor mixing ratio, and (d) ambient pressure. The applied filters can be found in the top left corner
of panel (a). Flights and campaign part are indicated for the circled data points in panel (d).

During the measurement flights of the ECLIF3 campaign, a wide range of ambient conditions was
encountered. Sorting data by ambient conditions is important to prevent unwanted biases when
determining the influence of different fuels on contrail ice crystal numbers and properties. In order
to visualize the most important ambient conditions present during contrail encounters of ECLIF3,
(a) ambient temperature, (b) RHi, (c) water vapor mixing ratio, and (d) ambient pressure are shown
against ΔTSA in Figure 5.3. All contrail encounters occurred well below the contrail formation
threshold TSA and span a ΔTSA range of approximately 9 K from -8.5 K to -17.5 K. A direct cor-
relation between ambient temperature and ΔTSA can be seen in panel (a), which is not surprising
as lower temperatures are the most direct connection to ΔTSA. The relationship between RHi and
ΔTSA shown in panel (b) is more multifaceted as nearly linear anticorrelations can be seen locally.
This is the result of TSA dependence on RHi and water vapor mixing ratio (shown in panel (c)).
These three locally nearly linear relationships additionally correspond to the roughly three flight
levels / pressure levels shown in panel (d).
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5 Contrails from 100 % SAF in rich-burn engines

Flight 02 in Q2 took place at the lowest pressure level (highest altitude), while flight 04 in Q2 and
flight 17 in Q4 at slightly higher pressure and flights 13 and 14 of Q4 at the highest pressure levels.
During flight 02, only Jet A-1 with no comparison fuel was probed at similar conditions. Therefore,
these data points can not be used for any fuel-based comparison. As a result, only flights 13 and
14 from Q4 with Jet A-1, HEFA and blend remain for one pressure level and flight 04 from Q2 and
flight 17 from Q4 with Jet A-1, Q2 HEFA and Q4 HEFA for the other pressure level. To be able
to compare contrail encounters at stable conditions without strong influences of sublimation due
to ice-subsaturated air, data is filtered to only compare contrail encounters where RHi was above
100 %. This threshold is marked by a dashed horizontal line in panel (b) and separates the data
into data points useable for the conventional fuel-based comparison above the line and data points
where sublimation effects must be expected below the line. This filters out data points from flight
17 of Q4 for the medium pressure level measurements and all of the blend data points from the
high pressure level measurements. The final data points available for a fuel-based comparison are
the HEFA and Jet A-1 data points from flight 04 in Q2 and HEFA and Jet A-1 data points from flight
13 in Q4.
However, for flight 13 from Q4, there are only two Jet A-1 data points with a sampling length of
6 s and 7 s respectively, resulting in a total Jet A-1 sampling time of 13 s, which is a very low sta-
tistical sample size not suitable for drawing statistically significant conclusions on the influence
of fuel on contrail ice crystal numbers. It is in principle thinkable to conduct comparisons for the
subsaturated data points by restricting RHi and contrail ages and thereby comparing data points
at similar stages of sublimation. To do this, the correlation between ice crystal measurements and
trace gas can’t be used as the data will inherently correlate less well than for supersaturated con-
ditions. This however also adds additional uncertainty because a differentiation of bad correlation
due to sublimation effects or non-homogeneous contrail probing cannot be distinguished. It was
therefore decided to focus the fuel-based comparison on the data from flight 04 (16.04.2021) from
Q2. The resulting analysis culminated in the publication "Powering aircraft with 100% sustainable
aviation fuel reduces ice crystals in contrails" (Märkl et al., 2024) in Atmospheric Chemistry and
Physics, Vol. 24, No. 6, p. 3813-3837, 2024, doi: 10.5194/acp-24-3813-2024, from which excerpts
will be presented in the following sections.

5.2 Influence of 100 % HEFA on AEI

5.2.1 Measurement of contrails at cruise altitude

This subsection is composed of verbatim parts (figure, table, and equation numbers adapted) of Märkl

et al. (2024). The individual parts are marked by quotation marks.

"This section presents an in-depth analysis of in situ contrail ice particle measurements under
cruise conditions during the contrail flight on 16 April 2021 behind an Airbus A350-941 equipped
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Influence of 100 % HEFA on AEI

with Rolls-Royce Trent XWB-84 engines and burning 100 % reference Jet A-1 and 100 %HEFA-SPK
successively. One other flight from ECLIF3-1 focused on emission measurements, and the other
contrail flight did not have the option of providing 100 % HEFA-SPK to the two engines, as this
was the first test flight. Far-field contrail measurements (distance between 19 and 35 km) of Jet A-1
fuel were conducted between 11:18:22 and 11:33:00 UTC, while contrails from burning HEFA-SPK
were measured between 11:42:16 and 11:52:55 UTC. A detailed time series plot of this measurement
sequence is shown in Fig. 5.4 where the sequences of Jet A-1 and HEFA-SPK are shaded in gray and
green, respectively. Contrail encounters are marked by strong increases in ice crystal numbers and
soot numbers, in line with enhanced CO2 and NO𝑦 measurements. The contrail measurements are
clearly identified in the measurement time series.

Figure 5.4: Time series of 1 Hz data during far-field measurement sequences of Jet A-1 (gray shad-
ing) and HEFA-SPK fuel (green shading) showing number concentrations of ice crystals larger than
at least 0.5 µm measured by the CAS (NCAS) and CAPS (NCAPS) instruments, CO2 and NOy mixing
ratios, and number concentrations of nonvolatile particles > 14 nm. (NNvPM), relative humidity over
ice (RHi) during the measurements with indicated saturation (dashed line), and the GPS altitude of
Falcon (AltGPS) with the Falcon-measured ambient temperature (Tamb). Source: Märkl et al. (2024)

The difficulty of drawing any reliable conclusions from time series alone illustrates the need for the
dilution-corrected apparent contrail ice emission index. In the time series, groups of peaks can be
seen where each individual peak of ice particle measurements constitutes a contrail encounter with
a peak defined as the time period between the departure from and return to ice particle background
concentrations. However, not all of the collected data shown in Fig. 5.4 can be used to calculate
valid apparent ice emission indices." (Märkl et al., 2024)
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5 Contrails from 100 % SAF in rich-burn engines

"Sequences where the Falcon was not fully immersed in the contrail lead to a strong mismatch
between ice particle concentrations on the one side and trace gas and nvPM concentrations on
the other, an example of which is demonstrated from 11:30:00 to 11:33:00 UTC, where ice particle
number concentrations are very low, while trace gas and nvPM concentrations are at similar levels
to the previous parts of the Jet A-1 sequence. Together with strongly differing time series curve
shapes, a preferential immersion of the Falcon fuselage top, where the aerosol and trace gas inlets
are located, compared to only partial immersion of the wing-mounted ice particle instrumentation,
is suggested. As a result, the ice particle measurement in this sequence is classified as invalid.
Further, for a valid comparison of the AEI, we must ensure that ice particles are in a quasi-stable
state and that ice number concentrations do not change significantly on measurement timescales
by sublimation. As ice crystals form under ice-supersaturated conditions and are measured about
1 min later under ice-supersaturated conditions in the secondary wake, we hypothesize that no ice
crystal loss has occurred, e.g., due to vortex loss processes (Unterstrasser, 2014). By only further
analyzing data under ice-supersaturated conditions with RHi > 100 %, this focus on quasi-stable
ice particle numbers is achieved. Finally, only data are chosen where the engine was determined
to have operated under a stable condition at the time of emission, defined as emission sequences
where high-pressure compressor outlet temperatures T30 staywithin 4 K of stable T30 values. After
filtering data according to the criteria described above, a data set remains with quality-controlled
valid data points, which can be used to calculate comparable AEI values. This reduces the sampling
times from the original 750 to 183 s for Jet A-1 and from 522 to 123 s for HEFA-SPK." (Märkl et al.,
2024)
"Table 5.3 lists the ranges, means, and standard deviations as computed for the reduced data set.
Here, in addition to the columns for Jet A-1 and HEFA-SPK, a third column shows the values
for HEFA-SPK when applying a filter to the data set that only accepts contrail encounters where
the time series of ice particle measurements and NO𝑦 correlate better than 60 %. In this way,
aforementioned sequences with preferential contrail immersion of either the aerosol and trace gas
inlets or the ice particle instrumentation are quantified and can be disregarded for further analysis.
Jet A-1 data are coincidentally not influenced by this filter, and therefore no separate column is
given.

For Jet A-1, measured contrails were between 104 and 142 s old, while HEFA-SPK contrails were
slightly younger, between 73 and 92 s. While performing far-field measurements in contrails, the
distance between the source aircraft and the DLR Falcon continuously increases due to the lim-
ited propulsion performance of the Falcon compared to the Airbus A350, thereby intentionally
leading to the range of contrail ages for each fuel sequence. As the measurements were taken
under ice-supersaturated conditions within the vortex regime in the secondary wake of the con-
trail near flight altitudes, ice particle number concentrations and tracers are assumed to be diluted
similarly, so that the AEIs are not expected to be affected by the age difference. The total sam-
pling time in all the valid contrails shown in Table 5.3 has the largest discrepancy between the
two fuels and affects the statistical significance of data. As the data were filtered to only include

96



Influence of 100 % HEFA on AEI

Ta
bl
e
5.
3:

C
on
tr
ai
lm

ea
su
re
m
en
tc
on
di
tio

ns
fo
r
th
e
re
sp
ec
tiv

e
fu
el
m
ea
su
re
m
en
ts
eq
ue
nc
es
.A

n
ic
e-
N
O

𝑦
tim

e
se
ri
es

co
rr
el
at
io
n
fil
te
r
of

60
%
fu
rt
he
r
re
du

ce
s
H
EF
A
-S
PK

da
ta

(la
st
co
lu
m
n)
,w

hi
le
Je
tA

-1
da
ta

ar
e
no
tf
ur
th
er

re
du

ce
d
by

th
is
fil
te
r.
A
da
pt
ed

fr
om

:M
är
kl

et
al
.

(2
02
4)

un
it

Je
tA

-1
H
EF
A-
SP

K
H
EF
A-
SP

K
(c
or
re
la
tio

n
>
6
0
%
)

Co
nt
ra
il
ag
e

s
10
4–

14
2

73
–9

2
75
–8

7
Sa
m
pl
in
g
tim

e
w
ith

/w
ith

ou
tfi

lte
rin

g
s

18
3/
75
0

12
3/
52
2

55
/5
22

A
m
bi
en
tR

H
i

%
10
1–

11
5

10
2–

11
3

10
2–

11
2

A
m
bi
en
tT

K
21
3.3

(±
0.2

)
21
3.8

(±
0.3

)
21
3.7

(±
0.3

)
Δ
T
S
A

K
-1
1.8

(±
0.2

)
-1
1.6

(±
0.4

)
-1
1.7

(±
0.3

)
A
lti
tu
de

of
so
ur
ce

ai
rc
ra
ft

m
10
62
6
(±
4)

10
62
1
(±
4)

10
62
2
(±
2)

Sp
ee
d
of

so
ur
ce

ai
rc
ra
ft

M
ac
h

0.8
46

(±
0.0

04
)

0.8
52

(±
0.0

01
)

0.8
52
(±
0.0

01
)

Fu
el
flo

w
pe
re

ng
in
e

kg
h-

1
FF

Je
t
(±
0.6

%)
FF

Je
t
+
1.9

%
(±
0.2

%)
FF

Je
t
+
1.8

%
(±
0.1

%)
En

gi
ne

T3
0

K
T3

0 J
et
(±
0.9

)
T3

0 J
et
+
6.5

(±
0.8

)
T3

0 J
et
+
6
.2
(±
0.4

)
M
ea
su
re
m
en
tc
on

di
tio

ns
fil
te
re
d
fo
rR

H
i>

10
0%

.T
he

sa
m
pl
in
g
tim

e
is
th
e
su
m

of
va
lid

co
nt
ra
il
en
co
un

te
rs
.T

he
ar
ith

m
et
ic
st
an
da
rd

de
vi
at
io
n
(±

a.s
.d
.)
gi
ve
n
in

pa
re
nt
he
se
s.
Th

e
or
ig
in
al
sa
m
pl
in
g
tim

e
be
fo
re

th
e
fil
te
rs

is
gi
ve
n
be
hi
nd

th
e
sla

sh
.

97



5 Contrails from 100 % SAF in rich-burn engines

ice-supersaturated data points, all the shown measurements were taken at RHi > 100 % with very
similar ranges between Jet A-1 and HEFA-SPK. The temperature-related parameters such as ambi-
ent temperature and the difference to the Schmidt-Appleman threshold temperature (ΔTSA) were
within each other’s standard deviations from the respective means. The emitting Airbus A350 was
flying at nearly constant altitudes on flight level FL350 at steady Mach numbers for the two fuel
burning sequences. Engine combustion conditions are described by the parameters high-pressure
compressor outlet temperature T30 and the fuel flow FF. Their fluctuations are relatively small for
each individual fuel sequence where average fuel flow and T30 were, respectively, 1.9 % and 6.5

K higher for HEFA-SPK burning sequences compared to Jet A-1. The differences in the ice-NO𝑦

correlation-filtered HEFA-SPK data points and the non-filtered data points are negligible except
for the sampling time, which reduces the overall statistics of HEFA-SPK measurements. However,
this step leads to an increased quality of data by quantifying spatial inhomogeneities and focusing
on homogeneous contrail encounters.
Overall, the quality-controlled and reduced data set with the conditions shown in Table 5.3 provides
a solid basis for comparison of the AEI for HEFA-SPK fuel burning compared to Jet A-1, considering
fluctuations of relevant atmospheric and aircraft parameters are statistically distributed." (Märkl et
al., 2024)

5.2.2 Impact of 100% HEFA-SPK on the apparent ice number emission index
AEI

This subsection is taken verbatim (figure, table, and equation numbers adapted) from Märkl et al.

(2024).

"With the quality-controlled data set described in previous sections (filtered for > 60% ice-NO𝑦

correlation), it is possible to compare the AEI for Jet A-1 and HEFA-SPK. Figure 5.5 shows com-
parisons of the AEI for Jet A-1 and HEFA-SPK (individual data points, medians, and arithmetic
standard deviations) versus a set of parameters relevant in ice particle formation. Figure 5.5a re-
lates contrail ice particle numbers to measured soot particle emission indices corresponding to the
contrail measurement data, while further panels compare the AEI depending on the fuel parame-
ters (b) naphthalene, (c) aromatics, and (d) sulfur.
Figure 5.5a shows a reduction in the median AEI for 100 % HEFA-SPK compared to Jet A-1 of 56%.
The absolute AEI decreases from 7.8 × 10

14 to 3.4 × 10
14
kg

−1. At the same time, the median nvPM
EIs are reduced by 35% from 9.5 × 10

14 to 6.1 × 10
14
kg

−1. Both fuels were probed under very sim-
ilar conditions within a single flight, and therefore it is reasonable to attribute these reductions
to properties of the probed fuels, which are explored in the following. Due to the higher binding
energy between atoms in aromatics compared to aliphatic compounds, incomplete combustion and
subsequent soot formation are enhanced for these compounds (Cain et al., 2013; Brem et al., 2015;
Schripp et al., 2022). Naphthalene as a polycyclic aromatic compound is especially conducive to
soot formation, and a reduction in naphthalene has been experimentally demonstrated to reduce
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apparent contrail ice emission indices (Voigt et al., 2021; Bräuer et al., 2021b). As shown in Fig.
5.5b and c, the naphthalene and aromatic contents are reduced to below their ASTM D1840 and
ASTMD6379 detection limits for HEFA-SPK compared to Jet A-1. Hence, the soot reduction of 35%
can be explained by this reduction in aromatics and naphthalene in the SAF. It is also worth men-
tioning that, despite a strong or almost complete reduction in aromatics and naphthalene, there
is still a residual amount of soot particle emissions of 6 × 10

14 nvPM EI per kilogram of fuel that
contribute to contrail formation from the combustion of HEFA-SPK. Also, the question arises why
the 56% reduction in ice particles is larger than the corresponding 35 % reduction in soot number
emissions. The reduction in the sulfur content of the HEFA-SPK from 0.0211 to 0.0007 mass %,
corresponding to a reduction of 97% for HEFA-SPK compared to Jet A-1 shown in Fig. 5.5d could
give one possible explanation. Sulfur contained in fuels can result in emissions of gaseous SO2,
which can lead to the formation of very small sulfuric acid droplets (Petzold et al., 1997; Schumann
et al., 2002; Jurkat et al., 2011; Kärcher, 2018). Moreover, models show that sulfur can activate the
initially hydrophobic soot particles (Jones and Miake-Lye, 2023). Thereby it facilitates ice particle
nucleation by increasing the hydrophilicity of the soot particles (Wong and Miake-Lye, 2010). Our
results point towards a possibly reduced soot particle activation into ice particles due to the low
fuel sulfur content and might explain stronger reduction in ice particles than from the reduction
in soot alone. A similar effect has been suggested by Jones and Miake-Lye (2023) to explain obser-
vations of reduced soot activation into ice for a low-sulfur HEFA-SPK blend measured during the
ECLIF2 campaign (Voigt et al., 2021).
At the same time, a larger spread in AEI values is observed for the Jet A-1 data points compared to
HEFA-SPK due to the larger sample size of Jet A-1 measurements taken under cruise conditions. A
large range of ice crystal number concentrations has been measured in young contrails (Heyms-
field et al., 2010; Voigt et al., 2010, 2011; Voigt et al., 2017; Schumann et al., 2013, 2017; Jeßberger
et al., 2013; Gayet et al., 2012; Chauvigné et al., 2018) due to the strong dynamical variations in
humidity and temperature in the expanding plume as well as dilution in the vortex phase. The
entrainment of ambient air in the primary vortex and the secondary wake leads to a multitude of
conditions within the contrail, which can lead to sublimation locally, reflected in variations in ice
crystal number concentrations (Lewellen et al., 2014). This explains the observed variations and
shows that the assumption of AEI values not being influenced by vortex phase dynamics is not en-
tirely true in reality. In addition, variations in altitude, position in the contrail, age of the contrail,
and resulting state of development add to the distribution of AEI values due to ice crystal loss or
measurement fluctuations as described in subsection 4.4.
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5 Contrails from 100 % SAF in rich-burn engines

Figure 5.5: The AEI of ECLIF3 (flight on 16 April 2021) contrail measurements of Jet A-1 and HEFA-
SPK fuels versus (a) nvPM emission indices and versus the respective fuel parameters (b) naphthalene
content, (c) aromatic content, and (d) sulfur content. x-axis values are shown in Table 5.2. Single-
scattered data points show data from individual contrail crossings, large circles represent the respec-
tive medians, and the bars give the arithmetic standard deviation. Note: the aromatic (naphthalene)
content of HEFA-SPK is based on GCxGC measurements (%w w-1) and not ASTM D6379 (D1840) due
to being below the detection limit of these methods. x axis error bars are the reproducibility of the
respective ASTM fuel property detection method (also used as a conservative proxy for GCxGC un-
certainty). Source: Märkl et al. (2024)

Medians and means of soot data are based on nvPM emission indices in far-field contrail measure-
ments at the same time as the presented apparent ice emission indices. Although nvPM emissions
are preferentially measured under ice-free near-field emission conditions, data from far-field con-
trail sequences were chosen due to their sensitivity to the Mach number of the source aircraft and
the lack of near-field data at similar Mach numbers in the far-field ice measurements. However,
nvPM emission indices are slightly higher than their corresponding AEI values, which indicates
the presence of interstitial soot, resulting possibly from a reduction in nucleation efficiency for the
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low sulfur fuel, local sublimation effects, and/or fluctuations in nucleation efficiency. Further, the
correction factor accounting for particle enrichment in the aerosol inlet is based on assumptions
of ice particle size and nucleation efficiency, and effects such as particle trajectory deviations due
to streamline compression and expansion at the fuselage (Afchine et al., 2018) are not considered.
This highlights the need for ice-free near-field emission measurements for detailed analyses of
aerosol emissions. Although the nvPM EI values in the case presented in Figure 5.5a are subject
to the described sampling uncertainties, they nonetheless are a valuable indicator of soot particle
activation, which is assumed to be the dominant ice particle activation mechanism in the soot-rich
regime (Kleine et al., 2018; Kärcher, 2018)." (Märkl et al., 2024)

5.2.3 Impact of fuel composition and engine type on the apparent ice
number emission index AEI

This subsection is taken verbatim (figure, table, and equation numbers adapted) from Märkl et al.

(2024).

"These data can now be compared with results from the preceding ECLIF1 and ECLIF2/NDMAX
campaigns where particle emissions and apparent contrail ice particle emissions were investigated
in a similar manner to ECLIF3. It needs to be kept in mind that we are not able to independently
and systematically vary single parameters and investigate their isolated influence on ice particle
concentrations. This is amplified when comparing results from several campaigns where different
engines, fuels, and measurement platforms were used. Aerosol inlet systems were not identical,
and we estimate a 20% uncertainty for the intercomparison between campaigns for soot parti-
cle measurements. During the ECLIF1 and ECLIF2/NDMAX campaigns, the blends of a Fischer-
Tropsch-based synthetic jet fuel with Jet A-1 (SSF1) and two blends of 30 % and 50 % biomass-based
HEFA-SPK alternative jet fuel with Jet A-1 (SAF2 and SAF1) (Schripp et al., 2022) were compared to
a reference Jet A-1 fuel (Ref2) as described in Voigt et al. (2021). However, a qualitative assessment
of the influence of fuel composition and the type of engine used can be achieved by comparing
the AEIs from different campaigns against their respective soot emissions (Fig. 5.6) and fuel con-
stituents (Fig. 5.7).
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5 Contrails from 100 % SAF in rich-burn engines

Figure 5.6: Apparent ice emission indices versus nvPM emission indices for Jet A-1 and HEFA-SPK
fuel from the ECLIF3 campaign using a Rolls-Royce Trent XWB-84 engine (circles) compared to fuels
investigated during ECLIF1 and ECLIF2/NDMAX (Ref2, SSF1, SAF1, SAF2) using an IAE V2527 engine
(hatched symbols) (Voigt et al., 2021). The symbols represent means of the respective quantities in
order to facilitate comparability between ECLIF1, ECLIF2/NDMAX, and ECLIF3 data. The dashed
line shows the ideal 1 : 1 relationship between the AEI and nvPM EI. Source: Märkl et al. (2024)

In Figure 5.6, mean apparent ice emission indices versus mean nvPM EIs of these fuels are shown
together with the mean AEI and nvPM EI of ECLIF3 as described in Table 5.4. We find a nearly
linear relationship between ice particle numbers and nvPM particle numbers for the different fuels
and different engines. Measurements during ECLIF1 and ECLIF2/NDMAX were conducted be-
hind the DLR A320 Advanced Technology Research Aircraft (ATRA) equipped with IAE V2527-A5
engines with higher soot emissions compared to the Rolls-Royce Trent XWB-84. Many relevant
measurement conditions were similar for the ECLIF1 and ECLIF2/NDMAX data, and the data were
also filtered to only include data points with a relative humidity over ice of > 100%. The fuel-
engine combinations investigated during ECLIF3 have a lower nvPM EI and therefore a lower AEI
compared to the fuel-engine combination probed during ECLIF1 and ECLIF2. In particular, the
newer Rolls-Royce Trent XWB-84 engine exhibits lower soot particle emissions compared to the
old IAE V2527 engine probed during ECLIF1 and ECLIF2. Also, the aircraft were different, with
the smaller and lighter A320 ATRA chased previously and the A350-MSN1 probed during ECLIF3.
It is especially interesting that soot and apparent ice particle emissions of the ECLIF3 Jet A-1 lie
below the SAF blends from previous campaigns. In order to disentangle fuel and engine effects on
the emissions, relevant fuel properties are compared in Figure 5.7.
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Table 5.4: The AEI and EInvPM for Jet A-1 and HEFA-SPK (based on 60 % correlation filtered data)
for the ECLIF3 flight on 16 April 2021. Adapted from: Märkl et al. (2024)

Property unit Jet A-1 HEFA-SPK
AEI median 10

14
kg

−1
7.8 ± 4.0 3.4 ± 1.5

AEI mean 10
14
kg

−1
8.7 ± 4.0 3.9 ± 1.5

nvPM EI median 10
14
kg

−1
9.5 ± 3.0 6.1 ± 0.7

nvPM EI mean 10
14
kg

−1
10.3 ± 3.0 6.4 ± 0.7

Figure 5.7: The AEI of ECLIF1, ECLIF2/NDMAX, and ECLIF3 campaigns versus fuel parameters
(a) naphthalene content, (b) hydrogen content, (c) aromatic content, and (d) sulfur content. ECLIF3
fuels (HEFA-SPK, Jet A-1) were burned in a Rolls-Royce Trent XWB-84 engine (circles), while ECLIF1
and ECLIF2/NDMAX fuels (Ref2, SSF1, SAF1, SAF2) were burned in an IAE V2527 engine (hatched
symbols) (Voigt et al., 2021). Note: the aromatic (naphthalene) content of HEFA-SPK is based on
GCxGC measurements (%w w-1) and not ASTM D6379 (D1840) due to being below the detection limit
of these methods. y-axis error bars are standard deviations of the means of the measurements shown
as symbols. Source: Märkl et al. (2024)
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AEI values from the three ECLIF campaigns from both aircraft and engines are shown in Figure
5.7 plotted against the fuel parameters (a) naphthalene, (b) hydrogen content, (c) aromatic content,
and (d) sulfur content. The stronger bonding of the monocyclic and polycyclic aromatic com-
pounds explains their propensity to form soot precursors. An increase in hydrogen content thus
correlates with decreasing naphthalene or aromatic contents and can be seen as a unified measure
attributed to the sooting propensity of the fuels. Therefore, we show the AEI versus the fuel’s
hydrogen content, which is also used in models to calculate the engine’s nvPM particle emissions
for specific thrust settings (Teoh et al., 2022b). Of all the fuels, the 100 % HEFA-SPK has the lowest
naphthalene, aromatics, and sulfur content and at the same time the highest hydrogen content.
Therefore, apparent ice particle emissions from this fuel-engine combination are the lowest in the
set of compared fuels. For Jet A-1 from ECLIF3, on the other hand, it is no surprise that its AEI
values are lower than those of the Ref2 fuel as Jet A-1 has a much lower naphthalene, aromatics,
and sulfur content. However, it becomes more interesting how ECLIF3 Jet A-1 performs compared
to the SAF blends SSF1, SAF1, and SAF2. Focusing on the fuel constituents mainly responsible for
soot and volatile particle formation, naphthalene, aromatics, and sulfur, ECLIF3 Jet A-1 had a lower
naphthalene content but a higher aromatic content compared to SSF1 and SAF1 and lies between
those two fuels regarding the sulfur content. However, ECLIF3 Jet A-1 has a lower AEI compared to
both fuels, indicating that the Rolls-Royce engine leads to reduced nvPM particle emission indices
compared to the older IAE V2527 engine. Finally, ECLIF3 Jet A-1 has a higher naphthalene content,
more aromatics, and more sulfur than SAF2, with at the same time a lower AEI. The same relation
holds true for the two SAF blends SSF1 and SAF1, where SSF1 has a higher naphthalene, aromat-
ics, and sulfur content but also lower AEI values. This shows that considered fuel constituents
alone are not the only parameters that influence soot and ice crystal formation. Soot formation
is strongly dependent on the engine cycle, combustion parameters, and combustor design. The
Trent XWB-84 engine installed on the Airbus A350 during ECLIF3 is a latest-generation engine
on a latest-generation aircraft compared to the IAE V2527-A5 engine installed on the Airbus A320
ATRA. This is also seen in the ICAO engine emissions database, which delivers engine emission
indices from different engines probed at four thrust settings for the landing-take off cycle. While to
some extent correlations between fuel constituents and apparent contrail ice particle emissions are
suggested, other parameters such as the engine cycle, combustion parameters, combustor design,
and atmospheric conditions may influence soot emissions as well. A direct cross-campaign com-
parison can therefore give hints on trends, but differences in ambient conditions and measurement
setups impede a direct comparison based solely on the fuel effect, as is done for HEFA-SPK and
Jet A-1 in ECLIF3. Here, the reduction of 56% from the rigidly reduced data set within one flight
can be seen as the reduction potential when a flight is conducted with 100% HEFA-SPK instead of
Jet A-1. However, an important fact to consider when interpreting reductions is the reference fuel
to which a sustainable aviation fuel or blend is compared. The Jet A-1 used as a reference fuel in
ECLIF3 was relatively clean by measures of naphthalene, hydrogen, aromatic, and sulfur content
compared to the Ref2 fuel and even compared to the blends by some of the fuel properties. A
comparison of ECLIF3 HEFA-SPK to Ref2 from ECLIF1 would lead to higher reduction in soot and

104



Influence of 100 % HEFA on AEI

ice particles simply due to the higher emissions from the Ref2 fuel." (Märkl et al., 2024)

5.2.4 Variability in ice particle size distribution

This subsection is composed of verbatim parts (figure, table, and equation numbers adapted) of Märkl

et al. (2024). The individual parts are marked by quotation marks and a citation.

"In addition to the fuel-engine-dependent reduction in overall contrail ice particle numbers, we
investigate the variability of the ice particle size distributions in contrails and relate this to the
vertical distance to the contrail-producing aircraft to account for vortex descent. This study ex-
tends beyond the fuel effects on apparent ice emission indices and aims to provide a deeper insight
into the ice particle microphysics encountered during ECLIF3 contrail measurements. During the
contrail vortex regime, exhaust is entrained in the two counter-rotating vortices, which propagate
downward below the flight level. These vortices produce a wake into which some of the exhaust is
detrained at altitudes above the primary wake (Gerz et al., 1998). To avoid measuring particles that
sublimate in the descending primary wake, we focused our measurements on flight altitudes in the
secondary wake at +96/–48 m vertical distance to the engine of the A350 aircraft. For this purpose,
particle size distributions (PSDs) of single encounters of contrails formed on Jet A-1 emissions are
viewed depending on the difference of detection altitude and emission altitude (Δz) and are shown
in Fig. 5.8. For the analysis of ice particle size distributions, we concentrate on contrail encounters
from Jet A-1 emissions, as a larger Δz is covered and no significant differences in size distribution
can be attributed to the different fuels. Due to a better size resolution, we focus on CAS PSDs under
ice-supersaturated conditions.

For this study, a mean PSD is calculated for every contrail encounter, and the corresponding mean
Δz is indicated as a color in Fig. 5.8a. The PSDs are normalized to the respective size bin with the
highest number concentration in order to be able to compare size ratios independent of absolute
number concentrations. As ice particle sizes in contrails a few minutes old are typically below 10

𝜇m and the contribution of larger ice particles was negligible, the PSDs are shown for sizes up
to 10 𝜇m. On the y axis is the number concentration normalized to the logarithmic width of the
respective size bin, which allows comparison of concentrations over various bin widths. While the
majority of the ice particle sizes lie in the range of 1.3 to 2.5 𝜇m, ice particles with sizes below 1.3

𝜇m down to 0.66 𝜇m are henceforth classified as "small", and ice particles with sizes above 2.5 𝜇m
up to 8.2 𝜇m are classified as "large". The highest concentration of small ice particles is measured in
contrails encountered at large negative distances and hence below the emission altitude, and this
concentration gradually decreases with increasing Δz. To illustrate this more clearly, the bins of
the respective small and large ice particle size areas are summed up for every contrail encounter.
These normalized distributions are plotted against the respective Δz in Fig. 5.8b and facilitate in
relating small ice particle size concentrations to large ice particle size concentrations. Relative
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to the bin with the highest concentration, there are many small and few large particles for low
altitudes below the emission altitude. The share of small ice particles decreases with growing Δz,
while the share of large ice particles grows.

Figure 5.8: Ice particle size distributions (PSDs) of contrail crossings from Jet A-1 emissions mea-
sured by the CAS-DPOL instrument. The color bar shows the difference between the detection altitude
and the emission altitude (Δz) in meters with positive values (negative values) defined as detected
above (below) the emission altitude. Panel (a) shows the PSDs in number concentrations per loga-
rithmic bin width normalized to the bin with the highest concentration. Bins are classified as "small"
sizes and "large" sizes and are marked as such. Panel (b) shows the summed bins of small and
large particle sizes of the normalized PSDs versus Δz. Gray lines are fits of the exponential function
𝑓 (𝑥) = 𝑎 ⋅ 𝑏

𝑥
+ 𝑐, with 𝑎, 𝑏 , and 𝑐 being the variable parameters in order to illustrate the trends.

Source: Märkl et al. (2024). Scientific color map: batlow (Crameri et al., 2020; Crameri, 2021).

From this analysis it becomes clear that, in this case, more small ice particles are found below
the emission altitude, while the occurrence of large ice particles grows with increasing Δz within
the secondary wake. Ice particles detected at different Δz have experienced different temperatures
and humidity values along their trajectories from formation of ice in the jet phase and subsequent
vortex processing, leading to the variations in ice particle size distributions. This variability in
PSD shapes leads to various degrees of deviations from lognormal distributions, with the PSD at
the lowestΔz having the largest deviation. While there is no discernible trend of the AEI depending
on Δz for RHi > 100%, there appears to be a linear reduction in the total ice particle concentration
with growing Δz when the summed dN/dlogD of all the bins is regarded as shown in Fig. 5.9."
(Märkl et al., 2024)
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Figure 5.9: Summed bin-normalized number concen-
trations dN/dlogD of all sizes from contrail encounters
shown in Fig. 5.8 together with a linear fit function in
gray. Source: Märkl et al. (2024)

"The values are calculated to illustrate trends
in the shown particle size distributions also
given in dN/dlogD and do not reflect the ab-
solute number concentrations 𝑁 . The trend
of growing ice particle number concentrations
with smaller Δz is indicated by a linear fit func-
tion in gray." (Märkl et al., 2024) "The measure-
ments thereby confirm simulations by Paugam
et al. (2010) that are discussed by Paoli and
Shariff (2016), which predict the locations of
the largest ice crystals at the top of the sec-
ondary wake. There, fewer particles compete
for the available water vapor, thereby allow-
ing the growth of larger particles, while wa-
ter vapor is distributed among more particles
at the higher ice crystal number concentrations
found at lower Δz, resulting in smaller ice crys-

tals. Unterstrasser (2014) finds from LES that number concentration distributions in the vertical
contrail profiles of 5 min old contrails are non-symmetrical, with concentrations decreasing more
rapidly for altitudes above the emission level compared to altitudes below the emission level. Simi-
lar results were found in the observations (Jeßberger et al., 2013; Schumann et al., 2013). Consistent
with these findings, we observe that total number concentrations are systematically lower for Δz ≥
40 m. We find contrail ice crystals up to 96 m above the flight altitude of the source aircraft, which
can be explained by uplift of ice crystals in the secondary wake and the primary vortex caused by
vertical oscillation of the plume interacting with the stratified ambient atmosphere (Brunt-Väisälä
dynamics). In addition, the adiabatic increase in temperature during the vortex-related descent
contributes to the decrease in ice particle size with increasing distance below the emission alti-
tude.
The ice particle size distributions also show for most encounters in the secondary wake that very
small ice particles with sizes below 1 𝜇m contribute little to the total size distribution. Similar re-
sults are found by Voigt et al. (2021) for the semisynthetic jet fuel with lower AEI values, while
higher AEI values for Jet A-1 lead to smaller ice particle sizes due to more initial ice particles com-
peting for the same amount of water (ambient and from the engine) and thus stay smaller. As AEI
values for both fuels in ECLIF3 are even lower than AEI values of the semisynthetic jet fuel inves-
tigated in Voigt et al. (2021), the similar PSDs for Jet A-1, HEFA-SPK, and the semisynthetic jet fuel
are consistent with the conclusion of larger particles correlating with lower AEI values. Schumann
et al. (2013) investigate the EI profiles of trace gases, aerosols, and ice crystals in the normalized
wake vortex coordinates behind small, medium, and large aircraft. They found far higher ice parti-
cle concentrations in the upper contrail parts than in the descending primary vortex, while passive
tracers showed opposite trends. Their ice particle contrail profiles are similar to the present results
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for large ice particles shown in Fig. 5.8b." (Märkl et al., 2024)

5.2.5 Conclusions and outlook

This subsection is taken verbatim (figure, table, and equation numbers adapted) from Märkl et al.

(2024), except where modifications are indicated by square brackets.

"In the course of the ECLIF3 campaign, a measurement flight conducted in April 2021 was identi-
fied as having suitable conditions for a side-by-side comparison of contrail properties from 100%

HEFA-SPK sustainable aviation fuel and a conventional reference Jet A-1 fuel. During this flight, ice
crystals, together with the trace gasesCO2 andNO𝑦 , as well as aerosols andwater vapor, weremea-
sured in situ behind a long-range Airbus A350-941 equipped with latest-generation Rolls-Royce
Trent XWB-84 engines. Using data from the two forward-scattering laser spectrometers, CAS
and CAPS, on board the DLR Falcon research aircraft, apparent ice emission indices for the two
probed fuels were derived. Thereby, for similar atmospheric and engine operation conditions of
the preceding aircraft within a single flight, a reduction in the ice number concentrations of 56%
for near-zero aromatic and near-zero sulfur HEFA-SPK compared to Jet A-1 were observed, while
nonvolatile particle emissions were reduced by 35%. These reductions were found to depend on
the fuel composition. In particular, the lower sulfur content of the HEFA-SPK might explain the
stronger reduction in ice crystals compared to the soot reduction. Also, an influence of the engine
cycle, combustion parameters, combustor design, and atmospheric conditions becomes apparent
when comparing the ECLIF3 AEI to results from previous campaigns where an older IAE V2527
engine with higher soot particle emissions had been probed (Voigt et al., 2021). Fuel compositions
of Jet A-1 and SAF are variable in terms of their hydrogen, aromatic, and sulfur contents, which
impact particle emissions and should be taken into account for the decision on strategies to reduce
the climate impact from aviation by the use of sustainable aviation fuels. Also, cleaner jet fuel with
a naturally (or artificially achieved) low aromatic and naphthalene content as well as a low sulfur
content could reduce the contrail impact on climate.
Ice crystal particle size distributions were investigated for contrail encounters, and a clear depen-
dence of the particle size distribution on the difference of the detection altitude to the emission
altitude Δz was found. On average, larger particles were found up to 96 m above the emission
altitude and smaller particles below. In all the cases, the contrail ice crystals had equivalent spher-
ical diameters of 1.3 to 2.5 𝜇m. Here, the experimental data highlight the sensitivity of the ice
crystal size distribution to the location within the contrail. The contrail cirrus model CoCiP was
applied [by Ulrich Schumann] to compute apparent ice particle emission index values for fuels with
a higher hydrogen content and modeled soot emission indices with a one-dimensional Gaussian
plume mixing model. The computed AEI values show less variability compared to the measure-
ments but very similar median values. Hence, the model is able to capture the measured soot and
ice particle reductions based on the fuel hydrogen content parameterization.
In order to assess the mitigation potential of the climate impact from contrails by the use of 100%
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SAF, [Ulrike Burkhardt and Cornelius Weiß-Rehm] performed global model simulations by ap-
plying experimentally derived ice particle reductions. The results suggest a reduction of approx-
imately 26 % in contrail radiative forcing for a 60 % reduction in soot number concentrations by
the use of 100 % SAF applied to the global fleet average for the year 2018. These reductions are
slightly lower than previous model predictions (Burkhardt et al., 2018; Teoh et al., 2022b) but are
well within model uncertainties for contrail radiative forcing. Absolute reductions were largest
over the main air traffic areas of Europe and the USA, with slightly lower reductions over the
southern parts of the main air traffic areas. Contrail cirrus coverage was predominantly reduced
downwind of the main air traffic areas, which primarily contain aged contrail cirrus, in line with
a reduction in the contrail cirrus lifetimes (Burkhardt et al., 2018).
The in situ measurements of contrails at cruise altitudes in a narrow range of atmospheric, engine,
and measurement conditions within a single flight provide insight into the potential benefits of
the use of 100 % SAF compared to fossil Jet A-1 fuels under cruise conditions for the current fleet.
Variations of external conditions such as temperature or relative humidity are expected to have
an influence on the AEI, and future studies are needed to systematically quantify the influence of
fuels on nvPM and ice emissions under various conditions. While measured HEFA-SPK provides
a benefit regarding the climate impact from contrails, the total climate benefit of different type of
SAFs depends on the method of fuel production and the type of SAF used. In addition, the aromatic
composition of the kerosene plays a role. With currently limited quantities and higher monetary
costs of SAF compared to fossil fuels, one approach could be to preferentially replace the "dirtier"
Jet A-1 fuels containing high naphthalene, aromatics, and sulfur content with SAF. Another ap-
proach could be to try to achieve a "cleaner" Jet A-1, pending increased availability of SAF. Further,
approaches such as intelligent rerouting of flights together with targeted use of SAFs on routes
with a high probability of persistent contrails could be pathways to maximize effectiveness as long
as SAF is a limited resource (Burkhardt et al., 2018; Teoh et al., 2022b). Finally, a complete life-
cycle analysis is necessary for every individual fuel in order to evaluate its CO2 footprint and its
non-CO2 effects in order to assess a flight’s total climate impact." (Märkl et al., 2024)
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Chapter 6
Contrails from lean-burn engines

Large in-situ campaigns such as the VOLCAN project involve many people contributing in a number of

ways and parts of their contributions are shown in this chapter. A detailed statement of contributions

can be found in Contributions to this study after chapter 7.

In the previous chapter it was shown that the use of 100 % SAF in RQL-type combustors can lead to
a reduction in contrail ice particle formation. Modern lean-burn aircraft engines are designed for
increased fuel efficiency and lower NOx and soot emissions (Liu et al., 2017). In this chapter, the
effect of these lean-burn combustors on contrail ice particle formation with the use of conventional
jet fuel and SAF will be explored. This way, the formulated research questions RQ2 (can lean-
burn combustors reduce contrail ice particle numbers?) and RQ3 (does SAF reduce contrail ice
particle numbers in lean-burn combustors?) are addressed. The basis of this analysis are the in-
situ measurements conducted in the course of the VOLCAN campaigns.

6.1Measurements of lean-burn emissions and contrails

The NEOFUELS/VOLCAN (VOL avec Carburants Alternatifs Nouveaux) projects are a German-
French cooperation with partners including DLR, Airbus, and Safran Aircraft Engines aimed at
investigating the impact of sustainable aviation fuels and modern aircraft engines on aircraft emis-
sions and climate. Previous in-situ flight campaigns, especially the ECLIF campaign series, built a
strong foundation of expertise and knowledge within the DLR cloud physics research group. With
this foundation, the VOLCAN campaign aims to expand the understanding of particle emissions
and contrail formation to modern lean-burn aircraft engines as opposed to conventional rich-burn
combustors. These types of engines are of particular interest to the formation of contrails as they
are designed for increased fuel efficiency and lower NOx and soot emissions (Liu et al., 2017).
Strongly reduced soot emissions are predicted to lead to similarly high contrail ice particle for-
mation at cold temperatures but a strong reduction at temperatures close to TSA (Kärcher, 2018).
Aerosol emissions and contrail formation of lean-burn combustors in-flight have so far not been
investigated and therefore take a central position in the VOLCAN studies.
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The project consists of two campaign parts, with the first part, VOLCAN1, taking place in Novem-
ber 2021, and the second part, VOLCAN2, taking place in February and March 2023. In both cam-
paign parts, Airbus flight test aircraft of the A320neo family operated by Airbus flight test crew
served as emission source aircraft. An A319neo was employed during VOLCAN1 and an A321neo
during VOLCAN2. Both aircraft are shown in-flight in Figure 6.1 as viewed from the DLR Falcon
research aircraft. Newest generation CFM LEAP-1A lean-burn engines were installed in both air-
craft. A series of alternative fuels was combusted at either lean-burn, rich-burn or a split mode
combustion modes, which were achieved through Full Authority Digital Engine Control (FADEC)
adjustments. In order to achieve the overarching goal of measuring emitted trace gases, water
vapor, nonvolatile and volatile particulate aerosols and contrail ice particles, the DLR-operated
Dassault Falcon research aircraft was used as measurement platform to chase the source aircraft.
Two distance regimes between the two aircraft were probed. Near-field measurements took place
as close as approximately 100 m behind the emission aircraft. This way, high concentration particle
and trace gas emissions could be probed almost directly after emission without the influence of ice
particle formation. Far-field measurements on the other hand were taken in contrails in the age
range from 24-158 s, corresponding to mean aircraft distances of 6-35 km. Far-field observations
allow probing of contrails in relatively stable conditions and are therefore the primary focus in
this work of contrail ice particle studies. In the following, the used fuels, test points, measurement
areas and measurement conditions will be presented for the individual campaign parts.

Figure 6.1: Source flight test aircraft during the VOLCAN campaigns as viewed from the DLR
Falcon research aircraft. (left panel) Airbus A319neo used during VOLCAN1 and (right panel) Airbus
A321neo used during VOLCAN2, each equipped with CFM LEAP-1A lean-burn engines.

6.1.1 VOLCAN1

In the course of the first campaign within the VOLCAN project in November 2021, a series of
near-field and far-field formation flights were conducted off the French Atlantic coast. An Airbus
A319neo (D-AVWA) equipped with CFM LEAP-1A engines was the subject of investigation during
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the measurements (Figure 6.1 left panel). A custom-processed Jet A-1 fuel (HT-fuel) was combusted
and compared to a conventional Jet A-1 fuel as reference while the LEAP-1A engine was operated
either in lean-burn or a forced rich-burn mode via FADEC adjustments. The forced rich-burn mode
is not the default combustionmode under the conditions it was operated in during the chase flights.
Therefore, this forced rich-burn mode was set via FADEC adjustments for the cruise velocities
needed during chase flights. Nonetheless, this combustion mode will henceforth be referred to
simply as "rich-burn" for the sake of readability.

Table 6.1: Overview of far-field contrail flights during the 2021 VOLCAN1 campaign.
Flight
Number Date Area Type of

flight
Fuel and combustion mode
lean-burn rich-burn

09 17.11. Bordeaux,
Atlantic Contrails Jet A-1

13 24.11. Bordeaux,
Atlantic Contrails Jet A-1 Jet A-1

14 25.11. Bordeaux,
Atlantic Contrails HT-fuel HT-fuel

15 27.11. Bordeaux,
Atlantic

Contrails,
Emissions Jet A-1

emptyline

Figure 6.2: Overview of DLR Falcon flight paths of the four far-field contrail flights during the
VOLCAN1 campaign. The brackets denote the flight date in the year 2021. Note that flights 13, 14, and
15 were combined flights of the VOLCAN1 and ECLIF3 Q4 campaigns. Map data fromOpenStreetMap
(https://www.openstreetmap.org/copyright/en).
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Table 6.1 shows outline data of the far-field flights and the fuels and combustion modes covered.
Additionally, three near-field flights were performed, where Flight 15 was a combined near-field
and far-field flight. All far-field flights took place in the Bordeaux, Atlantic area as can be seen
from the DLR Falcon flight paths shown in Figure 6.2. Atmospheric conditions, flight levels, and
engine parameters are discussed in detail in sections 6.2 and 6.4. While the DLR Falcon took off
from Nantes airport (ICAO: LFRS) for flight 09, and from Toulouse Blagnac (ICAO: LFBO) for the
other three far-field flights, the emission source aircraft A319neo (paths not shown) took off from
Toulouse Blagnac for all four far-field flights. Figure 6.2 clearly shows the racetrack pattern flown
in either North-South or East-West directions. As was the case during the ECLIF3 campaign, the
exact flight patterns and routes were chosen due to a combination of factors, including airspace
restrictions from ATC, predicted contrail forming areas, and on-site evaluation of contrail visibility
and conditions for contrail probing such as discernability of primary and secondary wakes.

During the campaign, a HEFA fuel and a HT-fuel were investigated and compared to a reference
Jet A-1, while for far-field contrail measurements, only the HT-fuel and the Jet A-1 were available.
The HT-fuel was originally a Jet A-1 fuel (different from the reference Jet A-1) that was processed
specially for the project to reduce the aromatics, naphthalene, and sulfur content, as is detailed in
Table 6.2. The performed processing greatly reduced fuel constituents typically responsible for soot
and contrail ice particle formation while at the same time keeping the common fossil origin H:C
mole fraction ratio of both fuels very similar. This provides an interesting case for fuel comparison
in rich- and lean-burn combustion conditions and the effects are discussed in detail in section 6.3.

Table 6.2: Properties of fuels used during VOLCAN1 far-field measurements.
unit Jet A-1 HT-fuel

Fuel composition % 100 100
Aromatics (ASTM D6379)∗ vol% 13.1 0.5∗
Naphthalenes (ASTM D1840) vol% 0.37 < 0.08
Hydrogen content (ASTM D3701) mass% 14.23 14.4
Carbon content∗∗ mass% 85.77 85.60
H:C mole fraction ratio 1.98 2.00
EICO2 g/kg 3144 3138
Sulfur Total (ASTM D5453) mass% 0.0138 0.0003
EIH2O g/kg 1.27 1.28
Combustion heat Qfuel MJ/kg 43.39 43.51
* Aromatics content of HT-fuel is determined by methods ASTM D2549 and ASTM D2425
due to the contents being below the ASTM D6379 detection limits.
**Carbon content based on the difference between 100% and hydrogen and sulfur content

6.1.2 VOLCAN2

The VOLCAN project was continued in February and March of 2023 with the second campaign
part, VOLCAN2. Again, a series of formation flights consisting of nine far-field contrail flights and
six near-field emission measurement flights were conducted. As for VOLCAN1, the DLR Falcon
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served as research aircraft with the same suite of instrumentation. The emission source aircraft
during VOLCAN2 was an Airbus A321neo (D-AVZO) as seen in the right panel of Figure 6.1. VOL-
CAN2 aims at expanding and consolidating the initial findings of VOLCAN1. This was achieved
by systematically surveying a larger range of atmospheric conditions for a greater number of fuels.
Additionally, as in VOLCAN1, engine combustionmodes were varied between lean-burn, rich-burn
or an intermediate split-mode via FADEC adjustments.

Table 6.3: Overview of far-field contrail flights during the 2023 VOLCAN2 campaign. Jet-A1 con1,
Jet-A1 con2, HEFA con1, and Jet-A1 con2 were fuels contaminated with HEFA or Jet A-1 respectively.
Details of fuel properties can be found in Table 6.4
Flight
Number Date Area Type of

flight
Fuel and combustion mode

lean-burn rich-burn split

02 25.02. Mediterranean Contrails Jet A-1 con1 Jet A-1 con1
HEFA con1 HEFA con1

04 02.03. Bordeaux,
Atlantic Contrails Jet A-1 con2 Jet A-1 con2

HEFA con2 HEFA con2

08 09.03. Bordeaux,
Atlantic Contrails Jet A-1 Jet A-1 Jet A-1

09 10.03. Bordeaux,
Atlantic Contrails Jet A-1

SPK Low SPK Low

11 14.03. Bordeaux,
Atlantic Contrails Jet A-1

SPK Low SPK Low

16 18.03. Mediterranean Contrails Jet A-1 Jet A-1
SPK High SPK High

17 21.03. Mediterranean Contrails Jet A-1 Jet A-1 Jet A-1
SPK High

19 22.03. Brest, Atlantic Contrails Jet A-1 Jet A-1
HEFA HEFA

21 24.03. Mediterranean Contrails,
Emissions

Jet A-1
HEFA

A detailed overview of the carried out far-field contrail flights with investigated fuels and com-
bustion modes can be found in Table 6.3. Nine far-field contrail flights took place in February and
March 2023 in three measurement areas over France or off the French Atlantic coast. Thereby,
eight flights were exclusively contrail flights and Flight 21 had an additional near-field sequence
for the probing of emissions. In Figure 6.3, the three distinct measurement areas Brest/Atlantic in
the Northwest (Flight 19), Bordeaux/Atlantic in the Southwest (Flights 04, 08, 09, 11), and Mediter-
ranean in the South (Flights 02, 16, 17, 21) can be seen. As in VOLCAN1, racetrack patterns were
flown where possible, with the exact path again determined by several factors as described in Sec-
tion 6.1.1.

For the VOLCAN2 campaign part, a total of eight different fuels was investigated, of which four
were pure fuels. A detailed overview of these fuels and their most important properties is given in
Table 6.4. The HEFA fuel was the fuel with lowest content in aromatics, naphthalene and sulfur. In
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Figure 6.3: Overview of DLR Falcon flight paths from the nine far-field contrail flights during
the VOLCAN2 campaign. The brackets denote the flight date in the year 2023. Map data from
OpenStreetMap (https://www.openstreetmap.org/copyright/en). Note: A similar map has been shown
by Jonas Schmidt (formerly DLR IPA) in his master’s thesis (Schmidt, 2023).

order to be able to conduct a systematic series on the influence of aromatics on particle and contrail
ice formation, aromatics were added to the HEFA fuel. This resulted in two fuels with extremely
low sulfur and naphthalene content. One fuel had a low aromatic content (SPK Low) and the other
a high aromatic content (SPK High). A conventional Jet A-1 served as reference fuel. However, due
to a refueling error at the beginning of the campaign, the formerly pure fuels in the aircraft tanks
were contaminated for the first set of flights. Therefore, involuntarily a set of blends of HEFA and
Jet A-1 were achieved which increased the number of fuels investigated. Four of these blends were
combusted during far-field flights and the resulting contrails probed. These fuels carry "con" (for
contaminated) in their designation and the fuels with the "con 1" ending were used during Flight
02 and fuels containing "con 2" were used during Flight 04. The exact fuel blending ratio can be
found in Table 6.4 under the fuel composition. An oddity resulting from this blending is that the
Jet A-1 con 1 fuel contained more HEFA than Jet A-1, although originally intended to be pure Jet
A-1.

Every contrail measurement flight is processed according to the methods described in chapter 4
to extract the findings on combustion modes and fuels discussed in the following sections. An
exemplary time series of the most important measured parameters during contrail measurement
flight 16 can be found in Figure 6.4. During that flight, SPKHigh fuel and Jet A-1 were combusted in
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6 Contrails from lean-burn engines

lean-burn and rich-burn combustionmodes as indicated at the top of the respective sections. Single
contrail encounters can be clearly discerned by the peak structures in ice particle concentrations
as well as in trace gas and aerosol concentrations. The horizontal dashed blue line indicates the
saturation threshold for RHi in the fourth row of the figure. Contrail encounters at supersaturated
conditions above this dashed line are considered for further processing. The last row shows that
the rich-burn combustion during this flight was measured at a higher flight level and therefore
lower temperatures compared to the lean-burn combustion section.

Figure 6.4: Time series of 1 Hz VOLCAN2 contrail flight F16 data during far-field measurement
sequences of Jet A-1 and SPK High fuel showing number concentrations of ice crystals larger than
at least 0.5 µm measured by the CAS (NCAS), CO2 and NOy mixing ratios, number concentrations of
nonvolatile particles > 14 nm (NnvPM) and of total particle concentrations (Ntotals), relative humidity
over ice (RHi) during the measurements with indicated saturation (dashed line), and the GPS altitude
of Falcon (AltGPS) with the Falcon-measured ambient temperature (Tamb).

6.2 Influence of combustion modes on AEI

This section will explore the effects of combustion modes in lean-burn engines on AEI and the
relationship to aerosols using observations from the VOLCAN1 andVOLCAN2 campaigns. For this,
far-field ice particle measurements will be compared to near-field aerosol emission measurements
in subsection 6.2.1. The statistical method described in section 4.7 is then applied to the ice particle
data set to investigate the influence of combustion mode on contrail ice crystal numbers on a

118



Influence of combustion modes on AEI

smaller scale. Finally, PSDs of combustion modes are compared.

6.2.1 Contrail formation on emitted aerosols

• How many ice crystals are activated in the low-soot emission regime?

• Is there a dependence of total particles (volatile and non-volatile) on ice crystal numbers?

The work by Kärcher (2018) describes expected ice crystal number emission indices vs. number
emission indices of emitted soot particles as predicted by the parcel model described in Kärcher
and Yu (2009). Expected AEI for the soot emission range from 10

12
kg

−1 to 10
16

kg
−1 are shown

for two different cases of ambient conditions (see Figure 1.2). This range of soot EI roughly spans
the soot emission indices expected from lean-burn engines and classical rich-burn engines and is
therefore a well suited representation for discussing measurements of the VOLCAN1 and VOL-
CAN2 campaigns.
For temperatures close to the Schmidt-Appleman contrail formation threshold, the lower boundary
of expected AEI is shown in Figure 6.5 (a). In this case, only a fraction of emitted soot particles is
activated with a nearly linear dependence for nvPM EI above approximately 1014 kg−1. Below that
value, the model expects soot activation to further decrease and approach a lower limit defined by
ambient aerosol concentration (Kärcher and Yu, 2009; Kärcher, 2018). For ambient temperatures
12 K below TSA, the upper boundary of expected AEI (Kärcher, 2018) is formed as shown in Figure
6.5 (a). Under such conditions, soot particle activation levels are much higher so that ice particle
numbers have a nearly 1:1 relationship to soot particle numbers in the high soot regime. For the
low soot case below approximately 10

14
kg

−1 nvPM EI, the model predicts activation of UAPs so
that AEI are able to reach levels similar to those in the soot-rich regime. In this type of represen-
tation, far-field AEI from the VOLCAN1 and 2 campaigns and near-field nvPM EI measured from
forced rich-burn combustion are added in Figure 6.5 (b). Hereby, all far-field ice particle measure-
ments from fuels with corresponding near-field measurements were used and small symbols in the
figure represent single contrail encounters while the large symbols represent median AEI for ΔTSA

bins as described in subsection 4.7. This variability in ΔTSA leads to the spread in AEI along the
y-axis, as is expected from the relationships between AEI and ΔTSA described in section 6.4. The
forced rich-burn data points span and exceed the range predicted by the model (Kärcher and Yu,
2009; Kärcher, 2018) and similar soot particle emissions are measured as for a RQL-type combustor
discussed in chapter 5.
In the same manner, far-field contrail ice particle AEI and near-field nvPM EI are added to this type
of representation in Figure 6.5 (c). nvPM EI lie in the range between 10

11
kg

−1 to 10
12
kg

−1 There-
fore, a reduction of approximately three orders of magnitude can be observed for nvPM emissions
when operating the LEAP-1A engine in the default lean-burn mode compared to the forced rich-
burn combustion mode.
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6 Contrails from lean-burn engines

Median AEI on the other hand span from approximately 6×1013 kg−1 to 2×1015 kg−1 for lean-burn
combustion and from 1×10

14
kg

−1 to 2×1015 kg−1 for the forced rich-burnmode. AEI therefore span
a similar range for the two combustion modes so that the reduction in nvPM does not translate
into similar reductions for contrail ice particles.

Figure 6.5: (a) Upper (far below TSA) and lower (close to TSA) expected AEI boundaries based on
Kärcher (2018) for nvPM. Far-field VOLCAN1 and 2 contrail AEI (only CAS-DPOL) shown against
near-field nvPM EI for (b) fored rich-burn combustion mode and (c) lean-burn together with forced
rich-burn combustion mode. Small symbols are single contrail encounters while large symbols rep-
resent median AEI values in 1 K ΔTSA range bins as described in section 4.7.

AEI and near-field total particle EIs of the lean-burn and forced rich-burn combustion mode are
shown together in Figure 6.6. This representation reveals that total particle emissions are also not
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Influence of combustion modes on AEI

affected on the order of magnitude scale by the different combustion modes as the range of total
particle EI for the forced rich-burn mode lies completely within the range of the lean-burn mode.
Instead, a correlation is found between AEI and near-field total particle EIs for both combustion
modes. The 1:1 line and 1:1 line factored by 10

−1 almost completely envelope the total particle EI
and AEI for both combustion modes. In the rich-burn mode, near-field nvPM EI are approximately
30 % to 53 % of total particle EI, depending on the fuel. In the lean-burn mode however, the share
ranges from approximately 0.02 % to 0.12 %. This means that while a large number of soot particles
is available for ice particle nucleation in the rich-burn mode, the vast majority of emitted particles
in the lean-burn mode must be volatile or other types of particles not detected as nvPM, such as
engine oil or chemi-ions. While nvPM numbers are on the scale of ice particle numbers for the
rich-burn combustion mode, particles other than nvPM must be activated to ice particles in the
lean-burn combustion mode. The particle types in question for nucleation will be discussed in
section 6.6.

Figure 6.6: Far-field VOLCAN1 and 2 contrail AEI (only CAS-DPOL) shown against near-field total
particle EI for fored rich-burn and lean-burn combustion modes. Dashed lines represent the 1:1 line
and the 1:1 line factored by 10

−1. Small symbols are single contrail encounters while large symbols
represent median AEI values in 1 K ΔTSA range bins as described in section 4.7.

It is important to note that due to the nature of comparing far-field with near-field measurements,
the shown relationships between AEI and aerosol EI do not stem from simultaneous measurements
and therefore combustor conditions and ambient conditions are not the same. Also, the rigorous
narrowing down of ambient conditions by the domainmethod described in section 4.7 has not been
applied for the data shown against near-field aerosol EIs. These relationships are therefore to be
seen as approximations on the order of magnitude scale and should not be used to draw conclusions
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6 Contrails from lean-burn engines

on the effect of different fuels on AEI. Figures showing far-field AEI against near-field nvPM for
the VOLCAN1 and 2 campaigns separately and resolved by fuels can be found in Figures A1 and
A2 in Appendix A. The behavior of nvPM and total particle EI and of AEI between rich-burn and
lean-burn combustion modes is consistent between the VOLCAN1 and VOLCAN2 campaigns and
the emission indices span similar ranges. While the LEAP-1A engine type was used during both
campaigns, the individual engines were mounted on different aircraft and had different ages and
maintenance cycles. Therefore, the comparison of results from these two campaign parts confirms
that the high number of contrail ice particles in the lean-burn mode is achieved independently of
the aforementioned variabilites of engine lifecycle conditions, different individual engines, and the
large range of spanned ambient conditions.
The comparison of far-field AEI with near-field aerosol EI and also the grouping together of data
measured at a large range of ambient conditions is well suited to draw conclusions on the order
of magnitude scale. However, conclusions on the effects of the different fuels and also possible
smaller-scale effects of combustion modes on contrail ice particle formation is not possible from
this approach. In order to achieve deeper insights into effects of combustion mode on a smaller
scale, a statistical approach will be applied in the following subsection.

Addressing the initially formulated research questions at the beginning of section 6.2, the following
summarized answers can be stated:

• Large reductions in soot during lean-burn combustion do not translate to the same
reductions of contrail ice particles. Instead, similar amounts of ice crystals are
found in low-soot conditions as in high-soot conditions.

• Contrail ice crystal numbers correlate with total particle emissions in the low-soot
and high-soot regime. The partitioning between volatile and non-volatile particles
plays a secondary role.

6.2.2 Statistical analysis of combustion mode effects on contrail ice particles

The large range of ambient conditions present during the VOLCAN campaigns necessitates the
method of data structuring by domains as described in section 4.7 in order to reveal possible
smaller-scale effects of combustion modes on contrail ice particle formation. The domains defined
in section 4.7 allow the comparison of fuel and combustion mode effects by reducing the parameter
space to the mutually linearly dependent RHi or ΔTSA. In this section, the relevant domains will
be explored to extract findings regarding the effect of combustion mode on contrail ice particle
number and properties. For this, six domains have been identified in VOLCAN2 and two domains
in VOLCAN1 from which combustion mode comparisons can be conducted. These are listed in
Table 6.5 where for each domain, at least one comparison of combustion modes is possible with a
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single fuel. It needs to be kept in mind that each domain originates from a different set of ambient
conditions and represents a case study in itself. Three metrics are used to evaluate the comparison
between combustion modes for a single fuel, beginning with the normalized difference between
compared fuel and combustion mode combination to the chosen reference. This value states the
mean difference between the two compared fuel and combustion mode combinations from the
four different data grouping approaches, namely from RHi binning (RHi), alternative RHi binning
(RHi a), ΔTSA binning (ΔTSA), and alternative ΔTSA binning (ΔTSA a). Correspondingly, a Mann-
Whitney U Rank Test p-value and statistical weight for each data grouping is given to assess the
significance and to evaluate the validity of the normalized differences. In order to be able to assess
the possible reasons for high p-values, the statistical weights are given. A high weight indicates
a large number of data of the two compared fuel-combustion modes in same bins and therefore a
good sample size for statistically relevant conclusions.

Within the six P-T domains, nine different comparisons on five different fuels can be made regard-
ing three combustion modes. From Table 6.5, the normalized mean differences to the respective
references can be extracted. Comparing lean-burn conditions to rich-burn conditions yields dif-
ferences from -36 % to +67 % and comparisons to split combustion conditions yields differences
from -35 % to + 12 %. At first glance, some of these differences may appear large and could thereby
suggest a strong effect of the combustion mode on contrail ice formation. For example, a 67 %
increase in contrail ice particles for lean-burn combustion compared to rich-burn combustion in
domain 9.6 could appear as a surprisingly large increase, especially when keeping the large nvPM
EI reductions in the near-field in mind.
However, to properly evaluate these differences, the Mann-Whitney U test p-values and statistical
weights for the respective comparison come into use. It quickly becomes apparent that there is not
one single combustion mode comparison where all four p-values indicate statistically significant
differences. For one comparison of the contaminated HEFA_con2 fuel in domain 1.3 and the VOL-
CAN1 comparison in domain 1.1, three of the p-values lie below the threshold, while one of them
lies above. For the HEFA comparison of domain 6.3 and for domain 7.3, one of the p-values lies
below the significance threshold. This means that for seven of the eleven comparisons, it can be
stated that the differences of the normalized AEI are not statistically significant and for four of the
comparisons the statistical significance of the lean-burn AEI compared to rich-burn is inconclu-
sive. The fact that variability can be seen in the p-values for different binning methods shows that
results can be sensitive to the way they are grouped depending on ambient conditions and high-
lights the need to consider the totality of different binning possibilities to achieve robust results.
Using the method of four different binnings, the results of normalized differences have a high level
of confidence where all four p-values are conclusive, while fringe cases yielding different p-values
for different binnings would likely lead to misinterpretation of results if only one binning method
were used.
The statistical weights in Table 6.5 are heat map color coded with low values colored in lighter
shades of blue and higher values colored in darker shades of blue. For example, the statistical
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Table 6.5: Overview of results from combustion mode comparisons based on P-T domains. Defined
are the reference fuel-combustion mode together with the compared fuel-combustion mode and the
resulting difference of normalized mean values. For p-values and statistical weights according to the
definition in subsection 4.7, four values are given respectively, where each value is obtained either
from relative humidity binning (RHi), alternative relative humidity binning (RHi a), ΔTSA binning
(ΔTSA), or alternative ΔTSA binning (ΔTSA a). p-values that fall below the statistical significance
threshold of 0.05 are marked in green while p-values above the threshold are marked in red. Statistical
weights are marked by a heat map where low weights have lighter coloring and higher weights a
darker coloring. Note that CAS-DPOL and CAPS-DPOL data is used for VOLCAN1 domains.

P-T
Domain

Ref. fuel
comb. mode

Compared
fuel comb.
mode

Norm.
diff. to
ref.

p-values stat. weights
RHi RHi a RHi RHi a
ΔTSA ΔTSA a ΔTSA ΔTSA a

VOLCAN2

1.3

HEFA_con2
rich

HEFA_con2
lean -24 % 0.013 0.045 63 59

0.01 0.068 153 191
Jet A-1_con2

rich
Jet A-1_con2

lean +12 % 0.052 0.062 51 57
0.14 0.258 165 153

3.2 SPK Low
rich

SPK Low
lean -30 % 0.242 0.569 99 66

0.400 0.474 140 170

4.4
Jet A-1 split Jet A-1 lean +12 % 0.495 0.700 126 109

0.495 0.781 192 270

Jet A-1 split Jet A-1 rich -6 % 0.638 0.646 154 112
0.671 0.669 182 162

6.3
Jet A-1 rich Jet A-1 lean -3 % 0.320 0.708 92 118

0.189 0.560 275 330

HEFA rich HEFA lean +12 % 0.573 0.956 45 43
0.014 0.213 116 109

7.3 Jet A-1 split Jet A-1 rich -35 % 0.232 0.075 25 28
0.038 0.091 75 63

9.6 SPK Low
rich

SPK Low
lean +67 % 0.286 0.537 20 9

0.286 0.571 6 15
VOLCAN1

1.1 HT-fuel rich HT-fuel lean -36 % 0.003 0.001 32 36
0.005 0.115 60 40

2.2 Jet A-1 rich Jet A-1 lean +5 % 0.165 0.428 244 204
0.734 0.316 672 804
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weights are the lowest for the comparison in domain 9.6 where the largest difference between lean-
burn and rich-burn was found. Therefore, the likely reason for the high p-values are a low number
of compared data points. On the other hand, comparisons with very high statistical weights, (e.g.
domain 6.3 Jet A-1 or domain 4.4) yield relatively small normalized differences between the com-
bustion modes with additionally high p-values.
In conclusion for contrail ice particles, there was not one combustion mode comparison which
yielded unambiguously statistically significant differences. When comparing combustion modes,
this means that either, similar ranges of AEI are found, or that the statistical sample size is not
sufficient to draw reliable conclusions. It also has to be kept in mind that in this study, contrail
ice particle concentrations were measured in far-field conditions where the emissions from both
engines were mixed. As will be shown in section 6.6, the two engines used during VOLCAN2 did
not have the same emissions characteristics. Therefore despite these results, it can not be excluded
that the combustion mode could have an effect on contrail ice particle formation and further mea-
surements are needed to corroborate the findings of this study.
It can therefore be concluded:
The engine combustion mode has no statistically significant systematic influence on the
ranges of contrail AEIs independent of the used fuel in the investigated engine/aircraft
configurations.

6.2.3 Size distributions depending on combustion mode

Contrail ice particle numbers from lean-burn combustion were shown to be similar to rich-burn
combustion. As significantly differing size distributions have been shown to arise from reductions
in AEI (Voigt et al., 2021), similar PSDs would be expected for different combustion modes if no
significant differences are found for AEI.
In order to confirm this expectation, PSDs of possible comparisons have been compiled for every
P-T domain and resolved for every contrail encounter by ΔTSA and RHi. These PSDs are normal-
ized to their respective bin with highest concentration for every plume encounter to be able to
compare changes in PSD independent of absolute number concentration. By resolving ΔTSA as a
color gradient for every contrail encounter, it can be seen that the size distributions are sensitive
to this parameters. P-T domain 4.4 has been chosen to illustrate the effect of combustion mode on
PSD as all three combustion modes are covered.
In Figure A6 in Appendix A for example, it can be clearly seen that conditions at higher ΔTSA

temperatures produce PSDs with more small particles and less larger particles, where small parti-
cles are defined as particles with sizes below the highest bin (< approx. 1.5 µm) and large particles
as particles larger than approximately 1.5 µm. This is indicated by the highest concentrations
of small particles for the pink curves which are also the lowest for larger sizes and an inverse
relationship for the darker blue curves. Similarly, when resolving RHi as shown in Figure A7 in
Appendix A, the pink curves for high humidity indicate a low number of small particles and a
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higher number of larger particles, while less humid conditions lead to more small particles and
less larger particles. These relationships indicate that for higher levels of supersaturation, more
water vapor can condense to grow larger ice particles.
Compared to the PSDs shown for the ECLIF3 measurements in subsection 5.2.4, Δ𝑧 plays a sec-
ondary role in the PSDs compiled for the VOLCAN campaings. This is largely due to the large
variation in ΔTSA and RHi found during the VOLCAN campaigns while the ECLIF3 measurements
were taken in very similar humidities and temperatures. These variations in RHi and ΔTSA dom-
inate the PSD shape but other influences like Δ𝑧 could play a role when RHi and ΔTSA are kept
constant.

Figure 6.7: PSDs from P-T domain 4.4 from Jet A-1 combustion for the three combustion modes
(a, d, g) lean-burn, (b, e, h) split, and (c, f, i) rich-burn. Conditions are narrowed to (a, b, c) high
humidity (115 - 120 %), (d, e, f) medium humidity (110 - 115 %) and (g, h, i) low humidity (100 - 105
%) and resolved by ΔTSA represented by a color gradient (Crameri et al., 2020; Crameri, 2021). Note:
Not filtered for uncertainty or correlation.

In order to be able to attribute changes in PSD to the combustion mode and not to ambient con-
ditions, these ambient conditions need to be narrowed down. For this, a case study is discussed
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in the following where the Jet A-1 PSDs for lean-burn, split mode, and rich-burn are compared
from P-T domain 4.4, as all three combustion modes can be compared in this domain. These PSDs
are shown resolved by combustion mode in three columns and narrowed to ranges of similar hu-
midity in three rows in Figure 6.7. The highest concentrations of nearly all PSDs are found in
the range between 1.1 µm to 4.4 µm with variations in the ratio of smaller particles (< 1.1 µm) to
larger particles (> 4.4 µm). For example, in panels (d), (g), or (i) it can be seen that a variation in
particle size ratios is found depending on ΔTSA. Lower ΔTSA values (darker colors) are correlated
with a higher number of small particles and a smaller number of large particles, while higher ΔTSA

values lead to an inverse relationship. However, there are also cases where the variation in PSDs
cannot be attributed to the variation in ΔTSA, for example in panel (b). Here, the majority of PSDs
is very similar with a small number of small particles while one PSD shows a higher number of
small particles and less larger particles. This effect can also be found in other instances, such as in
panels (d), (f), (g), or (i). As there is not always a correlation of these outliers to ΔTSA, it appears
likely that another factor besides ΔTSA or RHi has a major influence on the shape of PSDs. Further
conditions for which an influence on PSD shape appear reasonable include Δ𝑧, the contrail age
or the correlation between ice number concentration and trace gas concentration (effectively the
homogeneity of contrail sampling). For these parameters, no clear trend could be found which
could explain the trend in small to large particle size ratios.

It was however found that to a certain extent, these outliers of higher small particle concentrations
correlate with the occurrence of large background particles measured by the CIP instrument for
particle sizes larger than 12.5 µm. These particles were found to cover a large range of sizes from
the lower CIP detection limit of 12.5 µm to several hundred µm. The measurement strategy in-
volved probing contrails close to the upper boundary of cirrus clouds where visibility of contrails
was assured and humidity was high as well to allow contrail formation. This probing position could
also explain the occurrence of smaller cirrus particles around 100 µm in size. To investigate the
influence of these background cirrus particles on PSD shapes, contrail encounters where the CIP
instrument measured particle concentrations above 0.5 cm

−3 were filtered out to isolate contrail
encounters without a significant cirrus background. These filtered PSDs are arranged analogously
to Figure 6.7 in Figure 6.8. Without the presence of cirrus background particles, the outliers of
many small particles in panels (b), (d), and (g) disappear. This could be an indication that nucle-
ated contrail ice particles compete for water vapor with the preexisting larger cirrus background
particles, thereby inhibiting contrail ice particle growth and leading to a relatively high number
of small ice particles. However, PSDs with a low number of small ice particles are also filtered out
this way. For example in panel (e), the PSDs with lowest small particle concentration are removed
by using this filter, indicating that the occurrence of cirrus particles does not necessarily correlate
with higher numbers of contrail ice particles.
Conversely, not all PSDs with the larger number of small particles are filtered out by disregard-
ing contrail encounters with large background particles present as is evident from panel (i) where
the darker colored PSDs with many small particles remain after filtering. These contrail encoun-
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ters were found to correlate with an increased background concentration of total aerosol particles,
which could indicate an analogous competition for water vapor between contrail ice particles and
total aerosol particles. At the same time, these PSDs with many small particles were encountered
at colder ΔTSA than the other contrail encounters with larger ice particles at similar humidity in
panel (i). This could indicate less available water vapor for the colder contrails, resulting in them
growing less than particles under warmer conditions.

Figure 6.8: PSDs without cirrus background encounters from P-T domain 4.4 from Jet A-1 com-
bustion for the three combustion modes (a, d, g) lean-burn, (b, e, h) split, and (c, f, i) rich-burn.
Conditions are narrowed to (a, b, c) high humidity (115 - 120 %), (d, e, f) medium humidity (110 -
115 %) and (g, h, i) low humidity (100 - 105 %) and resolved by ΔTSA represented by a color gradient
(Crameri et al., 2020; Crameri, 2021). Note: Not filtered for uncertainty or correlation.

Finally, independent of combustion mode, one can observe an increase in PSD shape variability
from high humidities to low humidities in Figure 6.8 and especially in Figure 6.7 containing a
larger set of PSDs due to not being filtered for cirrus background. On a local scale, fluctuations
in relative humidity can be higher than the spatial resolution of 1 Hz sampling at cruise speeds
(~200 m/s). It is therefore possible to encounter subsaturated conditions locally, while the averaged
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humidity over the sampling interval is supersatured with respect to ice. At humidities closer to
the saturation threshold (e.g. low humidities) it is more likely that subsaturated conditions are
encountered compared to higher measured humidities, which delivers a likely explanation for this
reduced PSD variability at high humidities.

In summary, independent of combustion mode and humidity range, the highest concentrations of
contrail ice particles were in the size range between 1.1 µm to 4.4 µmwith varying ratios of smaller
ice particles to larger ice particles depending on a variety of ambient conditions such as humidity,
ΔTSA, cirrus particle background, and total aerosol particle background. Differences in PSD shape
induced by these ambient conditions far outweigh possible influences of the combustion modes
and therefore it can be concluded:
Particle size distributions of contrail ice particles are dominated by ambient conditions
rather than the employed combustion mode.

6.3 Fuel effects at different conditions

During the VOLCAN2 campaign, four different fuels were probed and four additional fuel com-
positions were obtained in two contrail flights from a contamination between Jet A-1 and HEFA
in their respective fuel tanks. From the P-T domain processing described in section 4.7, seven
domains remain for which a comparison of fuels is possible. Three comparisons are possible for
the lean-burn combustion mode, six comparisons for the rich-burn combustions mode and no fuel
comparisons are available for the split combustion mode. In all cases, the fuels are compared to
either Jet A-1 or the contaminated version of Jet A-1, Jet A-1_con2. This leads to a total of nine
fuel comparisons from VOLCAN2 and one additional fuel comparison from VOLCAN1, where the
HT-fuel was compared to Jet A-1 in the lean-burn mode. The following questions will be answered
by the data and discussion presented in this section:

• Is there a fuel-based reduction potential for AEI in the lean-burn combustion mode and is the

magnitude of fuel-based reduction similar to that of the rich-burn mode?

In order to achieve a comparison of fuels without bias from ambient conditions, the same process-
ing was applied to the data as was done for the combustion mode comparison in section 6.2 and
described in section 4.7. The result of this processing is Table 6.6 analogous to Table 6.5 shown in
section 6.2. For every domain, Jet A-1 or Jet A-1_con2 was chosen as the reference to which the
other fuel is compared. This normalized difference between the fuels is given in the fourth column,
followed by the p-values of statistical significance for the four different binning methods and the
respective statistical weights.
The p-values are an important tool in assessing whether there is a statistically significant differ-
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ence between two fuels. For four of the fuel comparisons, all p-values were below the significance
threshold, indicating a statistically significant difference. One domain had inconclusive statistical
significance for the different binning methods and five domains showed no statistically significant
difference.

Table 6.6: Overview of results from fuel comparisons based on P-T domains. Defined is the refer-
ence fuel-combustion mode together with the compared fuel-combustion mode and shown with the
resulting difference of normalized mean values. For p-values and statistical weights according to the
definition in subsection 4.7, four values are given respectively, where each value is obtained either
from relative humidity binning (RHi), alternative relative humidity binning (RHi a), ΔTSA binning
(ΔTSA), or alternative ΔTSA binning (ΔTSA a). p-values that fall below the statistical significance
threshold of 0.05 are marked in green while p-values above the threshold are marked in red. Statis-
tical weights are marked by a heat map where low weights have lighter coloring and higher weights
a darker coloring. Differences in brackets are uncertain due to insufficient narrowing of ambient
conditions in the P-T domain. Note that CAS-DPOL and CAPS-DPOL data is used for the VOLCAN1
domain.

P-T
Domain

Ref. fuel
comb. mode

Compared
fuel comb.
mode

Norm.
diff. to
ref.

p-values stat. weights
RHi RHi a RHi RHi a
ΔTSA ΔTSA a ΔTSA ΔTSA a

VOLCAN2

1.2 Jet A-1 lean SPK High
lean -49 % 0.111 0.25 20 15

0.111 0.111 20 20

1.3

Jet A-1_con2
lean

HEFA_con2
lean -66 % 0.009 0.010 13 12

0.0004 0.0002 54 63
Jet A-1_con2

rich
HEFA_con2

rich -37 % 0.0001 0.0001 191 198
0.0001 0.00002 487 474

3.2 Jet A-1 rich SPK Low
rich -32 % 0.229 0.109 18 14

0.056 0.083 105 123

6.3
Jet A-1 lean HEFA lean -21 % 0.013 0.007 101 96

0.0001 0.00003 164 145

Jet A-1 rich HEFA rich -29 % 0.234 0.701 55 37
0.000002 0.000005 350 315

7.3 Jet A-1 rich SPK High
rich +52 % 0.622 0.088 13 10

0.088 0.298 27 45

7.5 Jet A-1 rich SPK High
rich +108 % 0.001 0.004 94 54

0.001 0.001 80 130

9.6 Jet A-1 rich SPK Low
rich -34 % 0.917 0.8 8 8

0.792 0.229 9 12
VOLCAN1

2.2 Jet A-1 lean HT-fuel lean (-19 %) 0.067 0.115 324 356
0.547 0.556 84 56

Statistically significant differences between fuels

Four of the domains produced statistically significant results. Despite the two fuels in domain 1.3
being contaminated fuels of Jet A-1 and HEFA, the differences between these two fuels are sta-
tistically significant with the rich-burn comparison producing extremely low p-values. An AEI

130



Fuel effects at different conditions

reduction of 66 % was achieved for the use of contaminated HEFA compared to contaminated Jet
A-1 in the lean-burn mode and a reduction of 37 % was achieved in the rich-burn mode. Aromatics,
naphthalene and sulfur are significantly reduced for the contaminated HEFA compared to the con-
taminated Jet A-1, s. Table 6.4. Considering conventional soot-based ice activation, the 37 % AEI
difference between the two fuels in the rich-burn mode seems reasonable, especially comparing it
to the 56 % reduction found for the pure HEFA and Jet A-1 fuels investigated during ECLIF3 (Märkl
et al., 2024).
A possibly higher reduction potential is found in the lean-burnmode. From the comparison of com-
bustion modes in section 6.2, it has been established that similar AEI are found for the lean-burn
combustion mode as in the rich-burn mode. This indicates that particles other than soot particles
are activated into ice particles in the lean-burn mode. For example, the reduction in sulfur for the
contaminated HEFA fuel could possibly lead to a stronger reduction in sulfurous ice nuclei com-
pared to the corresponding reduction in soot ice nuclei from the reduction in aromatics. Details of
ice nucleating processes will be discussed in section 6.6. Lean-burn contaminated fuels were also
compared at lower humidities compared to the rich-burn fuel comparison. The stronger measured
reduction potential could therefore also be due to the encountered ambient conditions.

Figure 6.9: Visualization of statistically significant fuel-based differences in normalized ice crys-
tal number concentrations during the VOLCAN campaigns for domains (a) 1.3 lean-burn, (b) 1.3
rich-burn, (c) 6.3 lean-burn, and (d) 7.5 rich-burn. Values are normalized according to the method
described in section 4.7. Data points with error bars (standard deviation) for each subplot correspond
to RHi, alternative RHi, ΔTSA, and alternative ΔTSA binning from left to right. Large circles are the
means of all binning methods with indicated reductions between them.

HEFA fuel produced 21 % less AEI compared to Jet A-1 in domain 6.3. This general trend is as
expected but the magnitude of reduction is much smaller than the 56 % reduction found during
ECLIF3 (Märkl et al., 2024) and also compared to the 66 % reduction in domain 1.3 which addi-
tionally was for contaminated fuels. While the range of ΔTSA was similar for the two domains,
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the range of humidities differs significantly. In domain 1.3, HEFA_con2 lean was compared to Jet
A-1_con2 lean up to humidites of 112.5 %, while in domain 6.3, HEFA lean was compared to Jet A-1
lean up until 145 % RHi with the majority of compared data points at high humidities. This could
additionally indicate that a fuel effect is stronger at lower humidities and becomes less prominent
at high humidity where more particles are likely to act as condensation nuclei due to the Kelvin
effect (Rogers and Yau, 1989b; Kärcher, 2018).
SPK High fuel was found to lead to an increase in AEI by 108 % compared to Jet A-1 in domain 7.5.
While the aromatics content of SPK High was 38 % higher than that of Jet A-1, it is virtually free
of naphthalene and sulfur. From the higher aromatics content, a higher number of soot could be
expected, which however is not confirmed in far-field nvPM measurements. From the comparison
of normalized far-field nvPM, total particles and ice particles in Figure A9 in Appendix A, it can be
seen that nvPM and totals are reduced in the far-field for SPK High compared to Jet A-1. As will be
discussed in section 6.7, far-field nvPM and total particle EIs are not necessarily a good proxy for
initial ice nucleating particles at the point of contrail formation. Near-field nvPM numbers how-
ever were similar for both fuels while total particle numbers were higher for Jet A-1 fuel as can
be seen on the x-axes in Figure A10 in Appendix A. There, when comparing far-field AEI against
near-field nvPM EI, ratios of emission index medians in panel (a) are above 1 for SPK High fuel
and above or below 1 for Jet A-1. Therefore, more formed ice particles than emitted nvPM can be
found for SPK High fuel while ice particle numbers better match near-field nvPM numbers. The
ratio of AEI to near-field total particle EIs in panel (b) is higher and close to 1 for SPK High fuel and
much lower for Jet A-1. Even though less total particles are emitted during SPK High combustion,
a higher share of them is activated and volatile particles must have played a role for SPK High
contrails while Jet A-1 contrails are dominated by nvPM nucleation. An influence of the fuel on
soot particle sizes and properties could offer an explanation for this finding. For smaller primary
soot particles, a higher share of volatile particle activation can be expected as the supersaturation
necessary for activation of smaller particles can be achieved (Yu et al., 2024). The higher naphtha-
lene content of Jet A-1 as well as the higher total aromatics content of SPK High both come into
question as factors determining primary soot particle size which however can’t be confirmed with
the current data set and necessitates further measurements and/or model calculations.

The above stated statistically significant differences between fuels are also visualized in Figure 6.9.
Data points are resolved by binning methods so that the variability in differences depending on
binning method can also be seen. From the statistically significant differences between fuels, the
question stated at the beginning of this section can be answered:

• There is a fuel-based reduction potential in lean-burn engines for lean-burn and
rich-burn combustion. HEFA produces less AEI than Jet A-1 as a pure fuel and for
contaminated fuels due to the differences in fuel composition.
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Additionally, the following conclusions can be drawn that go beyond the original research ques-
tion:

• The fuel-based ice reduction potential appears to be higher at lower humidities.

• The lean-burn mode potentially has a higher fuel-based reduction potential com-
pared to the forced rich-burn mode.

• High-aromatic fuel with no sulfur was found to produce higher AEI than lower-
aromatic fuel with sulfur during rich-burn combustion. These competing ice acti-
vation effects are likely sensitive to the exact fuel composition.

Further fuel comparisons

For five domains (1.2, 3.2, 7.3, 9.6, 2.2), the difference between fuels was not found to be statisti-
cally significant and inconclusive for one domain (6.3 rich). It is worth briefly discussing what the
reasons for this statistical insignificance or inconclusiveness might be.
Domain 1.2 has relatively low statistical weights, which lead to the high p-values above the 𝑝 = 0.05

threshold. It can therefore not be said with certainty if the 50 % reduction in AEI for SPKHigh com-
pared to Jet A-1 in the lean-burn combustion mode is statistically significant.
SPK Low fuel is compared to Jet A-1 in domains 3.2 and 9.6. For both domains, a very similar dif-
ference is found with the AEI of SPK Low being 32 % lower than the AEI of Jet A-1 for domain 3.2
and 34 % lower for domain 9.6. However, the statistical weight was very low for domain 9.6 so that
lack of data points can be seen as the reason for the statistically insignificant reduction of SPK Low
to Jet A-1 in domain 9.6. For domain 3.2, the statistical weight is higher, but the AEI distributions
for the two compared fuels are broad and the overlap of similar conditions is relatively small so
that no statistically significant difference is found.
The data set obtained during VOLCAN2 therefore does not provide sufficient data to properly in-
vestigate the contrail ice particle reduction potential of the SPK Low fuel. With a larger number
of data points at similar conditions, the found reductions compared to Jet A-1 would need to be
confirmed in future measurements.
An increase of 52 % for AEI of SPK High compared to Jet A-1 is found in domain 7.3 but without
statistical significance. Statistical weights are relatively low and/or the distributions of AEI data
points span similar ranges, so that this domain neither contradicts nor confirms the findings of
domain 7.5.
In the rich-burn comparison of HEFA to Jet A-1 in domain 6.3 the difference between the two fu-
els of 29 % is statistically significant for the ΔTSA based binning methods and not significant for
the RHi based binnings. The statistical weights are also vastly higher for the ΔTSA based binnings
compared to the RHi based binnings, indicating a varying overlap between the two fuels depending
on the chosen binning. Higher reductions would be expected based on the results from the ECLIF3
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campaign where a 56 % reduction was measured for HEFA compared to Jet A-1. The comparison
from domain 6.3 therefore generally shows a consistent trend compared to ECLIF3 but lacks the
even distribution of data points across RHi and ΔTSA to enable a statistically sound conclusion.
Finally, domain 2.2 showed a statistically insignificant difference between the HT-fuel and Jet A-1
in the lean-burn combustion mode. This is the only domain where the linear relation between
RHi and ΔTSA is not given across the entire domain. This is illustrated in the overview of ambient
conditions for domain 2.2 in Figure A12 shown in Appendix A. There it can be seen in panel (a)
that all HT-fuel points were at colder temperatures than the Jet A-1 points, and in panel (b) the
HT-fuel points are clearly horizontally separated from the Jet A-1 data points as is the case for
panel (c) where the water vapor mixing ratio is shown. This means that while there are data points
for HT-fuel and Jet A-1 that have overlaps in the ΔTSA and RHi bins, the ambient temperature was
not fully comparable between the two fuels. Therefore, under comparable conditions, a significant
reduction in AEI might be found for HT-fuel compared to Jet A-1. The available data however does
not allow any definite conclusions for this comparison and it is therefore to be seen as an example
of the necessity for checking if RHi and ΔTSA are mapped linearly for valid comparisons.

6.4 Contrail dependence on ambient conditions

In the course of the VOLCAN2 campaign, a wide range of fuels, engine parameters and especially
ambient conditions was probed. The goal of this section is to give an overview over the relation-
ships between AEI and ambient conditions during VOLCAN2. In order to do this, this section will
begin by showing the totality of observed AEI and then continue by breaking down their relations
to ambient conditions. Note that the water vapor concentration during Flight 21 was out of the
calibrated range and that the uncertainty of the resulting RHi is high. This is also reflected in cor-
responding ΔTSA values as they are calculated by inputting RHi. Therefore for some of the shown
figures, F21 data is excluded where indicated and it is discussed in further detail in section 6.5.

Figure 6.10 gives a first overview by showing all observed AEI over ΔTSA. For this figure, a number
of filters was applied. Their definition is described in detail in subsection 4.6 and the default filters
used when showing AEI from VOLCAN2 throughout this work can be found in the top left corner
of figure 6.10. Thereby, only data is shown where: Airbus A321 was the source aircraft, the average
relative humidity over ice was above 100 %, measurements were taken in far-field conditions, the
peak structures of ice particles coincided with those of trace gas measurements and are therefore
classified as valid, the engines at time of emission were in stable operating conditions, unphysical
negative AEI are neglected, the ice-tracer correlation was above 0.6, and where the AEI uncertainty
was below 100 %. Also, all fuels measured during far-field measurements and their corresponding
combustion modes are included and are color coded. From this figure it becomes clear that a
wide ΔTSA range from approximately -4.5 K to -19.0 K below the respective Schmidt-Appleman
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Figure 6.10: AEI from the VOLCAN2 campaign shown against ΔTSA for all fuels and combustion
modes. The applied filters can be found in the top left corner.

threshold temperature was probed, thereby spanning 14.5 K. AEI have a strong dependence on
ΔTSA where the lowest maximum AEI are measured for very high and very low temperatures.
The highest maximum AEI are found between -8 K and -11 K below TSA, resulting in an approxi-
mate triangular distribution of data points. However, for a given ΔTSA range and fuel-combustion
mode combination, AEI values are scattered from very low values to the maximum value rather
homogeneously, demonstrating that ambient factors other than ΔTSA must have an influence on
AEI. Model predictions by Kärcher (2018) predict an increased activation of ice nucleating parti-
cles for temperatures further below TSA compared to temperatures closer to the threshold. These
predictions were also confirmed experimentally to some extent by Bräuer et al. (2021a) where the
maximum of AEI is found at similar ΔTSA as in VOLCAN2. They also find a slight decrease in
maximum AEI for temperatures further below ΔTSA, which is however somewhat difficult to dis-
cern in the logarithmic representation. Recent model calculations by Yu et al. (2024) also include
emitted volatile particles as condensation nuclei, which are increasingly activated at higher levels
of supersaturation and become highly relevant in explaining ice particle numbers in the soot-poor
regime during lean-burn combustion.
To understand the influence of ambient factors on contrail ice crystal numbers measured during
VOLCAN, the most important influencing factors on AEI values will be broken down in the fol-
lowing.

As described in section 6.1, the CFM LEAP-1A engines installed on the Airbus A321neo could be
operated in their default cruise lean-burn mode, a forced rich-burn mode, or a forced intermediate
split mode. To exclude possible effects from the combustion mode at this point, data from rich-
burn and lean-burn combustion will be discussed separately and the split mode excluded as data
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Figure 6.11: AEI from the VOLCAN2 campaign for all fuels in rich-burn combustion mode shown
against (a) delta to Schmidt-Appleman threshold temperature, (b) relative humidity over ice with
linear fit, (c) ambient temperature at time and point of emission, and (d) ambient pressure at time
and point of emission. The applied filters can be found in the top left corner of panel (a).

recorded from this combustion mode lacks the necessary sample size and does not cover the full
ΔTSA range.
The full data set of AEI from contrails formed from rich-burn combustion exhaust can be found in
Figure 6.11. The same filters were used to achieve this data as in the aforementioned overview in
Figure 6.10. All panels in Figure 6.11 show the same AEI data against four respective different x-
axes. Beginning with panel (a), AEI are shown against ΔTSA. The same axes were used as in Figure
6.10 and the general triangular shape of the distributed data also appears to be similar, which is
not surprising as the data in Figure 6.11 (a) is a subset of the data shown in Figure 6.10. Panel
(b) of Figure 6.11 shows AEI against RHi at time of measurement. While data is spread broadly
in y-axis direction, a general linear trend can be observed. This is confirmed by the gray linear
fit overlaying the data points with a Pearson correlation coefficient of 0.49, indicating a moderate
positive correlation. As ΔTSA is defined as the difference between ambient temperature and TSA,
it is not surprising that the shape and distribution of AEI data points over ambient temperature
shown in Figure 6.11 (c) are similar to that of panel (a). In fact, the general relative position of
data points seems to be retained, with nearly linear vertical columns of data points visible for
panel (c) which are skewed when viewed against ΔTSA, showing the influence of varying RHi.
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Finally, the AEI as shown in panel (d) seem to show no apparent correlation with ambient pressure.
These strongly linear and discreetly separated vertical columns show that the different pressure
levels of the preceding Airbus A321neo during the measurement sequences were quasi constant
for the respective flight leg. The shown range in ambient pressure corresponds to altitudes of
approximately 9000 m to 11500 m.

Figure 6.12: AEI from the VOLCAN2 campaign for all fuels in lean-burn combustion mode shown
against (a) delta to Schmidt-Appleman threshold temperature, (b) relative humidity over ice with
linear fit (excluding flight 21 due to uncertain RHi data), (c) ambient temperature at time and point
of emission, and (d) ambient pressure at time and point of emission. The applied filters can be found
in the top left corner of panel (a). Panel (b) and the linear fit do not include data from Flight 21 due
to uncertain water vapor measurements during this flight. The plot including Flight 21 data can be
found in Figure A5 in Appendix A.

The same considerations as for rich-burn combustion can be done for lean-burn combustion and
are shown in Figure 6.12 where AEI from lean-burn combustion exhaust is plotted against the same
four x-axes as in Figure 6.11. Again, the same filters were used with the only difference being the
consideration of lean-burn data points. AEI vs. ΔTSA is shown in panel (a) and a similar distribution
as for rich-burn data can be foundwith a nearly triangular distribution of data points. However, the
lower number of lean-burn points (136) compared to rich-burn (230) leads to a less homogeneous
distribution of points. Excluding individual outliers, the same trend of lowest maximum values
for high and low ΔTSA values, which increase towards the maximum around -9 K below TSA, can
be observed as is the case for rich-burn. The linear dependence of AEI on RHi can be seen in
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panel (b) where a linear function was again fitted to the data, resulting in a Pearson’s R correlation
coefficient of 0.67. Panel (c) shows the same effect described for rich-burn data where the relative
position of vertical AEI data columns on the x-axis is similar to that in panel (a). Dependence
on ambient pressure in panel (d) indicates a less homogeneous distribution of emission altitudes
compared to rich-burn combustion with the majority of data recorded at pressures higher than 260
hPa. The clear delineation of pressure levels can be observed for lean-burn data as was the case
for rich-burn, again indicating stable emission altitudes during the measurement flights.

As is apparent from the shown x-axis ranges in each of the respective panels, a broad set of ambi-
ent conditions was encountered. This also explains the relatively broad spread of data points for
example for AEI shown against RHi. In summary, AEI exhibit a non-linear correlation with ΔTSA

resulting in a triangular distribution of data points with the peak of AEI being between -8 K and
-11 K below TSA, while a linear correlation can be found with RHi.
These relationships are also visualized in a representation introduced in section 6.7 and can be
found in Figures A13 and A14 in Appendix A.

The following conclusions can be drawn from the findings presented above:

• AEI have a non-linear, triangular relation to ΔTSA.

• AEI have a nearly linear relation to RHi.

6.5Warm contrails

During the VOLCAN2 campaign, the last contrail measurement flight (F21) was intended to inves-
tigate the onset of contrail formation at warm conditions. Additionally, a small number of contrail
onset conditions was also measured during flight F09. These contrail encounters can be seen in
the overview panel plot in Figure 4.2, especially the green and red points at highest temperatures
in panel (a) or at highest water vapor mixing ratios in panel (c). These contrail encounters at tem-
peratures close to TSA are distinguishable in this panel plot as no humidity filter and less strict
correlation filters (>0) were applied for this plot compared to the AEI overview plots in Figures
6.10, 6.11, and 6.12. In this section, focus is put on these contrail encounters at warm temperatures
during flights F21 and F09.

138



Warm contrails

Figure 6.13: Time series of 1 Hz VOLCAN2 warm contrail flight F21 data during far-field mea-
surement sequences of Jet A-1 and HEFA-SPK fuel showing AEI for every contrail encounter, number
concentrations of ice crystals larger than at least 0.5 µmmeasured by the CAS (NCAS), CO2 and NOy
mixing ratios, number concentrations of nonvolatile particles > 14nm (NnvPM) and of total particle
concentrations (Ntotals), relative humidity over ice (RHi) during the measurements with indicated
saturation (dashed line) and water vapor mixing ratio with indicated uncertainty threshold, and the
GPS altitude of Falcon (AltGPS) with the Falcon-measured ambient temperature (Tamb).

The majority of contrail encounters at conditions close to TSA were found during Flight F21, which
is why it is worth investigating the measurement time series during this flight in Figure 6.13. In
the top row, the progression of AEI from low values during the first contrail encounters beginning
around 12:30 UTC to an increasingly larger spread of AEI and higher values during the later en-
counters up until approximately 13:30 UTC. This trend is a direct result of the similarly increasing
maximum contrail ice particle number concentrations as seen in the second row while the trace
gas peaks seen in the third row do not exhibit this increase in average peak height throughout the
flight. This behavior can also be observed for the number concentrations of total aerosol particles
in the fourth row where the first two plume encounter clusters up until 12:45 UTC show higher
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average concentrations than the latter two plume clusters after 12:45 UTC. The measured ambient
conditions in rows five and six are especially interesting during this flight. The dark blue timeline
in row five shows the water vapor mixing ratio measured at the time of contrail detection. The
corresponding dashed dark blue line is positioned at 150 ppm and denotes the threshold at which
the uncertainty of water vapor measurements begins to rise dramatically due to decreased sensi-
tivity of the instrument at higher water vapor mixing ratios.
Flight 21 is characterized by a long period of the water vapor measurement surpassing this thresh-
old nearly continuously from approximately 11:50 until approximately 13:05 UTC. After 13:05 UTC
the average mixing ratio is lower but still repeatedly surpasses the high uncertainty threshold. This
increased uncertainty can be directly seen in the mentioned continuous sequence of high mixing
ratios as the fluctuations are on the scale of over 100 ppm as a result of amplified noise at high
mixing ratios. Also, the measurement repeatedly fails completely as can be seen exemplary by the
interpolation around 12:05 UTC. Directing attention to the last row of the figure shows that the
flight strategy involved flying at several discreet steps of altitude, corresponding to inverse steps
in ambient temperature. When comparing the steps in temperature to ice number concentrations
or AEI, it can be seen that no ice particles are measured for the warmest step between 11:55 UTC
and 12:30 UTC. The maximum values and spread of ice particle concentration then increases for
every subsequent colder temperature step. Going back to row four, the RHi timeline can be seen
in light blue. The average RHi seems to increase continuously throughout the flight until 13:10
UTC where the strong fluctuations follow the mixing ratio quite well. The increase of average
RHi during the period of high mixing ratios may be due to the steps in temperature as the water
vapor measurement fluctuates strongly and erratically around the very high values. Therefore, the
RHi in this sequence can only be seen as a rough estimate of humidity with approximately 30 %
uncertainty. These uncertainties strongly limit an analysis of contrail onset conditions based on
RHi and ΔTSA as it also depends on humidity.

Figure 6.14: AEI against (a) ambient temperature at time of emission and (b) ΔTSA for warm
temperature contrail onset conditions during flights F09 and F21. Note: Panel (a) is cut off at 219
K and panel (b) at -10.5 K to focus on the contrail onset. Note: ΔTSA values have high uncertainty
resulting from the 30 % uncertainty in water vapor mixing ratio in high mixing ratio sequences.
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In the following, focus is therefore drawn towards the comparison of AEI to ambient temperature
and also to ΔTSA, wich needs to be taken with caution due to the high RHi uncertainties. Figure
6.14 shows these AEI against (a) ambient temperature and (b) ΔTSA at the highest temperatures
found during flights F09 and F21. Dark red Jet A-1 rich points are all from flight F09 while all others
originate from flight F21. In panel (a), the increase of AEI for lower temperatures hinted at in the
timelines of Figure 6.13 can be confirmed. This trend for the discreet temperature steps is smoothed
out due to the influence of RHi in panel (b). The three red points at highest ΔTSA values originate
from a sequence in Flight 09 where the water vapor mixing ratio also continuously surpassed
the uncertainty threshold. Therefore, these ΔTSA values are also burdened by high uncertainties.
However, within this uncertainty of approximately 30 %, the points of highest ΔTSA likely still
represent the contrail onset at high temperatures. The lowest AEI for the lowest red point at
highest temperatures and the lowest lean-burn HEFA points lie below 3×10

13
kg

−1. This is slightly
below the predictions for the soot-rich regime and slightly above the predictions for the soot-poor
regime by Kärcher (2018) and gives an indication of the lowest expected AEI at warm conditions.

Figure 6.15: AEI against the correlation of ice particle and CO2 concentration. Low AEI at contrail
forming conditions are found especially below the standard correlation threshold of 0.6.

Finally, this contrail onset study also gives insight into the validity of applied correlation filters
between ice number concentrations and CO2. At warmer temperatures and lower AEI, ice particles
are either more likely to be affected by sublimation effects or less likely to form at all. Therefore,
it is expected that correlation between ice particle number concentrations to the quasi-inert tracer
is worse for conditions close to the formation threshold. This is confirmed by the trend found in
Figure 6.15 where AEI are shown against the ice-CO2 correlation. Lower AEI corresponding to
warmer temperatures are found predominantly below the standard cutoff correlation threshold of
0.6 while the higher values corresponding to lower temperatures are found beyond this cutoff value.
Sublimation and/or incomplete activation effects are therefore found predominantly at warmer
temperatures, leading to a worse correlation between ice particle and trace gas time series.
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6.6 Ice nucleation in lean-burn engines

In the previous sections it has been established that contrail ice particles number concentrations
are not reduced by the employment of lean-burn combustion compared to rich-burn combustion in
the investigated engine/aircraft configuration. Additionally, fuel-based reductions in ice number
concentrations could be achieved in rich-burn and lean-burn combustion modes. This raises the
question on the ice nucleation processes for lean-burn engines as particles other than soot must
be activated to result in the high number of contrail ice particle concentrations. In this chapter,
the possible nucleation pathways for lean-burn engines will be explored with the central questions
being:

• What are the main ice forming particles in lean-burn engines?

• Are volatile particles activated to ice in the absence of soot?

6.6.1 Engine comparison

To be able to properly interpret near-field and far-field aerosol emission indices, one first needs to
compare the emission characteristics of the two engines on board the A321 source aircraft used
during VOLCAN2. No engine comparison was done for VOLCAN1, which is why all discussions
will be based on VOLCAN2 data. Figure 6.16 shows near-field (a) nvPM EI and (b) total particle EIs
from flight 24, which was the only flight where engine 1 was probed in the near-field. All other
near-field measurements were conducted behind engine 2. nvPM EI shown in panel (a) are very
similar for both engines, especially given the uncertainties. Therefore, no systematic difference
in nvPM EI is found between engine 1 and engine 2 for both combustion modes. A very different
picture is presented when viewing panel (b) and comparing total particle EI between the two en-
gines. For both combustion modes, engine 1 emits approximately one order of magnitude more
total particles than engine 2. This is a very important finding to keep in mind when interpreting
and comparing far-field EIs to near-field EIs as far-field data contains emissions mixed from both
engines, while all other near-field data only contains data from engine 2. The two engines were
at different points in their maintenance cycle and therefore had different exhaust gas temperature
margin (EGTM) values, which are an indicator of engine deterioration (Apostolidis and Stamoulis,
2021). This is the most likely explanation for the much higher total particle emission index of
engine 1.

During near-field flight 03, contrail ice forming conditions as well as non contrail ice forming
conditions were encountered and many of the transitions were captured with the Falcon cockpit
mounted GoPro video camera, as well as from instrument operator photographs and videos taken
through a side window in the cabin of the Falcon. In the following, several of these ice forming
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Figure 6.16: VOLCAN2 comparison of engines during near-field measurements of (a) nvPM EIs
and (b) total particle EIs. Courtesy of and with permission from Rebecca Dischl and Daniel Sauer.
Note that the lowest lean-burn total particle value for engine 2 is likely affected by large uncertainties
due to coincidence effects and is therefore faded.

encounters will be presented and discussed as they give first indications for the nucleation pro-
cesses behind the two engines. In Figure 6.17, several photographs are presented that were taken
aboard the DLR Falcon while chasing the Airbus A321 before and after the actual near-field mea-
surement sequences during flight 03 on February 28, 2023. The pictures shown here were chosen
to have been taken at a time where both engines were operating in the same combustion mode and
the T30 of both engines were comparable while combusting Jet A-1 fuel. During the actual near-
field measurement sequences where only engine 2 was probed, the T30s between the two engines
differed strongly as it was kept constant in engine 2 and variable in engine 1. For the presented
sequences in Figure 6.17, the difference in T30 between the two engines was approximately 9 K in
panel (a), 3 K in panel (b) and 2 K in panel (c). The engines can therefore be assumed to have op-
erated under similar, albeit not in steady-state, conditions for the selected times. The photograph
in panel (a) was taken from the Falcon cockpit with a GoPro video camera while the A321 was
operating in the lean-burn combustion mode. A visible contrail forms behind the aircraft but there
are clearly visible differences in the contrail forming behind engine 1 and engine 2. The contrail
behind engine 1 appears whiter and seems to reflect/scatter sunlight stronger than the contrail
forming behind engine 2. This could indicate either a higher number concentration of contrail
ice crystals behind engine 2 or larger ice crystals or both. This photograph was taken before the
near-field measurements conducted during that flight. The same observations could however be
made approximately 1 hour and 40 minutes later after the near-field measurement sequence as
shown in panel (b). Again, the contrail forming behind engine 1 appears to be optically thicker
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than the contrail forming behind engine 2 for lean-burn combustion. Unfortunately, no section
in the video footage could be found where the engines were operating at comparable conditions,
contrails were forming and the perspective was such that the two contrails could be visually well
discerned while both engines were operating in the rich-burn mode. Panel (c) shows a point in
time where the engines were operating in the rich-burn mode but the perspective and lighting do
not allow to draw any conclusions on the optical thickness of the two individual contrails forming
behind the engines.

Figure 6.17: Photographs of contrails produced by the A321 source aircraft during flight 03 on
February 28, 2023 of VOLCAN2. (a) Falcon cockpit mounted GoPro camera footage of contrails with
visually different appearance from engine 1 (ENG1) and engine 2 (ENG2) while operating in the lean-
burn combustion mode. (b-c) Photograph taken from the ice instrument operator seat onboard the
Falcon with (b) differences visually apparent between the two engines while operating in the lean-
burn combustionmode and (c) differences between engines not discernible due to the perspective while
operating in the rich-burn combustion mode. The time and date of recording is indicated in UTC in
every panel. Image in panel (a) courtesy of Monika Scheibe.

Keeping Figure 6.16 in mind, very low nvPM emissions are expected for the lean-burn combustion
mode on both engines. These EI are approximately two orders of magnitude lower than the typical
AEI found in far-field contrails. This already indicates that particles other than nvPM must act as
condensation nuclei, which are included in the total particle number concentrations. The higher
total particle EI found for engine 1 compared to engine 2 appear to directly translate into optically
thicker contrails with likely higher ice particle numbers as is indicated by optically thicker contrails
from engine 1 in the photographs. While this is not a scientifically quantifiable measurement, it
provides a visual illustration and indication of the role of (semi-)volatile particles in the nucleation
of contrail ice crystals in the quasi-absence of soot emissions.
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The strong differences in total particle emissions between the two engines also need to always
be kept in mind when interpreting far-field emission indices of ice and aerosols as both engine
emissions aremixed. Also, near-field aerosol EI are only partially representative of initial emissions
as only engine 2 was probed during all other near-field measurements of VOLCAN2. This can be
summarized as:

• Engine 1 emitted almost an order of magnitude more total particles than Engine 2.

• Contrails forming directly behind engine 1 are optically much thicker than con-
trails forming behind engine 2.

6.6.2 Types of contrail ice condensation nuclei

The previous sections have established that for the lean-burn combustion mode, volatile particles
play a major role in the contrail ice nucleation process. These volatile particles possibly also play
a role in contrail ice nucleation in the rich-burn combustion mode as in some instances, AEI are
higher than corresponding nvPM EI.
For the soot-rich regime with soot emissions higher than approximately 1014 kg−1, the relationship
between nvPM EI and AEI is nearly linear while for the soot-poor regime, AEI values are predicted
to be anticorrelated with nvPM emissions for conditions far below TSA and up to two orders of
magnitude lower for conditions near TSA (Kärcher and Yu, 2009; Kärcher, 2018). The majority of
current emissions is in the soot-rich regime where soot particles are the preferred condensation
nuclei due to their larger size (Kärcher and Yu, 2009; Wong and Miake-Lye, 2010; Heymsfield et al.,
2010; Schumann and Heymsfield, 2017; Bier et al., 2022). These originally hydrophobic particles
can be become coated by sulfur compounds (Kärcher, 1998; Kärcher et al., 2015), thereby increas-
ing their hygroscopicity and propensity to act as ice condensation nuclei (Popovicheva et al., 2004;
Petzold et al., 2005; Wong and Miake-Lye, 2010; Kärcher et al., 2015). Indications for this behavior
predicted by model calculations are also found in experimental data (Jones and Miake-Lye, 2023).
In the soot-poor regime < 10

14
kg

−1, particles other than soot must act as ice condensation nuclei.
Following particle types come into question and will be discussed briefly in the following: Ultra-
fine aqueous particles (UAPs), chemi-ions, lubrication oil, (semi-)volatile particles, ambient aerosol
particles, secondary aerosol.

Kärcher (2018) mentions UAPs which originate from gaseous emitted substances as likely ice con-
densation nuclei, especially the larger mode of ionized gas molecules also called chemi-ions (Yu
and Turco, 1997; Arnold et al., 1999). Kärcher (2018) attributes high AEI for the soot-poor regime
mainly to nucleation on UAPs and also indicates that the range of achievable AEI depends on ΔTSA,
the latter of which was partially confirmed experimentally during the VOLCAN campaigns as the
direct relationship was found with RHi rather than to ΔTSA, see Figure A13. For the comparison
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of AEI to near-field aerosol EI shown in section 6.2, there are cases where AEI exceed the upper
boundary predicted by Kärcher (2018) in the high-soot rich-burn regime. This could indicate that
the "kink point" where the upper boundary has its minimum does not necessarily reach such low
AEI. Rather, it is possible that the upper boundary could be more flat due to activation of volatile
particles for lower soot emissions. This would indicate that particles aside from the UAPs consid-
ered in Kärcher (2018) take part in ice nucleation.
From several ground-based experiments, engine lubrication oil has been identified as a major con-
tributor to organic particulate engine emissions (Timko et al., 2010b; Fushimi et al., 2019; Unge-
heuer et al., 2022). Recent work by Ponsonby et al. (2024a) has shown that insoluble and hydropho-
bic lubrication oil droplets could nonetheless compete for plume supersaturations, especially under
soot-poor conditions, and thereby form contrail ice crystals. During the conducted flight experi-
ments in VOLCAN, there was no real time monitoring of lubrication oil use, thereby inhibiting a
direct correlation to measured total particle numbers. The higher total particle emission indices
observed for engine 1 compared to engine 2 during VOLCAN 2 could possibly be explained by a
higher oil consumption for engine 1, which was further along in its maintenance cycle.
Volatile particulate matter is not found in significant amounts at the engine exit plane but rather
after dilution and cooling of the exhaust when the volatile precursors condense from the gas phase
(Timko et al., 2010b; Yu et al., 2019). Thereby, the volatile material can either condense onto soot
particles, throughwhich they are coated, or nucleate into liquid droplets (Petzold et al., 1998; Timko
et al., 2010b). In the same study by Timko et al. (2010b), sulfate and organicmaterials are found to be
the main volatile species of particulate matter. Organic materials include mostly lubrication oil and
products of incomplete combustion, with lubrication oil dominating at high power engine settings
(Timko et al., 2010b). This finding is confirmed by Yu et al. (2019) who state that organic particles
are dominated by aromatic species at engine idle and by lubrication oil at higher thrust. Micro-
physical processes and mainly gas-to-particle conversion form a nucleation/growth mode within
seconds of emission and the resulting particles grow over the time period of several minutes by
condensation of additional precursors and subsequent coagulation (Timko et al., 2013). These gas-
to-particle conversions lead to a decrease in total particle number concentration and an increase
in total particle mass and size (Timko et al., 2013). It has to be kept in mind that these observations
are from ground-based measurements where no contrail ice forms and therefore possible process-
ing and interaction with ice particles is not considered in the mentioned literature. Cross et al.
(2013) additionally find that intermediate volatility organic compounds and semivolatile organic
compounds that partition between gas and particle phases are strongly present in aircraft emis-
sions.
Ambient aerosol particles are assumed as the only source for contrail ice crystals at conditions
near TSA in Kärcher (2018). This is however directly caveated by the low concentration of particles
which would not be able to explain the high contrail ice particle number concentrations. Ambi-
ent aerosol particles can therefore likely be neglected as a major source of contrail ice nucleating
particles. Similarly, secondary aerosol particles can be ruled out as contrail ice nucleating particles
as nucleation happens within the first second of emission while secondary aerosol forms over a
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longer time period of minutes to hours under sunlight exposure (Miracolo et al., 2011; Miracolo
et al., 2012).
In summary, several types of particles come into question as contrail ice condensation particles.
From the current set of measurements conducted during the VOLCAN campaigns it is not possible
to say with certainty which particles are responsible for nucleation as the available information
on particle concentrations and sizes does not unambiguously reveal particle composition. A study
with quantified and controlled lubrication oil emissions using low-sulfur, low aromatic fuel might
be one way to experimentally verify hypotheses regarding lubrication oil as main ice nucleating
particles in the low-soot regime. The impact of fuel composition on contrail ice particle formation
may also differ from known interactions of gaseous emission with soot, such as sulfur coatings on
soot. Comparing fuels at low-soot conditions with controlled lubrication oil use could also reveal
effects in this regard. Currently, work is being conducted (Ponsonby et al., 2024b) to update the
parcel model of Kärcher et al. (2015) to include the activation of volatile particles in the soot-poor
regime. Yu et al. (2024) have recently published model results including volatile particles, which
however do not yet include condensable organic species. These developments are to be closely
followed and it would be of great value to conduct comparisons of experimental results with these
updated models to be able to verify the model and to possibly gain reciprocal insights into nucle-
ation processes.

In summary:

• A number of particles come into question as ice nucleating particles, especially
UAPs, lubrication oil and other organic and inorganic (semi-) volatile particles.

6.7 Ice processing

6.7.1 Effects of ice formation on aerosol numbers

In section 6.2, far-field contrail ice particle measurements were compared to near-field aerosol mea-
surements. There, a three orders of magnitude reduction of nvPM for the lean-burn combustion
mode compared to the rich-burn combustion mode did not translate to similar contrail ice particle
reductions. Far-field aerosol measurements taken at the same time as contrail ice particle detec-
tion however reveal that the near-field emissions do not remain at their original values under the
presence of contrail ice particles. nvPM measured in far-field is therefore not only soot but a more
fitting description would be non-volatile interstitial and ice residual particles. For sake of simplic-
ity, this will be further referred to as nvPM with the explicit notice that it does not only contain
soot. The following question is raised by the higher far-field aerosol numbers:
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• Why do nvPM and total particle numbers increase from near-field to far-field?

Figure 6.18: VOLCAN2 far-field AEI vs. (a, b) far-field nvPM emission indices and vs. (c, d)
far-field total particle emission indices in (a, c) lean-burn combustion mode and in (b, d) rich-burn
combustion mode. Continuous lines represent the upper and lower expected AEI boundaries based
on Kärcher (2018) for nvPM and dashed lines represent the high soot regime nvPM based boundaries
shown as guide to the eye in total particle number plots. Small symbols are single contrail encounters
while large symbols represent median AEI values in 1 K ΔTSA range bins as described in subsection
4.7. Panels (a) and (b) only contain encounters where the forward-facing aerosol inlet was used.

For VOLCAN2, all AEI from forward-facing inlet measurements are shown against respective far-
field nvPM EI in Figure 6.18 (a, b) and all AEI from both inlets against respective total particle EIs
in Figure 6.18 (c, d). Lean-burn nvPM EI medians span a range from approximately 2 × 10

14
kg

−1

to 3 × 10
15

kg
−1 and rich-burn nvPM EI medians span a very similar range from approximately

4 × 10
14
kg

−1 to 5 × 10
15
kg

−1. Median AEIs from forward-facing inlet measurements span a range
from approximately 6×1013 kg−1 to 2×1015 kg−1 for lean-burn conditions and from 1×10

14
kg

−1 to
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2×10
15
kg

−1 for rich-burning conditions. Considering a very broad range of atmospheric conditions
was present during formation of measured contrails, the AEI from both combustion modes cover
a similar range and fit well within the boundaries predicted by Kärcher (2018), especially for the
rich-burn mode. Median total particle EIs shown in Figure 6.18 (c, d) cover a range from 3 × 10

15

kg
−1 to 1×1017 kg−1 for the lean-burn mode and from 4×10

15
kg

−1 to 4×1016 kg−1 for the rich-burn
mode. Rich-burn median total particle EIs therefore span a smaller range lying completely within
the range of lean-burn values. On a order of magnitude scale, no significant differences can be
therefore found between lean-burn and rich-burn combustor conditions for far-field nvPM EI and
far-field total particle EI.

Striking differences are however found when comparing the far-field aerosol EI in Figure 6.18 to
those measured in near-field conditions in Figure A1 in Appendix A. Rich-burn nvPM EI are spread
more broadly in far-field but otherwise cover a similar order of magnitude compared to near-field,
while lean-burn nvPM EI in far-field are approximately three orders of magnitude higher compared
to near-field. Total particle EI in far-field on the other hand are about one order ofmagnitude higher
for both combustion modes compared to near-field.
These strong differences between near-field and far-field aerosol EI likely indicate processing of
volatile aerosol particles in or on contrail ice particles. For the lean-burn mode, AEI are much
higher than nvPM in the near-field, meaning that ice particles must have nucleated on particles
not measured as nvPM. The fact that a similar number of nvPM as ice is measured in far-field sug-
gests that the original ice nucleating particles must have been processed within the ice particles
so that they are then measured as nvPM in far-field after the ice has been evaporated in the ther-
modenuder.
The increase of total particle number by an order of magnitude compared to near-field measure-
ments could at first glance also hint at processing in contrail ice particles leading to an increased
number concentration of total particles. However, this seems unlikely as total particle EI are simi-
lar for the forward-facing and backward-facing inlet, meaning that total particles minus nvPM are
likely not bound in ice particles. Instead, these particles appear to increase in number from the
point of emission to the point of detection in far-field.

Several pathways for this are possible, which however cannot be proven with the available data set
and this discussion should therefore serve as an inspiration for future measurements in this regard.
The processes leading to increases in particle numbers from near-field to far-field measurements
are illustrated for the lean-burn combustion mode in Figure 6.19, where the arrow leading from
panel (c) to (b) indicates the transition of (semi-) volatile particles to non-volatile interstitial and
ice residual particles.
One mechanism could be that the high number concentrations of nvPM and total particles found in
the far-field are already emitted at the engine exit but are too small for detection in the near-field.
These particles could grow through condensation of volatiles and semivolatiles over time so that
they grow into the aerosol measurement range by the time of far-field measurements.
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Figure 6.19: Comparison of VOLCAN2 lean-burn AEI shown against near-field (a) nvPM EI and
(c) total particle EI and against far-field (b) non-volatile interstitial and ice residual particle numbers
and (d) total particle EI with possible processes indicated between the near-field and far-field plots.
Small symbols are single contrail encounters while large symbols represent median AEI values in 1
K ΔTSA range bins as described in subsection 4.7. The analog figure for rich-burn combustion can be
found in Figure A4 in Appendix A.

It was shown in section 6.6 that engine 1 emitted approximately one order of magnitude more
total particles than engine 2. As far-field measurements sample the combined emissions from both
engines, these higher total particle emissions from engine 1 could also be a reason for the supposed
increase in total particles when comparing far-field total particle EI to near-field total particle EI
from engine 2 emissions. This increase is also found when comparing near-field and far-field total
particle EI from VOLCAN1, for which no measurements of engine 1 were conducted. Therefore, an
influence of higher total particle emissions for engine 1 on the difference of near-field and far-field
total particle EI can be neither proven nor disproven. While the increase in total particles from
near-field to far-field could possibly be due to the different EIs from the two different engines,
the approximately three orders of magnitude increase of nvPM EI from near-field to far-field for
lean-burn combustion cannot be explained by this circumstance.
Finally, processing of (semi-) volatile particles to nonvolatile ice residuals could possibly explain the
increase in nvPM from near-field to far-field measurements. It is conceivable that once ice crystals
have formed, the large surface area provides a good condensation site for (semi-)volatile material,
which then coagulates and remains as a particulate ice residual even after passing the thermode-
nuder of the nvPM measurement system. In this case, several volatile particles condensing onto
the ice crystal might result in a single ice residual. This is however a speculative mechanism that
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requires further research to quantify the interaction between (semi-)volatile aerosols and contrail
ice particles. A small set of nvPM measurements conducted in the far-field under non contrail
forming conditions showed that nvPM stayed at levels similar to those in near-field measurements.
This strongly suggests that the presence of contrail ice particles leads to the increase in nvPM EI
measured in the far-field under contrail forming conditions and supports the theory of ice particles
processing (semi-) volatile particles to nonvolatile ice residuals.

In summary:

• Non-volatile interstitial and ice residuals measured in far-field are approximately
three orders of magnitude higher than nvPM measured in near-field, likely due to
processing in contrail ice particles.

• Total particle numbers increase from near-field to far-field by growth into themea-
surement range or mixing of emissions from both engines.

Similar findings consistent with those of VOLCAN2 can be found in VOLCAN1 data shown in
Figure A3 in Appendix A for the differences between near-field and far-field on the order of mag-
nitude scale. During VOLCAN1 however, slightly lower far-field nvPM and total particle EI are
found compared to VOLCAN2. This is an interesting observation as near-field nvPM and total par-
ticle EIs are similar between the two campaigns. During VOLCAN2 therefore, more particles are
either processed in or on contrail ice particles, form after the initial emission phase or result from
the higher total particle emissions from engine 1.

Here it must be noted that during VOLCAN2, two different inlet configurations (forward-facing
(FW) and backward-facing (BW) (Fiebig, 2001)) were employed. While with the forward-facing
inlet configuration, interstitial aerosol as well as aerosols enclosed in ice particles are measured,
only interstitial aerosol is measured in the backward-facing configuration. As nvPM EI are on a
similar order of magnitude as AEI, values obtained using the backward-facing inlet yield strongly
reduced emission indices that do not include the condensation nuclei. Therefore, all shown nvPM
EI only include measurements from the forward-facing inlet, as do the corresponding AEI shown
together with nvPM EI. AEI are at least an order of magnitude smaller than total particle EIs and
the impact of AEI on the reduction of total particles is therefore relatively small (see subsection
6.7.2). In order to be able to use the large number of measured contrail encounters, those with
both inlet configurations were used when comparing AEI against far-field total particle EIs. This
means that the data set is different for AEI vs nvPM EI (only forward-facing inlet) and AEI vs total
EI (both inlets), leading to slightly varying median AEI.

151



6 Contrails from lean-burn engines

6.7.2 Influence of ambient conditions on processing

In the following, the ratios of far-field AEI and aerosol EI are discussed in order to gain insight into
the mechanisms behind ice activation and processes affecting aerosol numbers. The P-T domain
6.3 has been selected to discuss these relationships as a large range of RHi is spanned while other
variables such as altitude and water vapor availability are narrowed down.

Figure 6.20: Ratios of emission indices for VOLCAN2 far-field contrail encounters of domain 6.3
shown against (a, c, e) ΔTSA and (b, d, f) RHi. (a, b) The ratios of far-field nvPM EI to far-field total
particle EI considering only data where the forward-facing inlet (FW) was used, (c, d) the ratios of
AEI to far-field nvPM EI where only the FW inlet was used, and (e, f) the ratios of AEI to far-field
total particle EI with both inlet configurations.
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Figure 6.20 shows ratios of emission indices of ice and aerosols during contrail encounters from
domain 6.3. Panels (a) and (b) show the share of nvPM EI to total particle EI EInvPM /EItotals for
the forward-facing aerosol inlet against (a) ΔTSA and (b) RHi. This ratio appears to have a linear
relationship to ΔTSA and RHi for the respective fuels, where the share of nvPM to total particles
increases with increasing RHi and with increasing temperature difference to TSA. Data points for
Jet A-1 and HEFA are clearly separated vertically with Jet A-1 points having systematically higher
shares of nvPM to total particles compared to HEFA.
To understand this separation, it is worth reviewing the plots comparing normalized AEI, nvPM EI,
and total particle EI of the respectively compared fuels in Figure A8 in Appendix A and Figure 4.8.
There, a direct proportionality is found between normalized AEI and nvPM EI while normalized
AEI are inversely proportional to normalized total particle EI. This inverse proportionality is the
reason for the vertical separation of Jet A-1 and HEFA data points in Figure 6.20 (a, b).
A similar trend as in panels (a, b) can be found for the other two shown ratios AEI /EInvPM in pan-
els (c, d) and AEI /EItotals in panels (e, f) as well. This is a plausible relation for the ratios relating
ice to aerosol EIs as it has been established that AEI increase with RHi and larger differences to
TSA. It is interesting that this relation is also found for EInvPM /EItotals as it means that at higher
humidities, the proportion of nvPM to total particles increases similarly to the proportion of ice
particles to total particles. A reason could be the aforementioned processing of orignially volatile
particles to a nonvolatile ice residual in or on ice particles. A causality could be that the more ice
particles are available, the more volatile particles are processed into nonvolatile ice residuals.
Another interesting aspect found in Figure 6.20 (c, d) is the high number of contrail encounters
where AEI /EInvPM is above 1. This means that more contrail ice particles than nvPM were mea-
sured and that for the cases of the ratio being above 1, there are cases where no ice residual
was measured. It is interesting to see that mostly encounters from lean-burn combustion have
AEI /EInvPM above 1, leading to the suggestion that the volatile particles that served as conden-
sation nuclei were not fully processed to nonvolatile particles or are not measured as such due to
being either evaporated by the thermodenuder or because their size is below the detection limit.
The processing of (semi-)volatile aerosols on ice particles is likely sensitive to a number of external
factors and changes the number of measured far-field nvPM and total particles. Several originally
volatile particles could therefore also possibly be processed into a smaller number of (semi-)volatile
ice residuals. However, also rich-burn encounters are found with AEI /EInvPM above 1 so that
volatile particles might also play a role in ice nucleation during rich-burn combustion.
The findings of this subsection can be summarized as:

• The ratios EInvPM /EItotals, AEI /EInvPM, and AEI /EItotals increase with increasing hu-
midity and larger differences to TSA. This likely indicates a correlation between the
number of contrail ice particles and the number of ice residuals.

• Especially for lean-burn combustion, the number of ice particles can exceed that of
non-volatile interstitial and ice residual particles.
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Chapter 7
Summary and Outlook

7.1 Summary

Can contrails be reduced with the use of 100 % SAF or with modern lean-burn engines? The in-
vestigation of these two technological approaches as measures to mitigating the climate impact of
contrails and contrail cirrus was the overarching motive of this work. Lower contrail ice particle
numbers have been shown to lead to decreased radiative forcing (Burkhardt et al., 2018; Schumann
et al., 2013; Bock and Burkhardt, 2019; Teoh et al., 2022b) and previous studies (Kärcher and Yu,
2009; Wong and Miake-Lye, 2010; Kärcher et al., 2015; Kleine et al., 2018; Rojo et al., 2015) have
asserted soot particles as being the dominant contrail condensation nuclei. With an extensive in-
strumentation onboard the DLR Falcon research aircraft including the two forward-scattering laser
spectrometers CAS-DPOL and CAPS-DPOL, in-flight in-situ measurements of contrails were con-
ducted behind an Airbus A350-941 equipped with Rolls-Royce Trent XWB-84 engines in the course
of the ECLIF3 campaign to study the influence of 100 % SAF combustion on contrail formation. Us-
ing the same measurement platform and methodology, an Airbus A319neo and A321neo powered
by CFM International LEAP-1A lean-burn engines were chased during the NEOFUELS/VOLCAN
campaign and contrails forming from the lean-burn combustionmodewere compared to those from
a reference forced rich-burn combustion mode. Central to this study was the question whether
strongly reduced soot emissions in the lean-burn combustion mode lead to likewise reduced con-
trail ice particle numbers, or if other particles take over as condensation nuclei as predicted by
parcel model simulations (Kärcher and Yu, 2009; Kärcher, 2018; Yu et al., 2024). Measurements
of contrail ice crystal numbers were correlated with aerosol particle numbers and fuel properties
from data sets obtained across a broad range of ambient conditions and a statistical method for
ensuring comparability of data was developed. In the following, the major research questions and
conclusions obtained from the ECLIF3 and VOLCAN campaigns will be summarized.

The first major research question (RQ) of this work was:

RQ1 What is the effect of 100 % SAF combustion on particle emissions and contrail formation?
�Chapter 5, Figures 5.5, 5.6
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This question was discussed and answered by data measured during the ECLIF3 campaign where
contrails from 100 % SAF combustion were probed in-flight for the first time. A HEFA-type SAF
was combusted in an RQL-type Rolls-Royce Trent XWB-84 engine onboard an Airbus A350-941
operated by Airbus so that engine parameters could be controlled and similar ambient conditions
targeted. From five contrail flights in April and November 2021, one flight performed on April
16 2021 stood out as offering contrail measurements in stable ice-supersaturated conditions with
sufficient statistics from HEFA and reference fuel Jet A-1 combustion. The data obtained during
this flight was therefore ideal to answerRQ1 and it was processed and discussed in the publication
Märkl et al. (2024) and from which the following conclusions are taken.
Contrail ice crystals were measured together with the trace gases CO2 and NOy , aerosol particles
and water vapor. NOy was used as a dilution tracer due to the lower uncertainties from background
fluctuations during this flight, which had also been previously suggested by Kleine (2019). From
the data measured by the two forward-scattering laser spectrometers CAS-DPOL and CAPS-DPOL,
apparent ice emission indices (AEI) were calculated for the two investigated fuels for similar engine
parameters and ambient conditions, resulting in 56 % lower apparent ice emission indices for 100 %
HEFA combustion compared to the reference Jet A-1. Nonvolatile aerosol particle EI measured
in the far-field contrails were reduced by 35 %. Lower AEI and nvPM EI were attributed to the
lower aromatics and naphthalene content of the HEFA while the stronger reduction in ice particles
compared to nvPM is suspected to be due to lower ice activation from the low-sulfur HEFA. Com-
parisons to similar measurements during the previous ECLIF1 and 2 campaigns presented in Voigt
et al. (2021) showed that beyond the fuel composition, the type of engine also plays a large role
in nvPM emission and contrail ice particle formation. The current generation Rolls-Royce Trent
XWB-84 engine showed a significant reduction in contrail ice particle numbers compared to the
older IAE V2527 engine for conventional fuel. The variable composition (hydrogen, aromatic, and
naphthalene content) of jet fuels and SAFs as well as the type of engine are therefore seen as major
influencing factors for contrail formation and the associated climate impact.
Contrail ice crystal PSDs measured during this flight were also studied and a dependence on the
difference to emission altitude Δ𝑧 was found. Ice crystals measured at higher positive Δ𝑧 (above
emission altitude) were largest and smaller particles were found the lower they were detected be-
low emission altitude, thereby showing a high variability of ice crystal PSDs within contrails.
Contrail ice crystal number concentration predictions from CoCiP were performed by Ulrich Schu-
mann (DLR IPA) and compared to the experimental findings. A good agreement was found for me-
dian values while the experimentally observed values had a larger spread due to CoCiP not being
able to resolve small-scale inhomogeneities in the contrail.
By assuming a 60 % soot particle reduction for the use of 100 % SAF and applying this assump-
tion to the global fleet average for the year 2018, a 26 % reduction in contrail radiative forcing
was calculated by Ulrike Burkhardt and Cornelius Weiß-Rehm using the GCM ECHAM5 general
circulation model coupled to the Hamburg Aerosol Module and using the contrail cirrus module
CCMod informed by the in-flight measurements.
The findings from the ECLIF3 campaign extend previous in-situ measurements on contrails of SAF

156



Summary

blends (Bräuer et al., 2021b; Voigt et al., 2021) that showed a similar relative reduction but com-
pared to a much "dirtier" reference Jet A-1 (higher aromatics, naphthalene, and sulfur content).
Therefore, the role of fuel parameters and the engine type on soot emissions and contrail forma-
tion are highlighted so that no generalized statements can be made about the influence of SAF and
conventional jet fuels on soot emissions and contrail formation. Instead, fuels and their contrail
reduction potential must be evaluated based on their composition and the type of engine they are
combusted in.

Modern lean-burn combustion technologies are primarily an approach to reducing NOx emissions
and to increase fuel efficiency (Liu et al., 2017). Test stand measurements have also shown reduced
particle number emissions (ICAO, 2024) so that possible nvPM emission reductions under cruise
conditions raised the second major research question:

RQ2 Can contrail ice particle numbers be reduced by the use of modern lean-burn combustion
technologies and if so, how much?�Section 6.2, Figures 6.5, 6.6

The data needed to answer this question were measured during the NEOFUELS/VOLCAN cam-
paign, which was split into two parts in November 2021 (VOLCAN1) and February and March 2023
(VOLCAN2). CFM International LEAP-1A lean-burn engines installed on the Airbus A319neo and
A321neo were staged via FADEC adjustments to operate in a lean-burn combustion mode or a
forced rich-burn combustion mode. This allowed emissions and contrails from the respective com-
bustion modes to be intercepted by the DLR Falcon and measured by its onboard instrumentation.
In the course of four contrail flights during VOLCAN1 and nine contrail flights during VOLCAN2,
a data set from a broad range of ambient conditions was obtained. Additionally, three ice-free near-
field emission measurement flights were performed during VOLCAN1 and six such flights during
VOLCAN2.

Compared to the relatively constrained ambient conditions found during the investigated ECLIF3
flight, the number of measurement flights performed at a variety of ambient conditions necessitates
data to be grouped by similar ambient conditions in order to find influences of combustion mode or
fuel on contrail ice particles. On the local scale with otherwise similar ambient conditions, a linear
relation was found between AEI and RHi while a linear anticorrelation was found between AEI
and ΔTSA. Likely, higher supersaturations allow a greater number of particles to become activated
and lead to the higher contrail ice particle concentrations.
Across the entire data set and all encountered conditions however, a non-linear, triangular relation
between AEI and ΔTSA with highest AEI around -9 K to -10 K below TSA could be observed. This
is mostly due to a sampling bias from avoiding very cold and humid areas where natural cirrus
impede the visibility needed for contrail chasing. Lower AEI at higher temperatures result from
incomplete activation of condensation nuclei. To avoid biases from sampling at different RHi or
ΔTSA, a method was developed where VOLCAN data was grouped into so-called P-T domains in
which data points were recorded at similar ambient pressures and appear as clustered groups in
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a T vs ΔTSA diagram. Within these domains, AEI is assumed to depend mostly on RHi and ΔTSA

and data points are grouped into bins thereof. The data was then normalized and the statistical
significance of AEI differences between different fuels or combustion modes evaluated according
to Mann-Whitney U rank test p-values. This newmethod was applied to the VOLCAN data set and
allowed answering research questions RQ2 and RQ3 from a broad set of data.

Near-field nvPM measurements comparing lean-burn combustion to rich-burn combustion re-
vealed a reduction of approximately three orders of magnitude in soot particles for lean-burn com-
bustion. Interestingly, this reduction does not translate into the same reduction for contrail ice
crystals in the far-field on the order of magnitude scale in the investigated engine/aircraft configu-
rations. Instead, a correlation is found between AEI and near-field total particle EIs for both com-
bustion modes. A clear indication was found that the number of ice crystals formed in the young
contrails correlate with the number of total aerosol (volatile and nonvolatile) particles larger than
5 nm. The partitioning between nonvolatile and volatile particles seems to play a minor role for
ice crystal activation. From this large-scale view, it is not possible to judge if the combustion mode
might have an influence on contrail ice crystals on the smaller scale.
For this, the P-T domain method comes into use to compare combustion modes in the far-field
under similar conditions. No statistically significant differences in AEI ranges could be found un-
ambiguously across all four binning methods for any P-T domain, so that a contrail ice particle
reduction potential by the use of lean-burn combustion could not be found for these measure-
ments. In line with the similarity of AEI for different combustion modes, no significant difference
in contrail ice particle size distributions could be observed. Instead, a number of ambient condi-
tions and conditions of contrail probing outweigh any effects the combustion mode might have on
PSDs.
As approximately three orders of magnitude less nvPM than total particles were available as nu-
cleating particles for the lean-burn mode, other particle types such as (semi-)volatile aerosols must
have acted as condensation nuclei. A strong indication for this was also found by comparing emis-
sions from the two engines during VOLCAN2 as engine 1 had significantly higher total particle
emissions than engine 2 in both combustion modes. From sequences of stable engine conditions,
the contrail forming behind engine 1 appeared much more optically dense than the one forming
behind engine 2 in the lean-burn combustion mode, which is likely attributed to the higher total
particle emissions of engine 1.
These results partially confirm the parcel model simulations (Kärcher and Yu, 2009) presented in
Kärcher (2018) and shown in Figure 1.2 that predict similar AEI in the soot-poor regime for con-
ditions well below the Schmidt-Appleman threshold temperature TSA. Unlike the predictions for
conditions close to TSA, a strong reduction in AEI on the order of magnitude scale could not be con-
firmed experimentally for the soot-poor regime and instead, contrail ice particle formation seems
to be dominated by (semi-)volatile emissions such as ultrafine aqueous particles (UAPs), lubrica-
tion oil, unburned hydrocarbons or other organic and inorganic (semi-)volatile particles (Yu et al.,
2024).
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The aerosol measurements performed by Daniel Sauer and Rebecca Dischl (DLR IPA) showed that
the number of nvPM is approximately three orders of magnitude and total particles approximately
one order of magnitude higher in far-field contrail measurements compared to the ice-free near-
field measurements in the lean-burn combustion mode. While the same increase in total particles
could be found for the rich-burn combustionmodewhen comparing far-field to near-fieldmeasure-
ments, no significant increase was found for nvPM. A connection of the increase in nvPM from
near-field to far-field measurements in the lean-burn mode to the presence of contrail ice particles
is therefore suggested.
Ice activation rates either with respect to far-field nvPM or total particles increase with increas-
ing RHi and larger differences to TSA. The number of contrail ice particles was found to exceed
the number of far-field non-volatile interstitial and ice residual particles in some cases, especially
for lean-burn combustion. This indicates that not all original ice condensation nuclei necessarily
remain as ice residuals but might also be reduced or increased in number by processing in or on
ice particles or evaporate in the thermodenuder. Additionally, the share of far-field nvPM with re-
spect to total particles also increases with increasing RHi and larger differences to TSA, indicating
a larger share of ice residuals for conditions where more contrail ice particles were present.
Processing of (semi-)volatile particles to a nonvolatile ice residual in or on contrail ice particles
could be an explanation for this finding. Therefore, nvPM in the far-field are not simply termed as
soot or nvPM but as non-volatile interstitial and ice residuals. All near-field emissions measure-
ments were performed behind engine 2, so that the mixing of higher total particle numbers from
engine 1 into the contrail could be an explanation for the increase in total particles from near-field
to far-field. As it appears that some kind of processing happens between emission and far-field
detection, far-field aerosol EI can’t be used as a good indicator of initial ice nucleation processes
in the lean-burn combustion mode.

Several types of fuel including 100 % SAF and SAF modified through the addition of aromatics
were probed during the VOLCAN campaigns. With this set of measurements, the third research
question could be answered:

RQ3 Can contrail ice particle numbers be reduced by the use of SAFs in modern lean-burn com-
bustion technologies in the lean-burn and forced rich-burn combustion mode? �Section
6.3, Table 6.6, Figure 6.9

In both combustion modes, a fuel-based ice particle number reduction potential could be found
where the HEFA fuel led to lower AEI compared to Jet A-1. A higher fuel-based ice particle reduc-
tion potential was also found for lower RHi compared to higher RHi. The lean-burn combustion
mode also showed possible indications of a higher reduction potential compared to the rich-burn
combustion mode for the contaminated fuels. This might be due to the lower sulfur content of
HEFA leading to a stronger reduction in (semi-) volatile condensation nuclei compared to the pos-
sible reduction in soot particles for the rich-burn mode. However, this could also be an effect of
the aforementioned lower humidities for the lean-burn comparison. A somewhat surprising result
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was found for the comparison of a high-aromatic but sulfur-free modified SAF fuel (SPK High) to
the reference Jet A-1 in the rich-burn combustion mode. The SPK High fuel led to higher AEI com-
pared to Jet A-1 in the rich-burn mode at similar near-field nvPM and lower total particle numbers.
Possibly, the higher aromatic content of the SPK High or the higher naphthalene content of Jet
A-1 modify primary soot particle sizes and influence the share of volatile particle activation. This
could however could not be fully verified in this work.
The fact that a fuel effect can be detected in the lean-burn combustion mode for the use of low-
aromatic, low-sulfur HEFA fuel indicates that condensation nuclei other than soot must be reduced
by the type of fuel as well. Assuming that lubrication oil droplet emissions are independent of the
type of fuel, other particle types such as unburned hydrocarbons, chemi-ions, or other (semi-)
volatile particles acting as condensation nuclei are likely to be influenced by the type of fuel.

Figure 7.1: (a) Far-field mean AEIs and nonvolatile interstitial and ice residual particle numbers
(forward-facing (FW) inlet) of forced rich-burn combustion mode data of the VOLCAN2 campaign
(blue-gray data points) and the ECLIF campaigns (Märkl et al., 2024; Voigt et al., 2021) (all other
colors). (b) VOLCAN2mean AEI for a given color-codedΔTSA range. Continuous lines are boundaries
for conditions well below TSA (top) and for conditions close to TSA (bottom) from Yu et al. (2024).

Figure 7.1 (a) combines far-field data from the ECLIF campaigns (Voigt et al., 2021; Märkl et al.,
2024) and the VOLCAN2 campaign and allows a comparison of spanned ice particle number and
nonvolatile interstitial and ice residual particle number ranges. VOLCAN2 data points cover a large
portion of the y-axis range within the borders defined in Yu et al. (2024), which represent a recently
updated version of the borders defined in Kärcher (2018) and based on Kärcher and Yu (2009). In
this updated model, primary soot particles determine contrail formation rather than aggregates,
leading to increased plume supersaturations and higher probabilities of volatile particle activation
(Yu et al., 2024). The model however does not yet include the effect of condensable organics (Yu et
al., 2024), which could possibly further alignmodel results with experimental observations. ECLIF3
data points on the other hand are confined to the top of the y-axis range at a similar x-axis range.
Figure 7.1 (b) shows the same VOLCAN2 data points but resolved by their respective ΔTSA value.
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Here, a color bar was chosen with light colors at very warm and very cold temperatures and dark
colors for the intermediate ΔTSA values. Consequentially, intermediate ΔTSA values can be found
for higher AEI while lower AEI correlate with very warm or very cold temperatures. Hence, the
strong influence of ΔTSA on AEI as predicted by Kärcher and Yu (2009) is shown. The comparison
of the two campaigns highlights that AEI measured during the ECLIF campaigns are found at the
upper predicted boundary defined by Yu et al. (2024) and meaning nearly complete soot particle
activation (Kleine et al., 2018; Voigt et al., 2021). On the other hand, almost the entire y-axis range
is spanned for VOLCAN2 data. Even for one single engine type, the range of measured AEI and
nonvolatile interstitial and ice residual particle numbers therefore strongly depends on ambient
conditions and the type of used fuel.

Overall, the formulated research questions could be answered in the course of this work with addi-
tional findings materializing from the comprehensive data set. As is often the case with research,
when questions are answered, new ones are raised. These will be discussed in the next section
together with suggestions on how they could be answered and what further research is planned
in this respect in the future.

7.2 Outlook

This work answered several questions with regard to contrails from 100 % SAF combustion and the
use of modern lean-burn engines. While the obtained data sets covered a broad range of ambient
conditions, fuels, and engine parameters, there are still gaps in experimental findings that will be
discussed in the following. Subsequently, possibilities to fill these gaps in future campaigns will be
presented together with suggestions for instrumentation and data analysis. Finally, the potential
and likely future development of the investigated technological climate impactmitigationmeasures
will be discussed.

7.2.1 Open questions and future contrail campaigns

The ECLIF3 campaign showed the reduction potential for the use of 100 % SAF in RQL combustors
compared to a relatively "clean" conventional reference jet fuel. Comparisons to previous in-situ
measurements of SAF blends showed that the type of engine also has a large influence on nvPM
emissions and contrail formation. Hence, the reference Jet A-1 during ECLIF3 showed lower nvPM
EI and AEI compared to the SAF blends combusted in an older engine. Simulations by Teoh et al.
(2022b) predict a decreasingly steep contrail reduction potential for increasing blending ratio. This
has however not been confirmed experimentally from in-situ measurements at cruise conditions.
Measurements similar to those conducted during ECLIF3 with SAF blends at varying blending
ratios (e.g. 25 %, 50 %, 100 %) and ideally a world-average conventional reference jet fuel could be
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useful in verifying predictions and determining the ideal blending ratio to maximize the climate
warming mitigation potential of SAF.

Some of the conclusions from the VOLCAN data set can be drawn with fairly high confidence such
as that contrail ice particle numbers are not significantly influenced by the combustion mode in the
investigated aircraft/engine configuration despite developing from different condensation nuclei.
Other findings are indicated but would benefit from confirmation through further measurements.
Overall, the following open questions emerge from the VOLCAN campaign and could serve as
research questions for future campaigns regarding contrail formation from lean-burn engines:

• Can a higher fuel-based reduction potential for low humidity compared to high humidity be

systematically confirmed?

• Can a higher fuel-based reduction potential be confirmed in the lean-burn combustion mode

compared to rich-burn combustion?

• Can higher AEI for SPK High combustion compared to Jet A-1 be confirmed and can the under-

lying particles or particle properties for ice nucleation be identified?

• What type of (semi-)volatile particles is mainly responsible for contrail ice nucleation in the

lean-burn mode?

• Can lubrication oil use be monitored in real time and controlled to systematically investigate its

role in contrail ice nucleation?

• What are the exact processes leading to the increase in nvPM and total particles in the far-field

compared to near-field?

The first three research questions can be answered by conducting measurements similar to those
during the VOLCAN campaigns. Repeating measurements from HEFA and Jet A-1 combustion at
lean-burn and rich-burn conditions preferably at low humidity and at high humidity could provide
the data set needed to answer the first two questions. Finding the right conditions for this type of
comparison has proven challenging in the past. Areas are needed where humidity and visibility
are simultaneously high enough for contrail formation and large enough to provide an airspace
suitable for contrail sampling. Finding these types of air masses took considerable time during
the VOLCAN campaign, even in areas with predicted contrail-forming conditions. Repeating the
comparison of SPK High fuel to Jet A-1 at lean-burn and rich-burn conditions would also give the
opportunity to confirm the higher AEI for SPK high and to check if SPK High inversely produces
lower AEI than Jet A-1 in the lean-burn mode. Model calculations similar to those conducted by
Yu et al. (2024) for these specific fuels could also offer insight into possible nucleation mechanisms
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and underlying condensation nucleus properties. During VOLCAN, the statistical sample size for
contrails from SPK Low fuel was small. Repeating measurements comparing Jet A-1 and SPK Low
at similar conditions would provide insight if a statistically significant difference can be found.
Similarly, the ambient conditions for the comparison of HT-fuel to Jet A-1 during VOLCAN1 were
not similar enough to clearly investigate the difference of these two fuels on contrail ice formation.
Repeating measurements with these two fuels at similar RHi, ΔTSA and ambient pressure would
therefore be recommended. The confirmation of these findings could be implemented in models
to evaluate the climate impact mitigation value under specific conditions. For example, if it is con-
firmed that SAF reduces contrails more at low RHi in the lean-burn combustion mode, SAF could
be preferentially allocated to routes where these conditions are met.
To determine the exact type of (semi-)volatile particles mainly responsible for ice nucleation in the
lean-burn mode, monitored and controlled lubrication oil use during inflight measurements could
show if contrail ice formation can be tuned this way. Also, it would be helpful to use two engines
with a similar maintenance cycle to avoid possible additional effects such as additional particle
emissions that might arise from the use of two engines at different stages of maintenance cycle.
Combustion of low-sulfur, low aromatic fuel during this study of lubrication oil could additionally
minimize the possible influence of fuel constituents and reduce the study to particulate lubrication
oil emissions. Findings from a study of such type would also be of importance for future hydrogen
combustors. For the design and interpretation of these measurements, the current work by Pon-
sonby et al. (2024b) on the inclusion of volatile particle activation in the soot-poor regime could be
closely followed. The recent work by Yu et al. (2024) already includes volatile particles as conden-
sation nuclei and provides an updated view to the boundaries presented in Kärcher (2018). Volatile
organic particles are however not yet included in the model and the findings form the VOLCAN
campaigns presented in this work should be considered for implementation in future model ver-
sions, especially for predictions in the low-soot regime.
Urbanek et al. (2018) and Groß et al. (2023) have found indications of an effect of aviation emit-
ted aerosols on cirrus cloud properties. Non-volatile ice residuals processed from volatile aerosols
could therefore have implications for the formation of natural cirrus, even after sublimation of
contrail ice crystals. To understand the processing of particles in or on ice particles it could be use-
ful to perform a distance profile from near-field to far-field conditions under ice-free conditions
and under contrail-forming conditions. This way, it could be confirmed if the increase in nvPM
from near-field to far-field in the lean-burn mode is dependent on the presence of ice. It thereby
also might be possible to quantify rates of conversion from (semi-)volatile particles to nonvolatile
ice residuals and to gain further insight into the processes responsible for this conversion. An
experimental campaign performed in autumn 2023 is the EcoDemonstrator experiment where the
NASA DC-8 research aircraft chased a Boeing 737-10 equipped with CFM International LEAP-1B
engines, which are very similar to the LEAP-1A engines used during VOLCAN. During these mea-
surements, contrails were probed from SAF and ultra-low sulfur Jet A fuel combustion in newly
manufactured engines, offering the opportunity for comparing VOLCAN campaign results (Bräuer
et al., 2024).
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7.2.2 Future developments in instrumentation and data analysis

The instrumentation andmethods used in the course of this work have been developed and iterated
over the course of several years and campaigns. While this led to continuous advancements in
measurements and data processing, this work has also revealed remaining room for improvement
for future measurements and campaigns.

Instrumentation

The employed CAS-DPOL and CAPS-DPOL instruments were used to measure ice particle num-
ber concentrations and sizes. As discussed in subsection 3.2.4, there was a certain, likely size-
dependent, variability in particle counting agreement between the two instruments. Here, an in-
dependent particle counting calibrationmethod, ideally covering a range of particle sizes, would be
a useful way to test if the instruments overcount or undercount particles of certain sizes. Correc-
tion functions could thereby be derived for each instruments so that their size-dependent particle
counting efficiencies match those of the calibration method. Simulating scattering events electron-
ically could be one solution as well as creating a particle air flow with a defined concentration in
the laboratory. Methods exist to calibrate the counting efficiency of OPCs at low particle concen-
trations in the size range relevant for contrails (Vasilatou et al., 2020) so that it is conceivable to
adapt similar methods to CAS instrumentation.
Another limit of the CAS instruments is the maximum number of particles recorded by the pbp file.
In subsection 4.1, the two different methods for calculating number concentrations based on the
CAS bulk file or pbp file were mentioned. The bulk file based method was chosen despite its lower
size resolution due to expected uncertainties from concentration extrapolations necessary when
using the pbp file not containing every encountered particle. In future instrumentation versions,
it would be desirable to record all encountered particles in a pbp file despite the high requirements
for data processing and storage. This would avoid the rigid ADC size binning in the bulk file and at
the same time ensure accurate number concentration determination even in rapidly varying con-
centration settings.
Particle sizing with forward-scattering laser spectroscopy methods is physically limited by Mie
ambiguities in the relationship between SCS and size for a given laser wavelength and scattering
angle range. These Mie oscillations could be shifted to each other for different wavelengths so
that two or more chosen laser wavelengths could in principle be combined to reduce ambiguities.
This type of measurement principle would however come with the disadvantages of the weight
and volume of a second laser source and optical system and detector, as well as data processing. A
system using two laser wavelengths exists (Nagy et al., 2007) and has been used on the ground to
characterize urban aerosols (Nagy et al., 2016).
There are not many feasible alternatives to the CAS instrument system for the in-flight in-situ mea-
surement of contrail ice particles. In principle, the FFSSP (upgraded version of Forward Scattering
Spectrometer Probe (FSSP)) and Fast Cloud Droplet Probe (FCDP) instruments from SPECinc are
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light-scattering instruments designed for the counting and sizing of cloud particles. The CAS in-
strument has been developed based on the older FSSP (Baumgardner et al., 2001) making it obsolete,
while the FCDP is not able to measure particles smaller than 1.5 µm (practically 3 µm) (Kirschler
et al., 2022). Another measurement principle is the Phase Doppler Interferometer (PDI) imple-
mented by Artium Technologies for cloud microphysical measurements (Chuang et al., 2008). In
contrast to other forward-scattering probes, the PDI’s measured quantity is the light’s wavelength
after undergoing interference at the measured particle and not the scattering intensity, leading to
advantages regarding uncertainties for example due to coincidence (Chuang et al., 2008). While
the detectable size range down to approximately 0.5 µm covers typical contrail ice particles, accu-
rate sizing is only possible if their shape is close to spherical (Chuang et al., 2008), which can’t be
assumed for contrail ice particles aged several minutes (Gayet et al., 2012; Voigt et al., 2011).

Beyond improvements in ice particle detection, the questions raised by this work also require cer-
tain modifications and improvements in the non ice particle instrumentation. Aerosol measure-
ments could be improved by extending the size detection range of the CPCs towards the nucleation
mode of volatile particles (∼ several nm) and also adding additional channels to achieve higher
size resolution in the range of 3 to 20 nm (currently detection only goes down to 7 nm and no size
resolution). This could be realized by connecting several CPCs in series, each with a respective
lower cutoff size. This together with the use of several thermodenuders operated at different tem-
peratures could shed light on the types of particles responsible for ice particle nucleation in the
soot-poor regime by characterizing the size and volatility of (semi-)volatile particles. It is also con-
ceivable to install instrumentation capable of measuring ion clusters, for example using a Cluster
Ion Counter (CIC) (Airel OÜ, 2024) or previously used instrumentation such as a Neutral Cluster
- Air Ion Spectrometer (NAIS) (Mirme et al., 2010) or mass spectrometer (Arnold et al., 1999) in
order to be able to quantify the role of chemi-ions on contrail ice particle nucleation.

RHi values used for filtering data as well as for the calculation of TSA in this work were obtained
from the AIMS onboard the DLR Falcon aircraft. While it has been discussed in subsection 3.4 that
these measurements are a good approximation for these purposes, the ideal solution would be the
measurement of water vapor mixing ratios in the undisturbed atmosphere onboard the preceding
emission source aircraft. A relatively compact instrument that could come into question is the So-
phisticated Hygrometer for Atmospheric ResearCh (SHARC) (Kaufmann et al., 2018), which has an
extremely large measurement range able to cover very low to very high humidity from the ground
to the stratosphere. This instrument is also a desirable addition to the DLR Falcon instrumentation
for future campaigns and would for example solve the problem of low measurement accuracy for
mixing ratios over 150 ppm in AIMS.
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Data processing

Due to variable backgrounds of tracers, especially CO2, and aerosols, there is still a lot of manual
work involved in classifying plumes. While certain criteria are used (e.g. dipping of concentrations
below 15 % of the neighboring peak maximum) and plume definitions are iterated and discussed
with expert colleagues, there is currently no fully objective and automatic algorithm that can sat-
isfactorily define plume times across ice particle, aerosol, and trace gas measurements. Such an
algorithm would save the analyzing scientist a lot of time and could reduce subjectivity in plume
definitions. It could also be investigated to train a machine learning algorithm to classify plumes
from existing data sets but this would again reduce the traceability of plume definition as no clear
and objective criteria would again be used.

7.2.3 Technology outlook

This work has shown that the use of 100 % SAF has the potential to reduce contrail ice particle
numbers and thereby radiative forcing, in RQL combustors as well as in lean-burn engines. In sub-
section 2.2.4 it has been discussed that the projected demand for SAF will present fuel producers
with the challenge of producing and delivering enough sustainably produced SAF. This constrained
supply leads Teoh et al. (2022b) to suggest a targeted use of SAFs in a way that maximizes climate
impact reduction. They recommend achieving this by using higher SAF blending ratios for a small
share of flights with the highest contrail energy forcing instead of uniformly distributing SAF sup-
ply across a larger share of flights with lower blending ratios. The use of 100 % non drop-in SAF
will likely not be certified before the year 2030 (EASA, 2023) so that for the time being, blends or
drop-in SAFs are the only implementation options. In principle, conventional jet fuel could also be
hydrotreated to remove or reduce the chemical compounds (mainly sulfur and aromatics) responsi-
ble for producing contrail ice condensation nuclei (Faber et al., 2022; Quante et al., 2024). However,
this process actually increases the fuel’s CO2 net emissions due to the additional processing so that
this pathway might be feasible only when used on flights where a strong contrail energy forcing
is expected that could be reduced by the use of hydrotreated conventional jet fuel (Quante et al.,
2024).
Current research indicates that the use of blended or pure SAF can lead to reduced contrail radiative
forcing (Voigt et al., 2021; Bräuer et al., 2021b; Teoh et al., 2022b; Märkl et al., 2024) and can there-
fore be a valuable tool in combating aviation’s climate impact. SAF is a term incorporating many
fuels with different chemical characteristics and varying degrees of sustainability. As discussed
in subsection 2.2.3, the overall climate impact of SAFs depends strongly on the type of feedstock
and production pathway so that a full life cycle analysis is necessary for a nuanced assessment. In
order to cover the growing SAF demand, several types of feedstock and production pathways (see
subsection 2.2.2) need to be explored. Recently, first in-flight emission measurements of Power to
Liquid (PtL) fuel were performed by DLR to investigate the non-CO2 effects of this type of fuel that
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could play a large role in future SAF supply (DLR, 2024).

New propulsion technologies such as electrically powered aircraft or the use of hydrogen fuel are
also currently under development (Llewellyn and Miftakhov, 2022; Ying, 2022). These have the
advantage of producing no local CO2 emissions and in the case of electric propulsion, no local
emissions at all. For the foreseeable future, electric propulsion will only be feasible for urban and
regional traffic due to limitations in energy and power density of batteries and the fundamentally
different mode of propulsion compared to jet engines (Ying, 2022; Hungerland et al., 2024). Hy-
drogen on the other hand can be used as fuel for hybrid-electric propulsion using fuel cells or to
create jet propulsion in direct combustion (Llewellyn and Miftakhov, 2022). The primary emission
during hydrogen fuel use is liquid or gaseous water, but so far there is no experimental verifica-
tion of the effect on contrail formation. Especially during direct hydrogen combustion, potential
contrail condensation nuclei can be found in the atmosphere or they can be emitted, either con-
sisting of lubrication oil droplets or nitrogen compounds from high temperature NOx formation
(Bier et al., 2024). Long technology implementation cycles together with the currently high cost
of hydrogen and low availability of sustainably produced hydrogen are large barriers that would
need to be overcome (Nikolaidis and Poullikkas, 2017; Llewellyn and Miftakhov, 2022). There are
however efforts to characterize contrail formation behavior of hydrogen combustion, for example
the BlueCondor campaign where a glider equipped with a hydrogen combusting engine is used as
the emission source aircraft to study contrail forming behavior without interference from conven-
tional jet engine emissions (Airbus, 2023).

While lean-burn engine technologies such as the TAPS combustor concept can improve engine
efficiency and reduce soot emissions, the results of this work have shown that contrail ice particle
numbers from the lean-burn mode remain similar to those in the forced rich-burn mode. This
work has however also shown that the use of SAFs in these combustors can lead to reductions
in contrail ice particles in the lean-burn combustion mode. Further measurements are needed to
confirm if a higher fuel-based contrail ice particle reduction potential can be achieved in the lean-
burn combustion mode and determine if a contrail mitigation benefit can be achieved in this way
after all.

Beyond direct technological solutions at the aircraft or the fuels, air traffic management and oper-
ations are a sector where climate impact mitigation can be achieved with the currently available
fleet and fuels (EASA, 2023). For example, the European air traffic management (ATM) Master Plan
includes measures to reduce operational and routing inefficiencies and associated excess fuel con-
sumption by harmonizing the different ATM systems and modernizing operations (SESAR Joint
Undertaking, 2020; EASA, 2023). Especially the avoidance of contrail forming regions could be a
way to reduce contrail radiative forcing without modifications to aircraft or fuels. Past research
work has investigated the feasibility and efficacy of flight rerouting with the purpose of avoiding
contrail formation while also pointing to the risks of increased fuel consumption and additional
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CO2 emissions (Schumann et al., 2011; Teoh et al., 2020a,b; Sausen et al., 2023; Lee et al., 2023;
Martin Frias et al., 2024). Current efforts in this regard include the 100 flights trial, a collaboration
between four airlines, Deutsche Flugsicherung (DFS), DLR, and Deutscher Wetterdienst (DWD)
where contrail forming regions are predicted and flight routes adapted on 100 flights to avoid
contrail formation (BMDV and BMWK, 2024). The study will then further use satellite observa-
tions and numerical models to verify the successful prediction and contrail avoidance (BMDV and
BMWK, 2024).

As only a small portion of flights are responsible for the majority of contrail energy forcing (Teoh
et al., 2024), rerouting efforts might be supplemented with other technological measures such as
SAF in order to maximize climate impact mitigation. A sensible use for the still limited SAF supply
could for example be combustion of higher blending ratios on a small share of flights that can not
be rerouted without a significant fuel penalty so that both climate impact mitigation options are
used in parallel and complementarily. Currently, there is not one approach or solution that can be
used to make aviation sustainable on its own. On the path forward, technological and operational
approaches will need to be further developed and used in conjunction to maximize reductions
in CO2 and non-CO2 radiative effects and assure feasibility in implementation. Likely, SAFs and
modern combustion technologies will play a major role and policymakers and the industry as well
as the general public deserve to be guided by reliable data and information, which is why further
research regarding these technologies and their impact on emissions and contrail formation is
extremely important and strongly recommended for the future.
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Appendix A: Additional VOLCAN information

Table A1: Overview of VOLCAN 2 P-T domains with the flights included in the respective domain,
the total number of data points, the filtered number of data points and the fuels and combustionmodes
contained in the data for the respective domains. Domains with insufficient data for comparisons are
marked in redwhile domains used for further analysis aremarked green. Domain 5.3 is not considered
due to the low number of comparable points at similar conditions.

P-T domain Flights # of data
points

# of fil-
tered data
points

Fuels (combustion mode) comparisons

1.1 F21 2 0 -
1.2 F16 36 9 Jet A-1, SPK High (lean)
1.3 F04 136 79 Jet A-1 con2, HEFA con2 (rich, lean)
2.1 F21 8 1 -
3.1 F09 2 0 -
3.2 F11 70 56 SPK Low (rich, lean), Jet A-1 (rich)
3.4 F04 9 6 -
4.4 F08 155 62 Jet A-1 (lean, split, rich)
5.3 F21 13 9 Jet A1, HEFA (lean)
6.3 F19 132 102 Jet A-1, HEFA (rich, lean)
7.3 F09, F17 50 28 Jet A-1 (rich, split), SPK High (rich)
7.5 F16 46 25 SPK High, Jet A-1 (rich)
8.5 F09 2 1 -
9.6 F09 54 18 Jet A-1 (rich), SPK Low (rich, lean)
9.7 F02 63 9 HEFA con1 (lean, rich), Jet A-1 con1 (rich)

whitespace for formatting
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Appendix A: Additional VOLCAN information

Figure A1: VOLCAN2 far-field AEI vs. (a, b) near-field nvPM emission indices and vs. (c, d)
near-field total particle emission indices in (a, c) lean-burn combustion mode and in (b, d) rich-burn
combustion mode. Continuous lines represent the upper and lower expected AEI boundaries based
on Kärcher (2018) for nvPM and dashed lines represent the high soot regime nvPM based boundaries
shown as guide to the eye in total particle number plots. Small symbols are single contrail encounters
while large symbols represent median AEI values in 1 K ΔTSA range bins as described in subsection
4.7.
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Figure A2: VOLCAN1 far-field AEI vs. (a, b) near-field nvPM emission indices and vs. (c, d)
near-field total particle emission indices in (a, c) lean-burn combustion mode and in (b, d) rich-burn
combustion mode. Continuous lines represent the upper and lower expected AEI boundaries based
on Kärcher (2018) for nvPM and dashed lines represent the high soot regime nvPM based boundaries
shown as guide to the eye in total particle number plots. Small symbols are single contrail encounters
while large symbols represent median AEI values in 1 K ΔTSA range bins as described in subsection
4.7. Note that for VOLCAN1, data from the CAS-DPOL and CAPS instruments are shown together.
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Figure A3: VOLCAN1 far-field AEI vs. (a, b) far-field nvPM emission indices and vs. (c, d) far-field
total particle emission indices in (a, c) lean-burn combustion mode and in (b, d) rich-burn combustion
mode. Continuous lines represent the upper and lower expected AEI boundaries based on Kärcher
(2018) for nvPM and dashed lines represent the high soot regime nvPM based boundaries shown as
guide to the eye in total particle number plots. Small symbols are single contrail encounters while
large symbols represent median AEI values in 1 K ΔTSA range bins as described in subsection 4.7.
Note that for VOLCAN1, data from the CAS-DPOL and CAPS instruments are shown together. Note
also that in panel (d), two Jet A-1 medians lie nearly on top of each other and are therefore difficult
to discern. The total particle measurement corresponding to the third Jet A-1 Median was not valid.
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Figure A4: Comparison of VOLCAN2 rich-burn AEI shown against near-field (a) nvPM EI and (c)
total particle EI and against far-field (b) non-volatile interstitial and ice residual particle numbers
and (d) total particle EI with possible processes indicated between the near-field and far-field plots.
Small symbols are single contrail encounters while large symbols represent median AEI values in 1
K ΔTSA range bins as described in subsection 4.7

Figure A5: AEI from the VOLCAN2 campaign for all fuels in lean-burn combustion mode shown
against relative humidity over ice for the entire RHi range including Flight 21.

175



Appendix A: Additional VOLCAN information

Figure A6: ΔTSA resolved PSDs of P-T domain 6.3 for HEFA (a) lean-burn and (b) rich-burn condi-
tions and for Jet A-1 (c) lean-burn and (d) rich-burn conditions. Note: The scientific color map batlow
(Crameri et al., 2020; Crameri, 2021) is used.

Figure A8: Median normalized AEI comparing domain 6.3 HEFA lean-burn to Jet A-1 fuel lean-
burn from the four different binning methods (small) points and the mean of all four medians (large
points) against (a) respective normalized median nvPM EI and (b) respective normalized total particle
EIs.
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FigureA7: RHi resolved PSDs of P-T domain 6.3 for HEFA (a) lean-burn and (b) rich-burn conditions
and for Jet A-1 (c) lean-burn and (d) rich-burn conditions. Note: The scientific color map batlow
(Crameri et al., 2020; Crameri, 2021) is used.

Figure A9:Median normalized AEI comparing domain 7.5 SPK High fuel rich-burn against Jet A-1
rich-burn from the four different binning methods (small) points and the mean of all four medians
(large points) against (a) respective normalized median nvPM EI and (b) respective normalized total
particle EIs.
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Figure A10: Far-field contrail AEI medians of ΔTSA binning from P-T domain 7.5 versus near-field
(a) nvPM EI and (b) total particle EIs. Note: far-field AEI and near-field aerosol EI were measured
at different ambient conditions and engine parameters. These comparisons therefore only serve to
qualitatively illustrate trends.

Figure A11: VOLCAN1 data from contrail encounters vs. ΔTSA. Ambient conditions shown are (a)
ambient pressure and (b) ambient temperature. Additionally, domains in the respective parameter
space are marked and numbered.
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Figure A12: Ambient conditions of P-T domain 2.2 at time and point of contrail detection. (a)
ambient temperature including applied filters, (b) relative humidity over ice, (c) water vapor mxing
ratio, and (d) ambient pressure shown against ΔTSA.

Contrail ice particle and aerosol numbers resolved by RHi and TSA

The triangular and linear relationships shown in section 6.4 can also be illustrated by median
AEI against median far-field nvPM EI for the forward-facing inlet as shown in Figure A13. Every
median results from grouping the data in either 5 % RHi bins as shown in panels (a) and (b) or by
1 K ΔTSA bins as shown in panels (c) and (d). The corresponding RHi or ΔTSA bins are indicated
by the continuous color gradient shown for each panel. For RHi binning, a general trend can be
seen where low humidities are found at lower AEI and higher humidities at higher AEI. This trend
is especially clear for rich-burn combustion in panel (b) where in addition to the vertical trend, a
horizontal trend can be seen with higher humidities found more at higher nvPM EIs. The trends
are more difficult to discern for ΔTSA binning in panels (c) and (d) but it is clearer in panel (d).
High and low ΔTSA values are found at lower AEI and the highest AEI correspond to ΔTSA values
in the middle of the color bar range. This reflects the previously mentioned triangular relationship
between AEI and ΔTSA. nvPM EI on the other hand appear to show a linear trend depending on
ΔTSA with higher ΔTSA values found for lower nvPM EI and lower ΔTSA values corresponding
to higher nvPM EI. These plots in principle are a different visualization of the linear trends for
RHi dependence and triangular trends for ΔTSA dependence shown in Figures 6.11 and 6.12 while
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additionally putting ice emission indices in context with far-field nvPM EI. An additional collection
of plots in this type of representation can be found in Figure A14 where AEI are shown against
far-field total particle EI for all inlet types. There, the trends for AEI regarding RHi and ΔTSA are
very similar to those in Figure A13, differing only by the enhanced data set due to the use of both
aerosol inlet configurations. The trends on the x-axis on the other hand are different for far-field
nvPM and total particles. While a linear relationship between AEI and nvPM is seen for the RHi
binning, no clear trend is visible for the total particles in this binning. For the ΔTSA binning, a
linear relationship is found between total particle EI and ΔTSA which is inverse to that found for
nvPM EI. High ΔTSA are found for high total particle EI and low ΔTSA for low total particle EI.

Figure A13: VOLCAN2 far-field median AEI (only FW inlet) shown against median nvPM EI of
(a, b) RHi bins, and (c, d) ΔTSA bins for (a, c) lean-burn combustion and (b, d) rich-burn combustion.
Continuous lines represent the upper and lower expected AEI boundaries based on Kärcher (2018).
Note: Some points of flight F21 with invalid water vapor measurements are not included in this figure.
The scientific color map batlow (Crameri et al., 2020; Crameri, 2021) is used.
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Figure A14: VOLCAN2 far-field median AEI shown against median total particle EI of (a, b) RHi
bins, and (c, d) ΔTSA bins for (a, c) lean-burn combustion and (b, d) rich-burn combustion. Continu-
ous lines represent the upper and lower expected AEI boundaries based on Kärcher (2018) for nvPM
and are shown here as guide to the eye. Note: Some points of flight F21 with invalid water vapor
measurements are not included in this figure. The scientific color map batlow (Crameri et al., 2020;
Crameri, 2021) is used.
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Appendix B: Sensitivity of TSA and ΔTSA on ambient
conditions

Figure B1: Overview of the sensitivity of TSA and ΔTSA on the ambient conditions temperature
(200 K – 230 K), pressure (200 hPa – 320 hPa), and RHi ((a) 95 %, (b) 110 %, (c) 125 %, (d) 140 %).

Figure B1 shows values of TSA andΔTSA = (Tamb, emission−TSA), with Tamb, emission being the ambient
temperature at time of emission, for a variety of ambient temperatures, pressures and RHi values
typically encountered during in-flight measurements at cruise conditions. Every panel of the figure
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shows values for one fixed RHi value (a) 95 %, (b) 110 %, (c) 125 %, and 140 %, while the x-axis gives
a range of ambient pressure values and four different ambient temperatures are color coded. The
upper plot in every panel shows TSA while the lower plot shows ΔTSA. In all panels, it can be
seen that TSA increases with increasing pressure and temperature while the difference between
TSA values for one pressure value also increases with increasing temperature. When comparing
the different panels, it can also be seen that higher values of RHi lead to higher TSA values with
a larger spread. Therefore, the uncertainty of TSA determination is highest for high humidity and
high ambient temperature (± ∼ 2.5K) and lowest for low humidity and low temperature (± ∼ 0.5K)
based on a temperature uncertainty of 0.5 K, a pressure uncertainty of 0.5 hPa, and RHi uncertainty
of 15 % (s. sections 3.5 and 3.4).
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CAS-DPOL gain stage voltage adjustment

The baseline voltage adjustment was conducted with the assistance of Jonas Schmidt (formerly DLR

IPA) and a variation of Figure C1 has been shown by him in his master’s thesis (Schmidt, 2023).

At the beginning of the VOLCAN2 campaign, many counts were observed in the gain stage overlap
area between HGS and MGS as shown in panel (a) of Figure C1. There, the highest number of ADC
counting effects falls within the gain stage overlap area with the peak being at over 300 counts (not
shown). This was noticed at the beginning of the campaign and under remote supervision of the
manufacturer DMT, the MGS baseline voltage was readjusted from 0.28 V to the correct value of
0.39 V. The reason for the wrongly adjusted baseline voltage at the beginning of the campaign is
not known and can result from simple aging of the instrument and its electronics or from physical
impacts to the probe during transport or in-flight operation. After this adjustment, the number of
counts in the gain stage overlap area was strongly reduced as can be seen in panel (b). Instead, the
ratios of the peak heights has shifted such that the main peak of the 4.6 µm calibration beads is
also the highest and the size allocation has been corrected. One contrail measurement flight was
conducted with the baseline voltage of 0.28 V (28. Feb. 2023) which however was not used for any
of the combustion mode or fuel comparisons discussed in chapter 6.

Figure C1: Histogram over 4.6 µm calibration bead measurements with red kernel smoothed func-
tion and green Gauss fits over the main peak. (a) Calibration measurements conducted before the
VOLCAN2 campaign with a mid gain baseline voltage of 0.28 V. (b) Calibration measurements con-
ducted after the VOLCAN2 campaign during which the mid gain stage baseline voltage was set to
0.39 V.
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CAS-DPOL binning

Table C1: Size binnings of the CAS-DPOL probe during the different campaigns for volume equiv-
alent diameters of ice particles with aspect ratio of 0.75. Note that bins with a width of (near) zero
are defined for the gain stage overlaps (bins 11 and 21) for ECLIF3 Q4 / VOLCAN1 and VOLCAN2
and only for the second gain stage overlap (bins 21 and 22) for ECLIF3 Q2. Note: VOLCAN2 binning
has been shown by Jonas Schmidt (formerly DLR IPA) in his master’s thesis (Schmidt, 2023).

ECLIF3 Q2 ECLIF3 Q4 / VOLCAN1 VOLCAN2
Bin Dmax / µm ADC Dmax / µm ADC Dmax / µm ADC
min 0.66 60 0.61 50 0.57 30
1 0.74 218 0.70 198 0.6 46
2 0.76 298 0.74 316 0.65 109
3 0.79 384 0.80 482 0.7 196
4 0.82 518 0.85 690 0.75 311
5 0.87 710 0.89 928 0.8 453
6 0.92 971 0.94 1231 0.85 651
7 0.97 1315 1.00 1617 0.9 885
8 1.04 1811 1.05 2022 1 1515
9 1.13 2425 1.09 2448 1.1 2353
10 1.19 3072 1.17 3071 1.16 3071
11 1.29 3319 1.17 3158 1.16 3218
12 1.85 3654 1.42 3308 1.35 3351
13 2.51 3992 1.61 3413 2.15 3527
14 3.52 4414 1.69 3458 2.85 3643
15 4.46 4751 1.98 3608 3.1 4114
16 5.43 5073 2.75 3954 4.45 4565
17 6.17 5328 4.30 4502 5.95 5013
18 6.87 5584 6.57 5218 7.25 5450
19 7.67 5916 8.16 5838 8.15 5811
20 8.16 6144 8.81 6144 8.86 6144
21 8.15 6299 8.82 6308 8.86 6312
22 8.16 6327 11.00 6385 10.35 6360
23 9.79 6389 13.33 6500 12 6430
24 11.72 6476 15.00 6604 14.65 6578
25 13.68 6592 16.48 6707 18.5 6853
26 17.30 6868 18.97 6895 24.1 7156
27 22.38 7211 27.33 7412 31.7 7796
28 27.33 7588 31.58 7801 38.8 8530
29 34.79 8408 36.89 8325 43.1 9038
30 40.96 9216 43.81 9216 50 9948
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CAPS-DPOL binning

Table C2: Size binnings of the CAPS-DPOL probe during the different campaigns for volume equiv-
alent diameters of ice particles with aspect ratio of 0.75. The original ADC bins are shown, which
were then modified for ECLIF3 / VOLCAN1 to increase size resolution. ADC values for VOLCAN2
were obtained from the described calibration.

Original DMT ECLIF3 / VOLCAN1 VOLCAN2
Bin ADC Dmax / µm ADC Dmax / µm ADC
min 83 0.51 83 0.5 83
1 227 0.61 227 0.6 362
2 523 0.71 523 0.7 576
3 1063 0.81 1063 0.8 944
4 1862 0.91 1862 0.9 1564
5 3112 1.01 3112 1 2465
6 4503 1.1 4503 1.1 3665
7 16555 1.45 14334 1.35 7774
8 16910 1.62 16384 2.15 11873
9 17187 2.45 16555 2.85 14571
10 17336 5.08 16600 3.1 16819
11 17433 6.2 16910 4.45 16916
12 17578 7.3 17187 5.95 17012
13 17832 9.39 17336 7.25 17106
14 18514 10.67 17433 8.15 17184
15 18943 10.71 17578 8.95 17263
16 19400 14.69 17832 10.35 17434
17 20005 15.61 18514 12 17696
18 20314 15.95 18943 13.8 18052
19 21039 17.25 19400 14.65 18246
20 21660 21.33 20005 16.8 18796
21 22343 22.93 20314 18.5 19271
22 23281 26.77 21660 22.2 19907
23 23938 29.25 22343 24.1 20405
24 24510 31.33 23281 27.4 21383
25 25708 34.53 23938 31.7 22792
26 26580 37.58 25708 34.7 23904
27 27615 39.62 26580 38.8 25532
28 28817 42.68 27615 43.1 27427
29 29333 44.92 28817 45.9 28747
30 30689 49.1 30689 50 30821
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To improve data recording resolution, several additional size bins were added in the size areas of
interest and bins removed in larger areas of lesser interest. The original ADC bins are shown in
Table C2 without allocated ice particle sizes. This original binning was used in the first ECLIF3
measurement flight which however was not used for any comparisons. In preparation of the VOL-
CAN2 campaign, a first own calibration was performed after discussing data processing with DMT
and after several attempts and iterations of working with CAPS-DPOL pbp data. Following this
calibration, an AR 0.75 aspherical ice particle allocation was directly set and used during the VOL-
CAN2 campaign. In an attempt to isolate the CAPS-DPOL’s "dead zone" and to be able to process
the high gain stage and low gain stage separately in the bulk file, a bin with upper threshold of
16383 ADC, the highest high gain stage ADC value, was tentatively set in the measurement flight
on 25. Feb. 2023. This however led to no data being recorded in the low gain stage and the binning
was switched to the originally calibrated size binning.

Processing of PSDs

Figure C2: Particle size distribution for one contrail encounter (VOLCAN2 flight F16 13:05:15-
13:05:36 UTC) with (a) originally recorded binning and (b) modified binning where bins 11 and 21
are removed and bins 15 and 16 and bins 20 and 22 are combined respectively.

The effect of the normalization by the difference of logarithmic bin boundaries can be nicely seen
in Figure C2. Panel (a) shows the particle size distribution represented by the concentrations in
every bin as a share of the total measured concentration during the chosen time sequence for each
of the 30 bins on linear scales. It can be seen that most of the contrail ice particles were measured
in bins 12-15. The gain stage overlap bins in this case are bins 11 and 21 with an allocated width
of 0 µm (s. Table C1). Only very few counts fall into these bins, which also shows in the size
distribution. Panel (b) shows the same size distribution as (d𝑁/d log𝐷) for all 30 bins in a double-
logarithmic representation. A gap is found for bins 11 and 21 due to their width of zero. Due to
Mie ambiguities and instrument uncertainties, it is possible that more particles are counted within
a bin than would be expected from it’s nominal size width. In the shown example, bin 15 has a
small width but a very high number of counts. Here, the set bin resolution was higher than can be
reliably measured by the instrument. Therefore, bins 15 and 16 are combined which was also done
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for bins 20 and 22 across the second gap. This reduction of apparent resolution leads to smoothed
size distributions and a more conservative view regarding the instrument’s size resolution. The
result of this processing can be found in panel (c) where the gain stage overlap bins 11 and 21 have
also been removed completely. This bin processing was done for all PSDs of VOLCAN2, while for
ECLIF3, bins 21 and 22 were removed and no bins merged due to only the second gain stage overlap
being isolated.

Agreement between CAS-DPOL and CAPS-DPOL during VOLCAN2

Three examples of the different levels of agreement during VOLCAN2 between CAS-DPOL and
CAPS-DPOL are found in Figure C3. During flight F19 in panel (a), the CAS-DPOL measured sev-
eral times higher number concentrations compared to the CAPS-DPOL. This behavior was found
during three of the nine contrail flights. Panel (b) shows good agreement between CAS-DPOL and
CAPS-DPOL, which was also found for flight F02 and parts of F16. Finally, during flight F17 in
panel (c), the mentioned strong overcounting of the CAPS-DPOL in its first bin becomes apparent.
In light of all the described issues of the CAPS-DPOL during the VOLCAN2 campaign, it was de-
cided to only use CAS-DPOL data for further scientific evaluation as there was no apparent reason
to mistrust CAS-DPOL particle number concentration data.

Figure C3: 1 Hz CAS-DPOL vs. CAPS-DPOL number concentrations during the respective VOL-
CAN2 contrail measurement sequences in (a) flight F19, (b) flight F09, and (c) flight F17. Note: F09
CAPS data was shifted by 1 s to match CAS-DPOL data for this figure.
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Acronyms

1D . . . . . . . . one-dimensional

2D . . . . . . . . two-dimensional

AC . . . . . . . . alternating current

ACCESS . . . . . Alternative Fuel Effects on Contrails and Cruise Emissions Study

ADC . . . . . . . analog-to-digital counts

ADS-B . . . . . . Automatic Dependent Surveillance–Broadcast

AEI . . . . . . . Apparent Ice Emission Index

AIMS . . . . . . Airborne Mass Spectrometer

AR . . . . . . . . aspect ratio

ASTM . . . . . . American Society for Testing and Materials

ATC . . . . . . . air traffic control

ATM . . . . . . . air traffic management

ATRA . . . . . . Advanced Technology Research Aircraft

BS . . . . . . . . borosilicate

CAPS-DPOL . . . Cloud, Aerosol, and Precipitation Spectrometer with Depolarization

CAS . . . . . . . Cloud and Aerosol Spectrometer

CAS-DPOL . . . Cloud and Aerosol Spectrometer with Depolarization
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Acronyms

CFD . . . . . . . computational fluid dynamics

CIC . . . . . . . Cluster Ion Counter

CIP . . . . . . . . Cloud Imaging Probe

CLD . . . . . . . chemiluminescence detector

CoCiP . . . . . . Contrail Cirrus Prediction Tool

CONCERT . . . . CONtrail and Cirrus ExpeRimenT

CORSIA . . . . . Carbon Offsetting and Reduction Scheme for International Aviation

CPC . . . . . . . condensation particle counter

CRDS . . . . . . Cavity Ring-Down Spectrometer

DAC . . . . . . . double annular combustor

DC . . . . . . . . direct current

DFS . . . . . . . Deutsche Flugsicherung

DLR . . . . . . . Deutsches Zentrum für Luft- und Raumfahrt / German Aerospace Center

dLUC . . . . . . direct land use change

DMT . . . . . . . Droplet Measurement Technologies

DSHC . . . . . . direct sugars to hydrocarbon

DWD . . . . . . Deutscher Wetterdienst

ECLIF . . . . . . Emission and Climate Impact of Alternative Fuels

ECMWF . . . . . European Centre for Medium-Range Weather Forecasts

EGTM . . . . . . exhaust gas temperature margin
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Acronyms

EI . . . . . . . . Emission Index

ERF . . . . . . . effective radiative forcing

ETS . . . . . . . Emissions Trading Scheme

EU . . . . . . . . European Union

FADEC . . . . . Full Authority Digital Engine Control

FCDP . . . . . . Fast Cloud Droplet Probe

FFSSP . . . . . . Fast Forward Scattering Spectrometer Probe

FSC . . . . . . . fuel sulfur content

FSSP . . . . . . . Forward Scattering Spectrometer Probe

FT . . . . . . . . Fischer-Tropsch

FW . . . . . . . . forward-facing

GCM . . . . . . . global climate model

GFS . . . . . . . Global Forecast System

GWP . . . . . . . Global Warming Potential
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