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Abstract

In order to achieve the ambitious 2 ◦C target of the Paris Agreement, it is necessary
to reduce the climate effect of all sectors, including aviation. The reduction of non-
CO2 effects, especially through contrail avoidance, seems a quick and relatively easy
way to reduce the climate impact of aviation. Several studies have shown that this
would be achievable with only a very small increase in fuel consumption on the order
of 0.1 %, but these studies assumed that perfect weather forecasts were available for
the prediction of contrails and for flight planning which aims at avoiding contrails.
Obviously, this is an invalid assumption, as predictions are always subject to errors.
It needs to be clarified what this assumption implies for contrail avoidance. Our
results show that the quality of the forecast of persistent contrails decreases with
increasing temporal gap between flight planning and the actual flight time. During
this time, the regions where contrails can form may develop differently in nature than
in the forecast model due to non-linear dynamics of the atmosphere. This results in
correct forecasts, but also in false alarms and misses. In an example case with a large,
yet realistic, time gap on 623·103 km planned flight distances persistent contrails were
predicted, but occurred actually on 464·103 km. Additionally, 135·103 km of contrails
occurred unexpectedly (misses). The false alarms and misses can spoil the climate
benefit of contrail avoidance measures. An analogous mechanism would apply for the
prediction of other non-CO2 effects of aviation. Several ways to improve the contrail
forecast are conceivable. In particular, assimilation of relevant data, such as relative
humidity in the upper troposphere, would help to keep the forecast model close to
reality. A better representation of ice supersaturation (relative humidity w.r.t. ice
over 100 %) in the models seems necessary as well. Meanwhile, considering the most
recent available weather forecast could already help to minimise false alarms and
misses.
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Chapter 1

Introduction

Global warming is not just an abstract danger, but a real threat. Today we already
see frequent severe weather events, such as flooding, droughts, and hail. In addition
to acute symptoms, there are also slower ones, such as the increase in sea level [18],
the change in ocean circulation [80], oxygen depletion [35, 40] or ocean acidification
[59, 42, 94]. All these environmental threats led to multiple agreements. One of them
is the famous Paris agreement, supported by most countries in the world. The goal
is to keep the average surface warming, and therefore stop climate change, below
2.0 ◦C, if possible below 1.5 ◦C. [50] This threshold was chosen because scientists
expect the changes, partly irreversible, to our ecosystem to be manageable with
relatively low effort under this condition.

To reach this ambitious goal, not only the large sectors of heating and industry need
to reduce their impact on the climate (reduction of CO2 emissions, reduce, reuse,
and recycle resources) but also the transportation sector. [83] In the transportation
sector, actions to reach the climate goal are to increase efficiency, to change propul-
sion concepts to environmentally friendlier ones, or to use other smart methods to
reduce the impact on climate. All sections of transportation need to reduce their
impact on climate, including aviation. Aviation has some special characteristics with
respect to its climate impact, since next to CO2 effects there are also a number of
significant non-CO2 effects. Although the number of vehicles is comparably low,
aviation still has 3.5% of the total anthropogenic climate forcing - a substantial
impact on the environment. [44]

For aircraft, most technical measures would need a long time for developement,
testing and implementation. They are quite expensive and aircraft with current
technology will still be in use for many years. Furthermore, gaining efficiency is
quite difficult, as the propulsion systems are already highly optimised. Switching
the propulsion system is also by no means an easy task due to strict space and
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weight constraints. Even though there are already prototypes for short-range electric
aeroplanes [10] and first concepts of hydrogen aircraft, more technical developement
is required until they are fit for mass production. The use of sustainable aviation fuel
(SAF) is another possibility to get one step closer to sustainable aviation. Although
the technical transition of aircraft to the new fuel is possible, the production and
supply is nowhere near sufficient for all air traffic. [26, 17]

A different concept to decrease the climate impact of aircraft would be the transfer
to other more efficient transport methods such as ships or trains. This is certainly
an option, but aircraft offer the benefit of speed, comparatively low infrastructure
expenses, and are sometimes indispensable for certain purposes.

However, there are still more options to reduce climate impact of aviation, such as
intermediate stop operation or flying in formation. The former option leverages the
reduced take-off weight by carrying less surplus fuel, leading to fuel savings of up
to 9% for a global fleet. However, this comes with the disadvantage of prolonged
flight durations due to the need for intermediate stops. [43] The benefit of the latter
option of flying in formation is that a trailing aircraft can surf on the wake vortex
created by the leading aircraft. The updraft generated by the wake vortex produces
lift for the trailing aircraft leading to fuel savings of up to 9%. [89, 86, 41] (These
energy savings are also one reason why geese fly in V-formation.)

A peculiarity of aviation is that it has quite large non-CO2 effects. Therefore, re-
duction of non-CO2 effects is another possibility to reduce the climate impact of
aviation. Those non-CO2 effects originate from the emission of NOx, SOx, water
vapour, particular matter, soot, lubrication oil [82] and contrail formation. Non-
CO2 climate effects are of the same order as CO2 climate effects or even larger.[44]
However, for a single flight the non-CO2 effects depend heavily on the emission posi-
tion, synoptic weather situation, and other properties of the surrounding atmosphere
due to the relatively short lifetime of the individual effects. Determining the precise
magnitude of non-CO2 components is challenging due to significant variability with
synoptic conditions, selected timescale/metric, specific location and timing.

In a paper from Lee et al. [44] the non-CO2 effective radiate forcings (ERF), a way to
assess the climate impact, are estimated to have roughly 2/3 of the total ERF from
aviation (0.1 W/m2). However, the uncertainties of the non-CO2 ERF are a factor
of eight larger than the uncertainties of CO2 ERF. The largest part of non-CO2 ERF
is due to persistent contrails. Therefore, it is desirable to reduce or avoid contrail
formation. The radiative effect of contrails works like that of a natural cirrus cloud.
Short-wave radiation from the sun is partly reflected to space and therefore is not
available as heat for the earth system. Long-wave radiation is effectively re-emitted
back to Earth. [66, 91] The contrails are colder than the earth surface, making it look
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from space as if the earth were colder. Since blackbody radiation flux is coupled to
temperature via the Stefan-Boltzmann law (∝ T 4), the outgoing long-wave radiation
is reduced. The total effect of contrails is the combined effect of the short-wave
and the long-wave effect. Apart from the position of the sun, there are numerous
factors such as synoptic weather situation [90], crystal size, and relative humidity
that influence the effective radiative forcing of a contrail.[51] For an estimation of the
climate impact of contrails it is necessary to run climate models over a longer period
of time, such as in Burkhardt et al. [9] or Gettelman and Chen [22]. [8, 6] In the
global average over at least a year, contrails seem to be warming [74]. If we want to
reduce the climate impact of contrails, we must avoid contrails that warm the most.
For a single contrail and the decision whether it should be avoided or not, running
a climate model is not possible. Hence, approximations such as CoCiP (Contrail
Cirrus Prediction model) [66] or ACCF (Algorithmic Climate Change Function) [93]
have been invented to quickly calculate the first approximation of the climate effect.
The speed is critical for operational use.

An advantage of contrail avoidance compared to the mitigation of other non-CO2

effects is that contrail formation can be observed and therefore verified via ground-
bound cameras [47] and satellite images [20, 46].

There are several ways summarised in Noppel and Singh [54] and Gierens [29], how
the formation of contrails can be prevented and thus their radiative forcing reduced.
Not all of them are feasible or desirable, as they partly lead to suboptimal technical
modifications. An attempt is to introduce substances such as alcohols to inhibit
contrail formation. [69] However, this method is not ideal, as it introduces other
adverse atmospheric effects. [29] But there are also usable approaches such as the
following:

Alternative Propulsion Systems One way to reduce contrail formation is to
switch to new propulsion concepts that either have no water vapour emis-
sions at all (battery powered aircraft), lower water emissions (Water-Enhanced
Turbofan,WET [56, 63]) or lower condensation particle emissions (e.g. lean
combustion [87]). In addition to reducing contrails, these propulsion concepts
also have increased efficiency, which reduces the energy consumption of an
aircraft. However, aircraft manufacturers need many years to build and test a
new propulsion concept. It is therefore not possible to rely on this option in
the near future.

Particle Reduction Alternatively, the number of particles emitted can be reduced
by new propulsion concepts or new fuels such as SAF. The reduction of parti-
cles, such as soot, leads under certain conditions to the formation of fewer ice
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crystals. This in turn reduces the optical thickness and shortens the lifetime
of the individual contrails. The lifetime is shorter because, with the same
available moisture, the reduced number of nuclei leads to the growth of larger
ice crystals, which sediment more quickly due to their size. Both the reduced
optical thickness and the shortened lifetime reduce the ERF of the contrails.
[29, 38, 49] But this helps only up to a certain point, as research by Bier
et al. [7] demonstrated that contrails can form even without soot or particle
emissions due to the crystallisation nuclei already present in the air.

Diverting Flights The first two options dealt with the technical possibilities on
the aircraft itself. However, the properties of the atmosphere also play a sig-
nificant role in the formation and effective radiative forcing of contrails in
addition to the properties of the aircraft. This is another lever to avoid con-
trails. There are several ways to do this, which are explained in turn in the
following paragraphs. The approaches can be roughly divided into Changing
the flight times, globally changing the flight altitude, and diverting depending
on the situation. Theoretically, these options could be implemented imme-
diately in air traffic without requiring changes to the aircraft. Nevertheless,
since air traffic has tight security requirements, new procedures and rules have
to be developed by the air traffic control, airlines and lawmakers. This should
be achievable within a relatively short time frame, at least in comparison to
revolutionary technical development.

Changing the flight times would exploit the variation in radiative forcing due to the
zenith angle of the sun. Since the long-wave effect hardly changes throughout the
day, the total radiation effect is mainly dependent on the short-wave effect. This
option would require concentrating flights during the morning and evening, when
the cooling effect is maximised. [53, 74]

The change in flight altitude attempts to divert flights into regions of the atmosphere
where persistent contrails rarely form. By going up to higher altitudes in the extra-
tropics, one would reach the stratosphere. The stratosphere is so dry that the
contrails evaporate quickly in the surrounding air. This reduces persistent contrails
but also leads to the introduction of water into the dry stratosphere. The water has
a high lifetime there and therefore a strong climate impact.[55] The other possibility
is to lower the altitude of air traffic such that the ambient air is warm enough to
inhibit contrail formation. However, this option would force aircraft to non-optimal
altitudes with higher drag and turbulence, thus increasing fuel consumption and
emissions. Several studies have investigated vertical rerouting [60, 14], but as Teoh
et al. [78] showed, most altitude change strategies are suboptimal and situational
rerouting appears to be favourable.
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The possibility of contrail avoidance by diverting flights is being investigated in
the LuFO VI D-KULT project, to which this Master’s thesis also belongs. The idea
behind this is to avoid regions in which contrails persist or grow for a longer period of
time due to sufficient moisture. These regions are also known as ice-supersaturated
regions (ISSR). [28] Another condition is that contrails are formed at all: This can
be calculated using the Schmidt-Appleman Criterion. [64, 65] These condition is
elucidated in Chapter 2. There are at least two ways to avoid the ISSR.

First, the blocking of airspaces in which contrails can occur for all aircraft as in
Sausen et al. [61]. Another approach is the vertical and horizontal rerouting of
individual flights through tactical (inflight) and strategic (preflight) measures. This
has the advantage that airspace is not completely blocked. However, individual
rerouting does not guarantee that no other aircraft in this region will generate a
contrail and that rerouting other aircraft would therefore be in vain. The closure of
airspace generally leads to capacity restrictions

According to Frias et al. [15], it is possible to avoid a large part of the non-CO2 effect
of contrails (73.0%) with only a small increase in fuel consumption (0.11%). These
results are promising and motivate us to continue with this approach. However, the
cited study unrealistically assumed that the weather forecast used corresponds to
the ”true” weather. This assumption may lead to overoptimistic results and may
trigger unrealistic expectations. Therefore, the present thesis analyses the influence
of the imperfect weather forecast on contrail avoidance. More specifically, this thesis
attempts to determine how the forecast of areas where contrails can persistently
develop evolves for longer forecast horizons. Implicitly, the aim is to understand
how far the forecast differs from the true weather depending on the forecast horizon
and what this implies for rerouting.

The Master’s thesis is structured as follows: Chapter 2 elucidates the physics of the
formation of contrails and the corresponding atmospheric conditions. In the next
chapter 3, the data and methods used are presented in more detail. In chapter 4,
the results of our analysis are shown and discussed. The final chapter 5 summarises
the findings of this work and outlines further steps.

Parts of this Master’s thesis are already submitted in the paper von Bonhorst et al.
[88]. This paper was written in collaboration with the authors Moritz Maizet and
Klaus Gierens. Moritz Maizet has contributed figures 4.9, 4.10, 4.12 and 4.13. Klaus
Gierens discussed and helped me with the content and text.
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Chapter 2

Theoretical background on
contrail formation and persistence
and their radiative effects

This chapter presents the theoretical background for persistent contrails. In the first
part, the notions relative humidity, saturation and supersaturation are explained.
In the next remaining parts, we give an account of contrails, their evolution, their
persistence and their radiative effects. Most of the statements, unless otherwise
specified, are taken from Gierens [29] and Gierens et al. [28].

2.1 Relative humidity, saturation and supersatu-
ration

Contrails are ice clouds created by aircraft and behave similarly to their natural
counterpart, the natural cirrus. Clouds in general consist of water in the form of
liquid droplets or solid ice crystals floating in the air. Cirrus clouds are ice clouds
and, therefore, consist mainly of ice crystals, which is also the reason why they only
form at low temperatures.

The water molecules in a cloud are incessantly in exchange between the gaseous
phase (water vapour) and the liquid phase (liquid droplets) or solid phase (ice crys-
tals). This is shown in figure 2.1. As soon as the fluxes between two phases equalise,
this is referred to as dynamic equilibrium. In relation to water vapour, this is also
called saturation. Saturation can occur in relation to one of the two phases of wa-
ter. For exchange with liquid droplets it is called liquid saturation, and for exchange
with ice it is called ice saturation. The vapour pressure at liquid saturation is larger
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than that at ice saturation. Both saturation pressures depend primarily almost ex-
ponentially on the temperature, as postulated by the Clausius-Clapeyron equation.
It can be assumed that the specific volume of the condensed phase is negligible In
this case the Clausius-Clapeyron equation takes the following form:

d ln e

dT
= L

RT 2 (2.1)

Here L is the latent heat for the corresponding phase transition (phase transition
between water vapour and ice or water) and R is the special gas constant for water.
With the assumption that L is independent of the temperature T , equation 2.1 can
be integrated:

e(T ) = e(T0) exp
{

L

R T0

T − T0

T

}
(2.2)

Actually, L is weakly temperature dependent, which leads to slight deviations from
equation 2.2. The true water vapour saturation function has therefore approximated
by several authors, both for water vapour saturation pressure with respect to (w.r.t.)
water or ice. [36, 52, 45, 79, 70]

Since water vapour pressure in the atmosphere covers several orders of magnitude
and no statement can be made about the physical state based on its value, it makes
sense to convert the humidity into a percentage value (relative humidity) in relation
to a reference value. In detail, relative humidity is defined as the ratio between the
actual water vapour pressure and the reference pressure, which are the two saturation
pressures. Therefore, there are two kinds of relative humidity: RH (relative humidity
w.r.t. liqid water) and RHi (relative humidity w.r.t. ice). The new variables have
the advantage, that they mostly lie between 0–100% and are better at describing
the physical processes such as condensation or nucleation.

Nevertheless, nothing prevents the vapour to obtain higher pressure than saturation
pressure in clear air. This is called supersaturation. Supersaturation is needed to
initiate the formation of droplets or ice crystals, the so called nucleation.

In contrail formation (see below), first liquid droplets are nucleated which requires
liquid supersaturation. These droplets freeze in sufficently cold air and the formed
ice crystals need ice (super)-saturation in order to persist for longer than just a few
seconds or minutes.
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Figure 2.1 This figure visualises the thermodynamic way of thinking about an interface between
two phases of a material. The gaseous phase of water is shown in light blue. The dark
blue colour shows either the liquid phase (water) or the solid phase (ice). The black
arrows are the flows of water molecules between the two phases. If the two arrows
are the same size, the two phases are in what is known as dynamic equilibrium. The
illustration was taken from the chapter ”Ice supersaturation” by Gierens, Spichtinger,
and Schumann [28].

2.2 Aircraft plumes, their composition and evo-
lution

Persistent contrails are contrails that last at least longer than about 10 min. The
formation of contrails is connected to the evolution of the exhaust plume. Over
its lifetime, the plume can be roughly divided into the jet-, vortex-phase and the
diffusion regime.

The first phase, the jet phase, lasts for about 10 s. In this phase, the plume is driven
by the dynamics of the engine exhaust. The several hundred degree hot exhaust
plume additionally typically consists of approximately 1.25 kg water [65, 64] and in
the order of 1015 soot particles and 1017 non-volatile particles [38] per kg fuel burned
compared to ambient air. (These values heavily depend on the propulsion system
and the fuel, the values here are an estimation for aircraft that burn kerosene.
There are also other emissions, but they do not play a role in the formation of
contrails.) The exhaust gas quickly cools during the first phase by entrainment
of the surrounding air, the plume is hereby expanded in an isobaric way. The
plume cools from 500-600 K to almost ambient air temperature. [21] If water vapour
saturation w.r.t. water is reached during this cooling process, contrails will form
after approximately 1/3 of a second. The criterion for the formation of a contrail is
called the Schmidt-Appleman criterion and will be explained in more detail later.
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In the second phase, the vortex phase, the plume is affected by the so-called wing-
tip-vortices. These two inward counterrotating vortices isolate the plume from the
surrounding air and let the plume descend several hundred meters. [66, 37, 16]
The wing-tip-vortices are created by the generation of lift. [1] During this phase,
secondary vortices can be created which stay at flight altitude, this can be seen as
secondary contrails over the main plume. [75] The secondary vortex contains roughly
between 10–30% of the plume. [21] The vortex phase that lasts up to around 300 s
during which the temperature rises only due to adiabatic compression of the air in
the sinking vortex. The rise of temperature can lead to the evaporation of newly
formed ice crystals. Due to the temperature increase the plume can rise again in
stabily stratified atmosphere back to the emission level. [30, 85, 84]

After the vortices dissipate, the final phase begins. In this phase, the plume with the
freshly formed contrail comes into contact with the environment and diffuses into
it. Whether the contrail dissipates quickly or survives for a longer time depends on
the atmospheric conditions of the environment. Ice supersaturation is necessary to
prevent the crystals in the contrail from evaporating. This phase can last several
hours.

2.3 Contrail formation: the Schmidt-Appleman
Criterion

For the creation of contrails, ice crystals have to be nucleated. However, the soot
particles in the exhaust plume are unsuitable as ice nuclei. The formation of ice
crystals proceeds via the liquid phase. [39] That means that first droplets form
(mainly) on the soot particles which freeze in sufficiently cold air. This implies that
the expanding plume must transiently attain liquid supersaturation. This is the
central point of the Schmidt-Appleman Criterion (SAC). It is convenient to view
the isobaric mixing process in a Temperature vs. water vapour partial pressure
phase diagram.

In Figure 2.2 this is sketched. The two dotted lines show two mixing lines which are
straight because the mixing is isobaric. The left solid line represents the saturation
vapour pressure with respect to liquid water whereas the right one represents the
saturation with respect to ice. The mixing line which is tangent to liquid saturation
curve, represents a case where a weak contrail would just form. Contrails do not
form if the mixing line would be located to the right of this threshhold mixing
line. The other mixing line on the left to the threshold line leads through liquid
supersaturated conditions which means that a contrail forms.
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Whether a contrail forms or not depends inter alia on the slope of the mixing line,
G, which is defined by:

G = ∆e

∆T
(2.3)

∆e is hereby the change in water vapor partial pressure in the expanding plume and
∆T the corresponding temperature change.

With the help of equation 2.4 one can find the temperature TM where the slope of
the water vapour saturation curve has the value G. [64] This is also the maximum
temperature at which a contrail can be formed.

TM = −46.46 + 9.43 ln(G − 0.053) + 0.720 [ln(G − 0.053)]2 (2.4)

Since the mixing trajectory is a straight line in Phase diagram with the slope G, it
is simple to calculate for given atmospheric temperature and water vapour pressure
whether a contrail can form or not. If the relative humidity is given, a maximum
temperature which allows contrail formation can be computed with the following
equation:

TC = TM − esat(TM) − U esat(TC)
G

(2.5)

U = e
esat

is hereby the relative humidity. If however the ambient temperature TC

is given, one can deduce a minimum water vapour pressure that is necessary for
contrail formation.

ecrit = e(TM) − (TM − TC) G (2.6)

For practical purposes, it is important to express the slope G in terms well known
properties of the fuel, aircraft and ambient conditions. For kerosene driven aircraft
Schumann has derived the following equation, exploiting conservation laws for mass,
momentum and energy. This is known as the Schmidt-Appleman Criterion.[64, 65,
62, 2]

G = EIH2O p cP

ϵ Q(1 − η) (2.7)

EIH2O is the water vapour emission index, which for kerosene burning is typically
1.25 kg water per kg fuel. Q is the combustion heat of fuel, which is about 43 MJ/kg.
η is the overall propulsion efficiency (0.3–0.4 are typical values). It is included in
the equation since only a fraction of η Q of the chemical energy is used to propel
the aircraft, the remaining part heats the exhaust gases. p is the ambient pressure
and cp is the specific heat capacity of the air at constant pressure. ϵ = 0.622 is the
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Figure 2.2 T-e phase diagram of contrail formation. The two solid lines are the saturation vapour
pressure curves (the upper one with respect to water and the lower one with respect to
ice) as a function of temperature. The two dashed lines with the same gradient show
possible isobaric mixing curves of hot moist exhaust gases and cold dry ambient air.
If the straight lines intersect the vapour pressure curve w.r.t. water (left straight line)
or are at least tangent to it (right straight line), condensation trails can form. If the
air mixture remains in the dark grey area, the contrail can persist for a long time or
even grow. In the light grey area, on the other hand, the contrail only remains for a
short time and the ice crystals in the contrail sublimate into the surrounding air. The
illustration is from the chapter ”Contrails and Contrail Cirrus” by Gierens [29]

ratio of molar masses of water and air. For current kerosene propelled aircraft G is
typically of the order 2 Pa/K. Note that the formula for the G-factor is different for
other propulsion. [92, 23]

2.4 Contrail persistence: Ice supersaturation

The SAC tells us only if a contrail is formed or not. Whether it is persistent, that is
whether its ice crystals will survive for longer than a few seconds to minutes, depends
on the ambient RHi. The ambient air should be supersaturated with respect to ice.
This prevents the ice crystals inside a contrail to evaporate. Furthermore, this is also
the condition for the ice crystals to grow. That is, in an ice-supersaturated region,
contrails can grow. In Figure 2.2 the dark grey shaded area depicts the conditions
for a contrail to be permanent. However, the conditions represented by the light
grey shaded area let the ice crystals evaporate, leading to the disappearance of the
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contrail within a short time.

Theoretically, contrails would also grow when the water vapour is supersaturated
w.r.t. water. However, since clouds form spontaneously under these conditions
which would immediately freeze to form cirrus, the climatic effect of contrails would
be negligible here.

Areas in which the supersaturation occurs w.r.t. ice, but not to water, and where
no clouds have formed yet are therefore of particular interest. We call these areas
ice supersaturated region (ISSR). The ISSRs are typically several hundred metres
high. [81, 57, 11] The horizontal extent of ISSRs has been estimated from flight path
lengths (MOZAIC project [48]) through ice-supersaturated airmasses which results
in about 150 km ±250 km. [24] The large standard deviation is due rare cases where
the flight path through an ISSR was more than 1000 km. On average about 15% of
flight paths on cruise altitude occur in ISSRs. [25] ISSRs are therefore not uncommon
in the atmosphere. [28] The exact heights of the ISSRs vary depending on latitude.
Due to the warmer atmosphere in the tropics, the ISSRs there are higher at 140 hPa
than at mid-latitudes around 200-250 hPa. In general, with a few exceptions such
as the Antarctic, the ISSRs lie below the tropopause in the upper troposphere. [71]

ISSRs usually form where the air rises and, therefore, cools. This is the case over
large areas in the tropics in the so-called tropical transition layer or along storm
tracks in the mid-latitudes. Depending on whether the air lift is large-scale or
localised, the lifespan can range from a few hours to around a day. [73, 72, 4]
However, care must be taken here, as ISSR is not an inherent quantity of the air
mass such as absolute humidity, but only a state. The ISSR do not necessarily follow
the movement of the winds.

2.5 Contrail radiative effect

The climatic effect of contrails and the resulting cirrus clouds follows the same
principles. There are two opposing effects, one cooling and one warming. The total
climatic effect is the sum of the two.

The warming effect results from the reduction of long-wave radiation emitted into
space due to contrails. Contrails absorb the long-wave radiation from below (e.g.
from the earth surface) and emit less long-wave radiation further than they absorbed
from below. The difference in radiation comes from the temperature difference be-
tween the cold, high contrail cirrus clouds and the warmer earth surface or lower
clouds. Since thermal radiation follows the Stefan-Boltzmann law, which is propor-
tional to T 4, even small temperature differences lead to considerable differences in
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FORMATION AND PERSISTENCE AND THEIR RADIATIVE EFFECTS

long-wave radiation. With contrails, the Earth looks locally from space like a colder
body.

The cooling effect is caused by contrails reflecting short-wave light coming from the
Sun back to space. This effect depends strongly on the angle of incidence of the
light and, therefore, on the position of the Sun. The cooling effect is not present at
night and is strongest when the sun is low in the sky. [53]

The total radiative effect of a contrail is therefore dependent on the position of
the Sun, the optical thickness, the extension of the contrail, the lifetime, and the
surroundings. [51, 66, 91, 76] For example, contrails are always warming at night
but may or may not cool during the day. [74] The individual radiative effect of
a single contrail can range from several −10 W/m2up to several +10 W/m2. The
distribution of the individual effect peaks at a few W/m2 in the positive part of the
PDF (warming) and has an approximately exponential decay toward higher values.
The mean value is positive as well. [90]

The radiation effect of contrails is significantly reduced if there are cirrus clouds
or other contrails in the vicinity. It can also happen that contrails deprive other
contrails of the available water in the atmosphere, and hence of the possibility to
grow. This modifies the radiation effect of the contrail considered.

In order to determine the climate effect of contrails it is necessary to run climate
models over a long time period, as in Burkhardt et al. [9]. [8, 6] On a global annual
average, contrails are warming.
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Chapter 3

Data and Methods

As the goal of this thesis is to analyse the impact of an imperfect weatherforecast
on avoiding contrails, we undertake to study the differences of the weather forecast
at a time of flight planning to the real weather at the time of the flight. As the
real weather is not at hand we use the most recent forecast as a proxy for reality.
This chapter first describes the weather data used. Then we introduce the mathe-
matical methods that we use for comparison. These include the correlation of fields
from two different forecasts and its dependence on the temporal distance between
the forecasts. Furthermore, we evaluate such fields in terms of correct positives
(i.e. contrail forecasted and confirmed), correct negatives (contrails not forecasted
and not confirmed), false alarms (contrail forecasted but not confirmed), and misses
(contrail not forecasted but confirmed). For a simple illustration, we also use arti-
ficial flight paths and consider where the four categories of the comparison are met
along the flights. These events are analysed with a contingency table and two scores,
the critical success index and the equitable threat score. As we are also interested
in the cloudiness that is ambient to predicted contrails, we further investigate the
high-altitude cloudiness, to which we employ the maximum random overlap method
to determine the effective local coverage. Finally, a description of the experimental
procedure is provided.

Note that the data used and a part of the methods have been applied already for
the mentioned paper [88]. The corresponding sections, written in collaboration with
Klaus Gierens, have been slightly adapted for this thesis, but they have not been
completely reformulated. The text from sections 3.2.1, 3.1.1 and 3.2.5 is not taken
from the paper.
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3.1 Weather-data

This study is based on special aviation weather forecast data provided by the German
Weather Service (DWD) within the German LuFo-VI-2 project D-KULT (Demon-
strator Klima- und Umweltfreundlicher Lufttransport; Demonstration of climate-
and environmentally friendly air transport), funded by the Federal Ministry for Eco-
nomic Affairs and Climate Action. DWD issues four times per day the WAWFOR
(World Aviation Weather FORcast) data packages that are derived from the regular
weather forecast produced with the ICON model. WAWFOR is available globally
(spatial resolution 0.125◦ ×0.125◦ in longitude and latitude) and, with higher spatial
resolution, for the European region (EU nest: 23.5◦W − 62.5◦E, 29.5◦N − 70.5◦N,
resolution 0.0625◦ × 0.0625◦, approx. 6.5 km × 6.5 km); we use both. For D-
KULT, WAWFOR is enriched with additional data sets, WAWFOR-Klima-X, where
the ”X” stands for further specifications. Here we use the WAWFOR package 1
(EU-nest, global), WAWFOR-Klima-1 (EU-nest, global), and WAWFOR-Klima-1s
(global). While Klima-1 includes output from the operational one-moment micro-
physics scheme, Klima-1s uses experimental runs of ICON equipped with a two-
moment scheme based on the work of Seifert et al. [68]. These data sets contain in
particular the following fields:
PPC: potential of persistent contrails — a binary value (0/1), with PPC = 1 indi-
cating a grid box where persistent contrails are possible;
PPC prob: fraction of ensemble forecast members that have PPC = 1 — a real
number between 0 and 1.
CLC: cloud coverage fraction — Percentage (0 − 100), where CLC = x means that
x percent of a grid box is cloudy and (100-x)% are clear.

The exact calculation procedure of the variables varies slightly depending on the
specific data set. PPC is computed using temperature and relative humidity from
the regular forecast, applying the Schmidt-Appleman criterion [64] with an overall
propulsion efficiency of η = 0.365. The criterion of ice (super)saturation is assumed
for values of relative humidity with respect to ice (RHi) that exceed 93%, in order
to balance a low humidity bias in the forecast [31], for the Klima-1 data (EU-nest,
global). For the EU-nest of the WAWFOR-Klima-1 data set, there is an additional
variable PPC prob, which is intended to reflect the uncertainty of the forecast.
Instead of a deterministic run for PPC, 40 ensemble members with simplified physics
and slightly different initial conditions are used. PPCprob is basically the number
of members of the 40-member forecast ensemble that predict PPC = 1, divided by
the total number of ensemble members (40); It can thus obtain values n/40; n ∈
N0, 0 ≤ n ≤ 40. This gives us a probability instead of a binary value.
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A similar idea is behind the PPC calculation for the experimental data set WAWFOR-
Klima-1s. Whereas WAWFOR-Klima-1 (EU-nest, global) uses the output of a de-
terministic run, the WAWFOR-Klima-1s (global) takes the average of 10 ensemble
runs. For this experiment, no deterministic run is performed. To compute PPC in
the ensemble mean, RHi is averaged at all grid-points where the Schmidt-Appleman
criterion is fulfilled. If this average equals or exceeds 100%, PPC = 1 is output,
otherwise and at all other grid-points PPC = 0. Regarding the threshold value for
ice supersaturation a tuning is deemed not necessary for the two-moment scheme.
Thus, for the Klima-1s data, ice supersaturation is assumed for RHi ≥ 100%. The
reason for this is explained in section 3.1.1. A further detail regarding the calcula-
tion of the experimental runs with the 2-moment scheme is that they are initialised
with the analysis data from the operational ICON run. Thus, the experiment needs
a spinup-time of about 6 hours to build up the full ice-supersaturation.

We use cloud fraction (CLC) for pressure levels p ≤ 400 hPa (upper troposphere) in
order to estimate (in a crude way) whether the predicted contrails have natural high
clouds in their neighbourhood that would diminish their long-wave effect, thereby
the warming impact that aircraft rerouting aims to mitigate or prevent.

3.1.1 Cloud schemes

Instead of presenting a full description of the cloud microphysics used in the DWD’s
ICON model used here in detail, which is outside the scope of this work, we refer
to the work of Seifert and colleagues [67, 68] for the two-moment scheme and for
the one-moment scheme to the Cosmo documentation [13]. In this section, only
the effects on ice supersaturation in the model that are important for this work are
discussed.

The one-moment scheme is the operational scheme of cloud microphysics at the
time of the Master’s thesis. Due to some simplifications, the scheme is fast and
efficient, an important factor for time-critical NWP. One of these simplifications is
the fact that condensation nuclei for ice (mainly ice crystals) are not a prognostic
variable in the model but are parameterised. This parameterisation cannot account
for the age of a cloud and thus assumes a large number concentrations of ice crystals
already upon first nucleation, which leads to short relaxation times. As a result, ice
supersaturation is consumed very quickly down to saturation, and therefore there
is insufficient ice supersaturation in the model. One trick to compensate for this is
to set the threshold value for ice supersaturation lower than 100% for subsequent
calculations such as in Hofer et al. [31].

The two-moment scheme solves this problem by calculating, among others, a pre-
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dictive value for the number of ice crystals. As a result, there are fewer ice crystals
when a parcel of air becomes supersaturated w.r.t. ice. This leads to longer relax-
ation times to saturation and thus also to ice supersaturation distributions that are
more realistic. In this model version, ice supersaturation is a frequent condition in
the upper troposphere, as observed.

3.2 Methods

In the next section, we take a look at the various methods used in this thesis. First,
we look at several ways to compare two forecast fields. Scores are used to reduce
the results of the comparisons to single numbers. Finally, the maximum random
overlap method is presented, which is used to calculate the effective cloud cover.

3.2.1 Pearson-correlation

Correlations can be used to compare two fields and to quantify their similarity.
There are various ways to do this, but in this work the so-called Pearson correlation
is used. Let X be a forecast field of a variable from the model run m and Y

another forecastfield of another variable from the model run n, then we can calculate
statistical measures with formulas 3.1. It is necessary that both field have the same
coordinate system. The values at certain gridboxes are denoted with small letter.

Corr(X, Y ) =
∑
lat

∑
lon

∑
plevel

(X̄ − x)(Ȳ − y)
σxσy

(3.1a)

N =
∑
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∑
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∑
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(X̄ − x)2 (3.1d)

Here is Corr(X, Y ) the Pearson correlation, N the number of grid points, X̄ the
mean value of the variable X over all grid points and σx the standard deviation.

The Pearson correlation compares the direction of the deviations of two variables
from their mean value. However, the correlation only ”recognises” linear relation-
ships. The correlation values can lie between -1 and 1 due to normalisation by the
two standard deviations.
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Figure 3.1 Sketch of a Venn diagram with two sets A and B. These two sets represent two PPC
forecasts with the same valid time, but a longer (A stands hereby for all gridpoints
with PPC = 1) and a shorter (B also stands for gridpoints with PPC = 1) lead time.
The intersection A ∩ B is called correct positive, Ā ∩ B̄ correct negative, A ∩ B̄ false
alarms and Ā ∩ B misses. The colour-coding for this diagram is used in other figures
throughout this thesis.

A correlation of one means that the deviations of the variable X behave in the same
way as the deviations of variable Y apart from a constant prefactor. For -1, the
two deviations develop in opposite directions. The two variables are described as
uncorrelated if the Pearson correlation is close to 0. This means that it is not possible
to draw conclusions about the deviations of the one variable from the deviations of
other.

If X and Y are different variables, such correlations are also called cross-correlations.
Autocorrelation is a special case of cross-correlation in which X and Y are the same
variable but may have a time offset, for example. The latter is used in this study to
see how the field similarity evolves with increasing lead time differences.

3.2.2 Comparison of forecast fields

As the two forecasts with different lead times but same valid time share the same grid
points, the most direct method to compare them is a point-wise comparison. This
allows directly find, mark, and count grid-points for correct forecasts (yes and no),
false alarms and misses. All grid-points are covered in this kind of comparison. The
corresponding maps can be interpreted as Venn diagrams like in figure 3.1 displaying
two sets, A and B: The first set, A, is the collection of grid-points that have PPC =
1 in the forecast with the longer lead time. The second set, B, is the analogue, but
for the forecast with shorter lead time , a proxy for reality. Furthermore, there is
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the intersection of these two sets (A ∩ B), where both forecasts show PPC = 1, and
all the remaining grid-points, where both forecasts show PPC = 0 (Ā ∩ B̄). The
two sets differences represent false alarms (A ∩ B̄) and misses (Ā ∩ B), respectively.
The colours in the cross sections in the next Chapter 4 have the same meaning as
in the Venn diagram in figure 3.1. The counting of the corresponding grid boxes
allows the quantitative evaluation of the forecast skill, see section 3.2.4.

3.2.3 Flight-trajectories

Although the counting of grid boxes that belong to different sets is the easiest way to
analyse, it lacks clarity of what this means for flight route planning. The following
method is used with the goal to evaluate the impact of the changes within a forecast
to potential mitigation measures. There are two possibilities. Either real flight
trajectories or artificial ones can be utilised. Real flight trajectories imply one or
more case studies, while artificial flight trajectories imply a principal study based
on statistics. The latter one is preferable as it has in our opinion more general
implications than case studies. Thus, it is necessary to create artificial flight paths.

In the first step, two random points are selected. Equally spaced waypoints are
created between the pair of random points to represent a flight track. In this case
a uniform distribution is used for the longitude and latitude values of each random
point. This means that the waypoints lie along a loxodrome, but since the EU-
nest covers only a small part of the globe, which can be considered flat, and the
loxodrome is thus quite close to a great circle. The spacing between the waypoints
is approximately 0.25◦, which corresponds to about 25 km in the mid-latitudes.For
each experiment, 1000 random flight paths are constructed in this way. For the sake
of simplification, all waypoints are one single flight level (FL), in this case FL 350.
Instead of taking the same grid point as in the previous section, the next possible grid
point is taken via the nearest-neighbour method for each waypoint. The approach
for comparing two predictions in this way remains otherwise identical.

3.2.4 Scores

For further processing of the data, a contingency table is used. The contingency table
can be further reduced to the CSI (Critical Success Index) and the ETS (Equitable
Threat Score). The CSI is defined in equation 3.2 and the ETS in equation 3.3.
Table 3.1 shows the different meanings of the variables used in a contingency table.

CSI = a

(a + b + c) (3.2)
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ETS = (a − ar)
(a + b + c) − ar

(3.3a)

ar = (a + b)(a + c)
(a + b + c + d) (3.3b)

If one is interested in the forecast and observation of ice supersaturation, the case
where it is neither forecast nor observed is generally the most frequent one, thus
d in the contingency table is here the largest but least important parameter. This
has to be taken into account when choosing a score. CSI (Critical Success Index)
and ETS (Equitable Threat Score) are scores that do not place much weight on d.
The CSI can roughly be understood as the fraction of correct forecasts within the
interesting events (false negative, false positive, and correct forecasts). The CSI
ranges between 0 and 1. A high score is desirable, as it means that the percentage
of correct forecasts is high. However, even if the forecasts were made in a random
fashion, a certain proportion of correct forecasts would occur by chance. This effect
is corrected for in the ETS where the count a for correct forecasts is reduced by
ar, the expected number of correct forecasts in a purely random forecast. The ETS
ranges from −1/3 to 1. Negative ETS implies that the forecast is more often wrong
than a purely random forecast, which in turn has ETS = 0. ETS = 1 would signify
a perfect forecast.

Table 3.1 Sketch of a contingency table.

observed
True False

predicted
True a b a+b
False c d c+d

a+c b+d a+b+c+d

3.2.5 Maximum random overlap

For each waypoint, the nearest grid point is used to represent the PPC-field at the
waypoint. We use a similar method to choose cloudiness (CLC) but instead of taking
a single pressure level, we consider cloud coverage in the entire upper troposphere
(50 ≤ p ≤ 400 hPa). This was done because the high cold clouds can overshadow the
ERF of contrails. To compress the cloud coverage of the whole upper tropospheric
column into a single number, a effective cloud cover, we use the maximum random
overlap method.
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The maximum random overlap method is a simple method to calculate the effective
cloud cover in an atmospheric column over several model levels. This method can
be found in various papers [19, 33, 27].

Two assumptions are made for this method. Firstly, it is assumed that the clouds in
adjacent model levels belong to one large cloud. This kind of large cloud is called in
the following a cloud group. Another assumption is that these clouds within a cloud
group overlap as much as possible, which means that the maximum cloud fraction
in the considered levels equals the cloud fraction of the cloud group that covers the
levels.

Two cloud groups separated by a model level with coverage 0 are assumed to overlap
randomly. For each of these n cloud groups, the maximum cloud cover Bk within
the k-th cloud group is taken from the maximum of all model levels within the
cloud group. The total cloud cover Btot is then calculated using equation 3.4. The
cloud-free area is determined first using the product of all (1 − Bk). The difference
between the total area (1) and the cloud-free area gives the total degree of coverage.

Btot = 1 −
n∏

k=1
(1 − Bk) (3.4)

3.3 Experiments conducted

WAWFOR data are issued every 6 hours with hourly resolution up to a 48 hours
forecast. This implies that the weather forecast of a certain hour on a given day
can be found in various forecast runs with varying lead times. The most recent
forecast with fully developed ice supersaturation and with shortest lead time to a
certain hour will be used as a proxy of reality, since observations of PPC are not
possible. In this case here, it is zero to six hours for the one-moment scheme (i.e.,
WAWFOR-Klima-1 dataset) and 7 to 12 hours for the two-moment scheme (i.e.,
WAWFOR-Klima-1s dataset).

An older forecast with a longer lead time will represent the time when the flights
were planned strategically. Lead times of up to 30 hours are considered , a num-
ber chosen considering common circumstances in strategically planned rerouting.
Climate-aware flight planning takes place several hours, say 3 to 10 hours, before
takeoff. The weather forecast at the time of flight routing may already be 10 hours
old, since it is initialised at certain times and then needs about 4 hours to complete.
The flight itself can last 10 hours. This means that the temporal distance between
the initialisation of the weather forecast and the actual time when the aircraft is
en-route, the lead time, may reach 24 hours or, in extreme cases, even 30 hours.
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The question is now how the assimilation of more and more observations into the
subsequent weather simulations changes the forecasts and how these changes affect
the desired success of strategically planned contrail-avoidance routings.

This thesis evaluates the differences between multiple forecasts for the same time
but with different lead times. For this comparison, the methods described in section
3.2 are used. Before we compare different forecasts, we first consider the uncertainty
of a single forecast, which is expressed by the differences between the deterministic
and the ensemble calculation. For cases with PPC = 1/0 in the deterministic run,
we study the respective distribution of PPC prob. We repeat this exercise with
different lead times for the same unique valid time. First, we present histograms, but
then we proceed to correlations, with the aim of compressing complex information
into a single value, which is easier to interpret. In order to show a statistically
relevant development over time, 26 independent cases (between the end of October
and March) are plotted for different lead times (up to 42 hours). This is done once
for the autocorrelation of PPC and for the cross-correlation of PPC and PPC prob.
For each case, the PPC field with a lead time less than 6 hours is the proxy of reality
with which the comparison is made.

Next, a case is examined with the random flight method using a difference of 24
hours between the two forecasts. We furthermore show a particular good and bad
situation using the method from section 3.2.2. After that, a global horizontal cross
section is displayed using the same method. We not only consider the forecasts on
a single flight level but also one vertical cut, a perspective that is important for
vertical rerouting.

In the next step, we consider 29 times (between the end of October and the end of
April) and different lead times to gain a more general insight by applying statistics.
So far, data from the one-moment microphysics scheme are used, but in an analysis
of the temporal change of certain score values (see below), data from the two-moment
experiments are employed as well as data from the one-moment scheme and it will
turn out that the score values of these two models are more or less indistinguishable.
The 30 days (between March and May) used from the Klima-1s data are chosen
independently of the 29 days from the Klima-1 data. The comparison is here over
the whole 3D-field and not only over one flight level as in the previous statistical
analysis.

Finally, the natural cloudiness is analysed in the four categories (correct posi-
tives/negatives, false alarms, and misses). For that purpose, another 32 independent
cases are chosen out of three months (between April and June) . This analysis is
motivated by the observation that contrails often appear in the neighbourhood or
even intermixed with natural cirrus, which modifies their radiation effects.
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Chapter 4

Results and Discussion

In this chapter we are going to assess the data under multiple aspects. In the
first part, we shall inspect the variables ppc, ppc prob and their relations between
each other. To this end, we use conditional probability distributions, correlations
and their evolution over time. In the next part, we investigate the influence of an
imperfect weather forecast on strategic flight planning regarding contrail avoidance.
We therefore analyse Venn-diagrams with four different cases (correct positives,
correct negatives, misses, and false alarms).

The sections 4.2 are taken from the paper [88] in a slightly modified form. These
sections were written in collaboration between the authors Klaus Gierens and Georg
von Bonhorst. The texts were changed so that they fit better into the structure of
the Master’s thesis. The figures 4.9, 4.10, 4.12 and 4.13 were plotted by Moritz
Maizet as part of an internship. He was supervised by the other authors of the
paper [88] and contributed these graphs to the paper.

4.1 Ensemble vs. deterministic forecasts of po-
tential contrail cover

The ”Klima1” datasets have an ensemble and a deterministic version of the new
variable potential persistent contrails (PPC and PPC prob). Since both PPC and
PPC prob describe the same atmospheric situation, it is interesting to see how the
two situations (PPC = 1 or 0) in the deterministic forecast are reflected in the
ensemble.

First, we inspect one forecast for one point in time (valid time) and plot the distri-
bution of PPC prob under the condition that ppc is 0 (figure 4.1) or 1 (figure 4.2).
We arbitrarily chose the 23th October 2024 19:00UTC.
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Figure 4.1 Histograms of PPC prob under the condition that PPC is zero and PPC prob larger
than zero. The black solid line is the truncated median, the red solid is the truncated
mean, and the red dashed lines show the truncated standard deviation. The truncation
is necessary, otherwise all statistical measures would appear in the first bin, rendering
this representation useless. This behaviour is due to the fact that the state where the
conditions for PPC = 0 met is by far the most common state in the tropspere. The
zero bin alone would have over 90% of the gridpoints. The data set used is from the
latest weather forecast for 2023-10-25T1900 UTC.

Of the more than 52 million grid points in one forecast, only around 4 million (2.4
million in figure 4.1 and 1.6 million in figure 4.2) ccontribute to the two diagrams.
As indicated previously, this is due to the fact that there is usually no ice super-
saturation in the atmosphere. Since the ensemble members can reflect part of the
uncertainties via their spread, it can be seen in both figures that not all ensemble
members predict the same as the deterministic run, and thus the forecast has some
uncertainties. There are even several points where more than half of the ensemble
members predict the opposite of the deterministic forecast.

Figure 4.1 shows the distribution of PPC prob for all gridpoints where PPC = 0 ,
that is where contrails are not expected. Most of the ensemble members agree with
this expectation at most gridpoints, such that there is a huge peak at PPC prob = 0.
This peak contains 90% of the gridpoints in forecast field. This is not surprising, as
a situation without ice supersaturation and thus with PPC = 0 represents the most
common state in the atmosphere [28]. The peak is omitted from the plot in order
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Figure 4.2 As figure 4.1, but under the condition that PPC is one and no bin is omitted.

to make the rest of the distribution visible. In the remaining PPC = 0 gridpoints
(about 5% of all gridpoints in the forecast field) not all of the ensemble members
agree with the deterministic run. But cases with high agreement (PPC prob small)
occur often and cases with low agreement (PPC prob large) rarely. The distribu-
tion of PPC prob decays roughly in exponential fashion. In this specific case, the
truncated (i.e. without PPC prob) mean value is 0.2. This means that on average
over all gridpoints with PPC = 0 and PPC prob ̸= 0, 1/5 of all ensemble members
don’t agree with the deterministic run. The truncated median lies closer to zero at
around 1/7. The truncated standard deviation of this asymmetric distribution,which
is skewed toward 0, is about 1/6.

In contrast to figure 4.1, no grid points are omitted in figure 4.2. In this graph, the
distribution of PPC prob is derived from all points at which PPC is one. Apart from
a peak at 1, the distribution looks like a triangle that increases towards 1. In about
10% of the grid boxes with PPC = 1, all ensemble members agree. Consequently,
in the remaining 90% of PPC = 1 gridboxes not all members agree and on average
only 3/4 of the ensemble members agree with PPC = 1. The median is close to the
average, but is slightly more in the direction of one. The standard deviation of this
distribution is about 1/5.
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Figure 4.3 Histograms of PPC prob under the condition that PPC equals one, similar to figure
4.2.Every individual line depicts a different lead time. The date for the left plot is the
25th October 2023 19:00 UTC and for the right one the 25th December 2023 19:00 UTC.
The left diagramm shows pattern that can be usually found in this kind of diagram,
whereas the right one seems to be a more rare case. The spread and distance of the
mean in these diagrams is connected to the uncertainty of the weather forecast. It is
therefore conceivable that the image on the right-hand side shows a more uncertain
forecast. Furthermore, the forecasts get, as expected, more uncertain and spread out
for longer lead times.

Given our primary concern is regions with potential consistent contrails, we now
analyse the variation in histograms under the condition that PPC equals one across
different forecast horizons.

In figure 4.3 on the left side we can see a similar kind of plot as in figure 4.2. The
prediction time is the same (23th October 2024 19:00UTC). This can represent an
aircraft on route and we want to predict its contrail formation potential, but in this
figures there are histograms for different lead times. That is, they belong to fore-
cast with different initialisation times, between 1 and 43 h in the past. The PPC

and PPC prob are always from the deterministic and ensemble runs with identical
initialisation time. To make a comparison of different lead times possible, the area
under each histogram is normalised to one. For each model run n-hours (1, 7, 13, 19,
25, 31, 37 and 43 h) before the valid time, we plot the density function of PPC prob

under the condition that PPC equals one. Figure 4.3 on the left side is a typical
example. The further the model initialisation lies in the past, the flatter is the den-
sity function. Furthermore, it is also successively shifted closer to PPC prob zero.
The reason behind this phenomenon is quite simple: In a chaotic yet deterministic
model, model runs with slightly different initial conditions spread over time [34].
The PPC prob is an average of 40 different model runs with slightly modified initial
conditions. It is therefore clear that as the delay between the initialisation time and
the valid time increases, less and less members of the ensemble agree with the PPC

parameter of the deterministic run. The distribution is therefore spread out. The
temporal behaviour of the histograms occurs quite often, but there are exceptions.
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On the right side of figure 4.3 we see the same kind of plot as on the left. The chosen
date was the 25th December 2025 at 19:00 UTC. This was a weather situation that
was hard to predict (personal correspondence with Linda Schlemmer, DWD). If we
compare the left- and right-hand side of figure 4.3, we see that they have noticeable
differences. The 1 h line peaks only half as high as in the other case on the left
side of the figure. The peaks of the other runs are more shifted towards 0.5. The
histograms look more like a Gaussian distribution and not like a distribution skewed
to the right.

Taken together, the results so far suggest that forecast fields are getting worse with
larger lead times and there are some peculiar weather situations where prediction
of future weather is more difficult.

Until now, we only looked at individual situations. This does not give us an idea
of general trends. Since this is desirable, but not feasible, with the diagrams in
figure 4.3, we try to capture the connection between different lead times and the
two variables PPC and PPC prob via a single number and search for statistical
patterns of this number. The algorithm we chose for this is the Pearson correlation,
cf. section 3.2.1. The Pearson correlation is a way to describe similarities of variables
with only one number. In the next two figures, we chose multiple dates and for each
date the PPC field with the shortest lead time as a reference (proxy for reality).We
correlate this reference with either variables PPC or PPC prob from forecasts with
earlier initialisation times.

In figure 4.4 we plot the autocorrelation of PPC for 26 independently chosen dates
between the end of October 2023 and March 2024. These 26 cases are depicted with
variously coloured dashed lines. The reference PPC field in each case is from the
first five hours of the most recent forecast. These PPC fields are correlated to PPC

fields from runs with earlier initialisation time increasing in steps of 6 h, up to 48 h
earlier. The 6 h were chosen because this is the timeframe in which a new forecast is
calculated with more assimilated measurements. The thicker blue line is the average
of these 26 autocorrelation functions, and the blue shaded area is the corresponding
standard deviation.

The autocorrelation function starts at 1 per definition (correlation of the proxy with
itself) and decreases on average as the lead time gets longer. With increasing lead
time the average autocorrelation decreases, reaching ≈ 0.6 at 48 h lead time, and
its standard deviation increases to almost 0.1 at 48 h . There are some peculiar
cases where the dashed line of an individual case does not completely follow the
trend of the mean and instead increases temporarily. This can be seen as a random
fluctuation of the system as the general trend for each line is a decrease.
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Figure 4.4 Evaluation of the Pearson-correlation between PPC and PPC as a function of lead
time. Hereby one PPC is set as a proxy for reality. The dashed colored lines are the
result of 26 randomly chosen dates. (Between end of October 2023 and March 2024)
The blue solid line is the average and the shaded area indicates the standard deviation.
At the beginning all lines start at 1.0, since this is an auto-correlation. The different
h stand for the different lead times. As the the lead times get shorter the correlation
rises on average. There are some peculiar cases where for a single dashed line this is
not the case.
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Figure 4.5 This graph shows a similar graph as figure 4.4, but here the PPC that is varied is
exchanged by PPC prob. The shape of the two figures is very similar, but this figure
starts lower and ends higher than the previous one.

The next figure 4.5 is similar to the previous figure. The same days are chosen, but
instead of an autocorrelation, a cross-correlation between PPC and PPC prob is
used. Here, PPC with the shortest lead time remains the proxy of reality. The
figure design for the individual cases, mean and standard deviation, remains the
same. The curve starts slightly below 0.9 at 0 h lead time and ends around 0.7 at
42 h lead time. Here too, the standard deviation increases with longer lead times and
there are also small outliers in the individual curves. The crosscorelation function
of PPC and PPC prob differs in some respects from the autocorrelation in figure
4.4. PPC corr does not achieve the same agreement as a distribution with itself,
but the curve decreases at a lower rate and has a lower standard deviation. At the
longest lead times, the cross-correlation is about 0.1 above the autocorrelation. It
seems that the ensemble mean is better for predictions that have longer lead times.

Overall, we can conclude from this section: First, PPC and PPC prob correlate
strongly with each other. Second, shorter lead times achieve higher correlations than
longer lead times. Third, the ensemble mean is to be favoured for longer prediction
times. Fourth, the correlations are always higher than 0.6. In spite of that, it is
not clear whether this is actually a positive result or whether it is rather due to
the predominance of cases where no contrail can form. Other studies, like the one
in the next section, are necessary, which factor in the high probability of the most
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Figure 4.6 1000 random flight tracks on flight level 350 over Europe on 20th March 2024,
11:00 UTC. The single waypoints are coloured according the relation between the con-
trail forecast with a lead time of 24 hrs and the most recent forecast for the time of
the flights. Grey dots: no contrails predicted in both forecasts; green dots: contrails
predicted at flight planning and in the most recent forecast; red dots: misses; blue dots:
false positives. Note that some regions near the borders of the map are not covered
with random flight tracks.

common state.

At this point, we should again point out the limitations of this comparison. The
predictions are compared only with one other prediction. Errors between real-
ity/observations and the prediction are not recorded. Therefore, only the ”stability”
of the prediction is analysed. Furthermore, we only have a very vague idea of how
air traffic is affected by the changes in the forecast from the investigations carried
out so far. In the next section, which presents the results of the paper, we will take
this point into account in our further analyses.

4.2 Strategic contrail avoidance under imperfect
weather forecast

4.2.1 Results

Evaluation on a single flight level

Figure 4.6 shows 1000 random flight tracks over Europe for one hour (20th March
2024, 11:00UTC). We assume that the routing of these flights has been planned
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Table 4.1 Number of waypoints on the 202403201100

0+5h True 0+5h False Σ
24+5h True 18576 6328 24904
24+5h False 5392 101328 106720
Σ 23968 107656 131624

Table 4.2 Number of flown km on the 202403201100 in 1000 km

0+5h True 0+5h False Σ
24+5h True 464 158 623
24+5h False 135 2.533 2.668
Σ 599 2.691 3.291

24 hours ago, that is 19th March 2024, 11:00UTC. The most recent forecast available
at that time was initialised at 06:00 UTC. This means, the forecast is already 5 hours
old at the time of the routing process. At 20th March 2024, 11:00UTC, when the
planes are underway, the forecast used for flight planning is tested against the then
most recent forecast of 20th March 2024, 06:00UTC, that is, with a lead time of
5 h. For the simplicity of the test we assume that all flights take place on FL (flight
level) 350 (about 238.4 hPa). The map of Fig. 4.6 shows the flight tracks in four
colours: Grey means that no contrails were expected at flight planning, and no
contrails formed according to the most recent weather information. Green means
that both forecasts agree on contrail formation, so that contrail avoidance could be
beneficial. Blue indicates tracks where contrails have been predicted first, but not
so later (false positives); here contrail avoidance measures lead to rerouting along
with its penalties, such as additional fuel consumption and emissions, without a
benefit of actual contrail avoidance. Finally, red tracks indicate regions where ice-
supersaturation appeared only after the initial flight planning (misses). This would
lead to the unintentional forming of contrails. The analysis of this special case in
numbers of waypoints and in flown distances (in 103 km) is given in tables 4.1 and
4.2. Here, flown distances are computed from numbers of waypoints along a track
by multiplication of the latter number with 25 km.

For this case, contrails are predicted for 6.2 · 105 km, but rerouting is in vain on
1.6 · 105 km, approximately a quarter of the total predicted contrail distance (false
positives). 4.6 · 105 km contrails were correctly predicted, but simultaneously more
than 1.3 · 105 km contrails are formed that have not been forecast. This means
that about 30% of the contrail distance that has successfully been avoided has been
missed at other locations. For this case, the CSI is 0.61 and the ETS is 0.55.

As a further illustration of the range of possible results, we selected two dates,
one with a particularly high and one with a quite low CSI at 24 hrs lead time, see
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Figure 4.7 Comparison of contrail forecast at two different lead times, one at flight planning (lead
time 24 hrs) and one at the time of the flight. Grid-points are coloured as in figure 4.6.
The selected date, the 21st November 2023, 14:00 UTC, is one where the forecast gives
a high CSI value.

Figure 4.8 As figure 4.7, but for the 29th February 2024, 23:00 UTC, a day that gives a quite low
CSI.
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Figure 4.9 As figure 4.7, but global view for FL 350 on 9th May 2024 1:00 UTC. The two forecasts
for that time have lead times of 25 and 1 hour, respectively. The colour-code is the
same as in the previous figures. Potential contrail formation regions appear in both
mid-latitudes and they seem to follow large-scale synoptic weather patterns. Regions
where PPC = 1 is correctly forecast are generally surrounded by regions where the
first forecast could not be confirmed later. Some isolated features with wrong forecasts
appear as well.

figures 4.7 and 4.8. Note that these figures are constructed using the simple counting
method introduced in section 3.2.2. The colour code is the same as before, and these
figures appear quite similar to the figure with the random flight tracks, except for
clearer colours since all grid-points are coloured. On the good day (fig. 4.7) there are
extended and mostly coherent regions with correct forecasts visible. Also, the regions
with wrong forecasts are extended and coherent, both at the edges and within the
regions of correct forecasts, but generally smaller. Probably the main reason why
the other day is a bad one (fig. 4.8) is that correct and incorrect forecasts are mixed
on small scales. This points to intricate small-scale structure with sharp gradients
in the underlying humidity field. CSI and ETS can be computed as before and here
they are 0.64 and 0.56 for the good day and 0.48 and 0.42 for the bad one.

Figure 4.9 shows a similar situation globally. Potential contrail forming regions on
FL 350 are located in the mid-latitudes of both hemispheres. Their curly shape
suggests that they somehow follow the jet streams with their embedded synoptic
systems. Generally, areas with correct forecasts are surrounded by more or less thick
edges with wrong forecasts. However, wrong forecasts not connected to regions with
correct positives appear as well.
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Figure 4.10 Vertical cross-section of PPC = 1 grid-boxes in the upper troposphere (p ≤ 500 hPa)
along 47◦N from 20◦W to 20◦E for the 9th May 2024, 1:00 UTC. The colour-code is
the same as in the previous figures. The PPC field shows examples where contrail
avoidance appears easy (large coherent green areas) and others where it would be
challenging (areas where colours are mixed at smaller scales). For orientation, a
number of flight levels are indicated as horizontal black lines: FL 430, 320, 240 from
top to bottom.

Vertical aspect

In order to demonstrate that the results obtained so far are not confined to a single
flight level we show in fig. 4.10 a vertical cross section along 47◦N extending from
20◦W to 20◦E for 9th May 2024, 1:00 UTC. The cross section extends in the vertical
from 500 to 50 hPa. There are several examples of correctly forecast PPC = 1
regions which are partly mixed with false alarms and misses. The latter are often
located at the edges of regions with correct forecasts. Sometimes false alarms and
misses occur isolated from other regions, e.g. at 10◦E. Misses (red colour) at the
lower edges of PPC = 1 regions are dangerous because, in contrail avoidance pro-
cedures, aircraft often change their flight level to a lower one (because they usually
fly as high as possible) where they may fly into an unexpected contrail formation
region if that is located just below the region where contrails have been predicted.
Such examples can be found in the figure.

Statistical aspects

For a more general (statistical) evidence, the exercise has been repeated for 29 dates
which have been selected randomly from WAWFOR data covering 25th October
2023 to 30th April 2024. Additionally to the 24 hrs lead time, shorter and longer
lead times are considered as well with 6 hrs being the minimum for Klima-1 data
(12 hrs for Klima-1s data using the two-moment scheme) and 42 hrs the maximum.
The results, expressed with CSI and ETS, are plotted in figures 4.11 and 4.12, which
show the score values as functions of lead time. Let us first consider the result for
Klima-1 which is based on the one-moment scheme (fig. 4.11). Generally, forecasts



4.2. STRATEGIC CONTRAIL AVOIDANCE UNDER IMPERFECT WEATHER
FORECAST 37

get, as expected, better with decreasing lead times. For a 24 h lead time, CSI and
ETS both range between 0.4 and 0.6 with a few outliers. At the shortest lead time
considered, 6 h, the CSI does not exceed 0.8 and the ETS is typically 0.65 with a
standard deviation of about 0.05. Both panels show the mean values as black solid
lines; the blue shading represents the standard deviation (σ) and the single coloured
curves display the single cases. They can be seen in particular where they deviate
more than ±1σ from the mean. The single cases show sometimes peculiar behaviour,
with score values even slightly increasing with lead time.

A comparison, using 30 additional randomly chosen forecast pairs from March to
May 2024, of the statistical results between the two types of microphysics schemes
(Fig. 4.12, one-moment vs two-moment scheme) demonstrates that the forecast er-
rors, expressed via the two scores, are not dependent on the microphysics. This im-
plies also that they cannot be avoided or minimised by better microphysics schemes.
The score functions in the two panels of fig. 4.12 for the two microphysics versions
are nearly equal and minor differences are probably statistically insignificant.

Consideration of climate impact

The study above considers only contrail avoidance. It does not distinguish between
warming and cooling contrails. In principle, to answer such questions one needs
to perform radiation calculations for the predicted contrails during their lifetime
[e.g. 76, 77], which is beyond the scope of the present thesis. Instead we consider
a simple alternative, namely we look whether natural clouds are above and below
the predicted contrails. Here, only clouds in the upper troposphere are considered
(p ≤ 400 hPa). Such high cold clouds modify (diminish) the immediate radiation
effect of the contrails, since they scatter solar radiation and absorb/re-emit thermal
radiation themselves. The scattering of solar radiation by ambient clouds diminishes
the visible contrast (e.g. on satellite images) between the contrail and its environ-
ment. This reduces the cooling effect of contrails, since solar photons are then
back-scattered to space anyway. Ambient high clouds with similar temperature as
that of the contrails absorb longwave radiation that originates from the ground or
from lower atmospheric layers. This reduces the contrails’ warming impact [66, 91].
Inclusion of clouds in the presented maps would enhance the noise in the figures and
render the interpretation difficult. Thus, we simply present statistics of the presence
of high clouds in the four selected categories, correct forecasts (no and yes), false
positives and misses. The statistics has been determined with 32 forecast pairs ob-
tained in three months (independent of the 29 cases selected above). To determine
the high cloud cover we use a method that is traditionally employed in weather-
and climate models to calculate the effect of clouds on radiative transfer. This is
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Figure 4.11 CSI (upper panel) and ETS (lower panel) as a function of lead time for flight routing
that is intended to avoid contrails. Results are obtained from 29 randomly selected
cases. The mean value is represented by the black solid line, and the corresponding
standard deviation by blue shading. All 29 single cases are displayed with thin dashed
coloured curves which sometimes lie outside of the standard deviation. The results
have been obtained from WAWFOR-Klima-1 data, which are based on one-moment
microphysics.
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Figure 4.12 Average CSI (upper panel) and ETS (lower panel) of 30 randomly chosen cases for
WAWFOR-Klima-1 and WAWFOR-Klima-1s. The two data sets have global coverage
but only the EU part as in previous figures is considered. Since the experimental
weather simulation using the two-moment scheme needs 6 hrs spin-up, the shortest
lead time used for the comparison is 12 hrs. The standard deviations of the scores
for the two model versions overlap substantially. Minor differences are statistically
insignificant.
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the so-called maximum-random overlap method [19]. Clouds in adjacent levels are
treated as physically coherent, such that their coverage is the maximum of the levels
in question. Clouds which are separated by cloud free levels are assumed to overlap
randomly. With this method we determine the fractional high-cloud coverage for
each lon/lat coordinate in the pressure range 50 ≤ p/hPa ≤ 400. Figure 4.13 (upper
panel) shows the result, namely the distribution of the cloud fraction at the times
of the flights. All histograms share a U-shape (many cases at the low and high
ends, few cases in the middle), which is a result of the high spatial resolution of the
data; a small grid box is most often either completely clear or completely covered.
The interesting features are thus the ends of the histograms. Most striking is the
cloudiness distribution in the regions where contrails are predicted and confirmed:
More than half of these grid points have a quite high cloud fraction exceeding 90%,
which implies that the correctly predicted contrails do not have the full radiative
effect compared to contrails in clear sky. False negatives (misses), that is, regions
where in the course of time between the initial forecast and the flight time new ice
supersaturation appears, have a large fraction of high cloudiness as well in almost
half of the cases. In contrast, the correct negatives have most often (about 70%) a
very small cloud fraction. In the false-alarm regions almost cloud free cases occur at
about 40% of the grid boxes while overcast cases appear with half that frequency.

The average cloudiness situation forecast at the time of flight planning is similar,
but not identical (Figure 4.13 lower panel). The forecast cloudiness is similar in the
regions with correct predictions (that is, the cloudiness prediction is good there as
well). In the regions with wrong predictions, false alarms and misses, the cloudi-
ness forecast changes as well. False alarm regions are predicted to have a higher
fraction of high cloud cover than it turns out later at the time of the flights. In
contrast, false negative (misses) regions are forecast to have fewer cases with high
cloud fractions than they actually have later at flight time. More specifically, misses
areas are predicted to have low cloud cover in about 35% of the cases, while high
cloud cover is predicted in approximately 25%. Later, the probability of high clouds
increases at such grid points, reaching about 40% while the probability of low cloudi-
ness decreases to less than 20%. The contrary is observed for the grid points with
false alarms. From the initial forecast, one expects much more overcast than clear
cases (50% and less than 20%), but later the situation is turned upside down: the
probability of high cloud cover is reduced to about 20% while the probability of low
coverage increases to 40%.

It seems that natural high clouds and contrails behave similarly, which is physically
plausible. A possible interpretation of this comparison is that clouds exert a damping
effect on the contrail prediction system: Wrong predictions are less damaging and
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correct predictions are less beneficial in terms of climate effect in cloudy situations
than they would be if the sky were always clear.

4.2.2 Discussion

The simple analysis that has been performed is based on a number of assumptions
that need to be discussed further in this section. Questions could arise on the
applied methods (see below) and on the relevance to other forecast products. Finally,
without interpretation, the scores are just numbers and we need to discuss how large
they need to be for a good forecast.

Discussion of the methods applied

The random flights in the analysis are not real flights. This is not a disadvantage of
the method. A real flight plan would suffer from the problem of representativity: it
would yield a quantification for a special situation, but not allow general statements.
The random-tracks method allows to cover the weather maps almost completely as
soon as a sufficiently large number of tracks is selected. A real flight plan with
less flights would also lead to more noise in the results (e.g. sampling noise); in
lucky situations the score values can be better than shown here, but the contrary
situation can occur as well. It might look strange to have all these tracks on the
same flight level, but this restriction could be lifted. The analysis can be performed
for any flight level, and, as shown, it is not necessary at all to consider flight-tracks,
it suffices to consider the change of the prediction at single grid points on any flight
level. The latter method also avoids a sampling problem that might incur with
and depend on the method to construct the random flight paths, a problem that is
known as ”Bertrand’s paradox” [5]. The main advantage to use pseudo flight-tracks
is that they look like flight-tracks and the result can be expressed in terms of flight
distances instead of simple counts of grid boxes.

The seasonal representativity could be an issue since we have no data from August
to October available for the study. Whether CSI and ETS are smaller for that season
must be tested once enough additional data of the WAWFOR-Klima-1 data set are
available.

The real weather at flight time is not exactly known (not knowable, to be more
precise). The best that one can achieve is the most recent forecast (or a re-analysis
for later investigations, but DWD does not provide re-analyses). The latest forecast
has most data assimilated which are available up to the last initialisation of the
forecast run. One must admit that both the forecast at flight planning and the later
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Figure 4.13 Histograms (normalised to 100%) of the maximum-random overlap cloud coverage
in the upper tropospheric column (pressure below 400 hPa) at every grid point for
each category of contrail forecasts, correct positives and negatives, false positives and
misses, see colour code in the inset. Data of 32 randomly chosen forecast pairs are
analysed. The data are evaluated at the time of the assumed flights (upper panel)
and at the time of flight planning, that is, 24 h before the flights (lower panel).
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one at flight time are uncertain representations of the atmospheric reality. Weather
centres usually illustrate and quantify this uncertainty using ensemble prediction.
Instead of a single (deterministic) forecast a suite of forecasts with slightly perturbed
initial conditions are run. One could thus compare all ensemble members from the
first forecast to all ensemble members from the second, calculate CSI and ETS for
each combination and take mean values and variances. The latter variance increases
the total variance due to the sampling of a number of different days. A explicit
calculation can be found in the Appendix of the paper [88]. Thus, the real standard
deviations of CSI and ETS exceed those shown in figs. 4.11. Although we did not
consider these uncertainties, one should be aware of them.

Relevance

For the present analysis we used forecasts of potential contrail formation regions
(which involves the Schmidt-Appleman criterion and ice supersaturation) provided
via the WAWFOR-Klima-1 and Klima-1s datasets by the German weather service,
products based on ICON forecast simulations. The question arises whether the
results obtained can be expected in a similar way for forecasts issued by other
weather models as well. The atmosphere is a system with nonlinear dynamics which
causes, for instance, limits to the predictability of the weather and its features. This
is a general problem that therefore every weather forecast model has to cope with,
not only ICON. The problem is not restricted to the forecast of ice supersaturation
and potential contrail occurrence. It also might be aggravated by the nonlinear
cloud microphysics and by the fact, that ice-supersaturation is a binary field with
a sharp, noncontinuous transition. This sharp dichotomous classification cannot be
avoided. Meteorology suffers from related problems in the field of rain forecasts,
or, prediction of fronts and locations and intensities of low-pressure systems, just
to mention applications that are independent of cloud microphysics. For instance,
Hogan et al. [32] verify forecasts of cloud fraction for seven models and show that
all models have similar score values (in this case, Peirce Skill Score). They show as
well that the scores increase for shorter lead times, that is our results parallel theirs.
These problems are obviously general in nature and all weather models suffer from
them. Weather models that do not represent ice-supersaturation in their analyses
(that is, in the initial fields) even suffer from a spinup problem. This means that
the first couple of hours of the forecast are not optimal for the purpose. WAWFOR-
Klima-1 does fortunately not have a spinup problem, but WAWFOR-Klima-1s has
one. Summarising, the problem identified in this paper is expected to prevail in any
other weather forecast model as well.
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When is a forecast good enough?

The comparisons in this paper lead to score values (CSI and ETS) whose principle
interpretation is that higher scores indicate better forecasts. It is important to note
that score values can only be computed after the event; they are not available at
the time of flight routing to estimate the success of rerouting a priori. That is,
after contrail avoidance measures have been taken, the score values can be used to
estimate whether the forecasts have been better or worse than at other occasions.
But it must be stressed that the scores themselves do not give an answer to the
simple question ”When is a forecast good enough?”. To tackle this question, the
climate impact of rerouted flights has to be computed using methods like aCCFs
[12, 93] or CoCiP [66] twice, once for the weather forecast that was used for flight
routing and once for the latest weather forecast (or reanalysis) that is valid at the
time of the flight. The difference of the results is the most plausible measure of
the impact of weather forecast imperfections on the success of contrail avoidance
rerouting. Such differences, obtained for many flights in the same weather situation
(i.e. with a single CSI or ETS value) will probably show some spread with some
flights diverted successfully and others not. The range of differences will probably
be reflected by the score values. The goal must be that on average the rerouted
flights still show an overall benefit for climate if the changing weather is taken
into account. The range of score values that belong to such situations would then
eventually define a range where forecasts can be considered good enough. It is clear
that this research program implies quite some effort, but it is the only way to an
answer, to our opinion.
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Chapter 5

Conclusion and Outlook

The immanent threat of climate change is causing mankind to rethink. This means
that ways of reducing the impact on climate are also being sought in air transport.
As there will be no revolutionary technical changes to the entire fleet in the imme-
diate future, the first step is to try to reduce the climate effect by means of other
short-term measures. One possibility is to avoid warming contrails, which make up
a large part of the non-CO2 effective radiative forcing (ERF). The non-CO2 are of
the same order of magnitude as CO2 ERF. The paper by Frias et al. [15] shows
that situational rerouting is a promising way to greatly reduce the ERF of contrails
with only slightly increased fuel consumption. An implicit assumption of this work
and some others [3, 58] is that the weather forecast matches the real weather. This
work therefore addresses the influence of imperfect weather forecasts on possible
rerouting.

Parts of this chapter are taken from the conclusion of the paper von Bonhorst et al.
[88]. The text has been slightly adapted to fit better into this thesis.

New weather variables PPC and PPC prob which predict whether a persistent con-
trail will form or not were analysed for their stability for different forecast horizons.
PPC is a variable for the prediction of possible persistent contrails, a first step in
predicting warming contrails. PPC prob is the ensemble version of it.

First, the simple question was considered to what degree the ensemble members
agree with the deterministic forecast in cases where PPC is either zero or one.
This comparison has been performed for a single forecast and a certain valid time
with a temporal distance between initialisation time and valid time of 1 h. For
PPC = 0, which is the predominant state in the upper troposphere. About 90%
of the gridpoints the ensemble mean has PPC = 0 as well, but for the remaining
gridpoints the ensemble mean is above zero. Often PPC = 1 occurs in more than
one ensemble member, but the more ensemble members have PPC = 1, the less
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often this occurs. In contrast, the number where all ensemble members of a run
agree with the deterministic run if it is PPC = 1 is only a small fraction of all
gridpoints.

In the next step, we repeat this analysis for longer lead times, we focus on cases
where PPC is one and use the same valid time. The histograms in the image 4.3
showed that the ensemble members match less and less with the deterministic run
the longer the prediction times are. Often the PPC prob histograms increase to-
wards PPC = 1, but on some dates they show a peculiar behaviour with a peak
around PPC prob ≈ 0.5 and a decrease towards PPC prob → 1. In order to com-
press the information, which is necessary for statistical analysis, we determine the
autocorrelation between a PPC field with a short lead time (proxy for reality) and
PPC fields with a longer lead times for the same valid time and a crosscorrelation
between a PPC field with a short lead time (proxy for reality) and PPC prob fields
with a longer lead times for the same valid time. In total, two statistics with 29
independent cases between October and March are created. We analyse how the
autocorrelation or cross-correlation with PPC prob of PPC develops for longer lead
times.

For both correlations, all values are above 0.6. Both correlations decrease monoton-
ically on average for longer lead times. The curve of the cross-correlation is flatter
than that of the autocorrelation. Although the autocorrelation starts at one above
the cross-correlation at around 0.9, the autocorrelation goes beneath the the cross-
correlation and is for the longest leadtimes at around 0.6 whereas the crosscorrelation
is at 0.7 there.

We can draw the following conclusions from this. At shorter lead times, PPC

and PPC prob correlate strongly with each other, as expected. The prediction
seems clearly distinguishable from a random forecast up to the longest lead times
considered, as the correlation is multiple standard deviations above zero which would
be expected for a random forecast. Finally, it seems that for longer lead times, longer
than 6 h, an ensemble mean leads to better results.

Next in this thesis, we investigated the effect of an imperfect weather forecast on the
success of a potential climate impact mitigation effort, contrail avoidance. For this
purpose, we considered two weather forecasts for the same actual time, the time at
which flights take place, that is, planes are en-route. One of the forecasts has a long
lead time and represents the planning phase of the flights. The other one has a very
short lead time and gives the best representation of the atmosphere at the time of
the flights. First, we considered 1000 randomly created straight flights on a single
flight level. These tracks crossed four categories of areas: 1) areas with no contrail
formation in both forecasts (correct negatives), 2) areas with contrails predicted
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and later confirmed (correct positives), 3) and 4) areas where the forecasts disagree,
that is, with false alarms and misses. The 1000 tracks are good for illustration
and for measuring flight distances in the four categories of areas, but not actually
necessary; it suffices to check for each grid point whether the forecast is stable
(correct predictions) or changes (false predictions).

In an example case, on 623 ·103 km planned flight distances persistent contrails were
predicted, but occurred actually on 464·103 km. Additionally, 135·103 km of contrails
occurred unexpectedly (misses). The contingency table in this example can be
summarised with a CSI of 0.61 and an ETS of 0.55. In such a case, contrail avoidance
is feasible, but in our view, the climate benefit of rerouting is not guaranteed. An
improvement in the prediction of contrails, shorter lead times, or in-flight rerouting
(tactical contrail avoidance using short-term weather forecasts or nowcasting) would
be steps towards reducing these uncertainties.

For the sake of more robust statistics, we repeated the experiment for 29 randomly
chosen times, each characterised with one pair of forecasts. The average resulting
CSI and ETS values are quite similar to the ones of the mentioned example case. We
repeated these experiments with shorter forecast horizons to determine how CSI and
ETS improve with shorter lead times. At the shortest lead time considered, 6 h, the
CSI increases to an average of 0.7, the ETS reaches about 0.6. The same tests have
been performed with WAWFOR data that result from forecasts using two-moment
microphysics. The results are indistinguishable from the former ones, which are
based on the operational one-moment scheme. This shows that the principal problem
shown in this paper cannot be solved with better microphysics in the numerical
forecast model.

Ice supersaturation and contrail persistence occur often in cloudy skies. High cold
clouds modify (diminish) the immediate radiative effect of contrails. In this study,
the areas where contrails have been successfully predicted were most often connected
to high values of high cloud cover. Cloudiness prediction and contrail prediction co-
relate between the forecast pairs: In false alarm areas, cloudiness decreased, and in
false negatives areas, cloudiness increased between the two forecasts. This implies
that on the one hand, correct forecasts lead to a smaller climate benefit, and on the
other hand, wrong mitigation action, justified by a wrong forecast, causes smaller
climate damage in cloudy than in clear cases.

We obtain the following conclusions:

• Mitigation-efforts in green aviation should consider the impact of imperfect
weather forecasts.

• Forecasts get better at shorter lead times. The airlines get every 6 hours a
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new forecast and incorporate the latest into their flight planning, but the
flight trajectories get rarely updated when newer forecasts become available.
However, this should be in principal feasible for climate optimized routing.

• Clouds are often in the neighbourhood of contrails and modify the irradiative
impact. This needs to be considered in avoidance measures as it probably
weakens both benefits and disadvantages of the contrail avoidance measures.

• The applied method can principally be used to analyse the climate gain or loss
of real flight experiments, such as the test flights currently being conducted
by German airlines. The analysis can even be extended to effects of gaseous
emissions like NOx and others, applying the algorithmic response functions
[12, 93].

Open points for further research are inter alia:

• Rerouting was not modelled here, but it should be tested whether rerouting
(vertically ±2 FL) leads indeed into non-ISS regions (acc. to forecast) or not
(acc. to analysis).

• Further improvement of the forecast of the upper tropospheric humidity fields,
including their ice supersaturated parts, for example through assimilation of
in situ RHi data and utilisation of other data like ground-based camera images
is necessary.

• The study should be repeated with real flight trajectories in combination with
satellite imagery of contrails and further measurements.

The presented forecast errors have their origin in the nonlinear nature of atmo-
spheric motions. The effects are inevitable, but might be reducible with more data
assimilation. In particular, the dynamical nonlinearities are present independently
of the cloud parameterisation used in the NWP model.
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[36] Jana Kalová. Vapor pressure of supercooled water. International Journal of
Thermophysics, 43(11):165, 2022.
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van Pinxteren, Doğuşhan Kılıç, Diana Rose, Stefan Jacobi, Andreas Kürten,
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Patrick Le Clercq, Stefan Kaufmann, Monika Scheibe, Tina Jurkat-Witschas,
Manfred Aigner, et al. Cleaner burning aviation fuels can reduce contrail cloudi-
ness. Communications Earth & Environment, 2(1):114, 2021.

[88] Georg von Bonhorst, Moritz Maizet, and Klaus Gierens. On contrail prediction
under realistic weather forecast uncertainty. Meteorol. Z., 2024. submitted.

[89] Eugene Wagner, David Jacques, William Blake, and Meir Pachter. Flight test
results of close formation flight for fuel savings. In AIAA Atmospheric Flight
Mechanics Conference and Exhibit, page 4490, 2002.

[90] Lena Wilhelm, Klaus Gierens, and Susanne Rohs. Weather variability in-
duced uncertainty of contrail radiative forcing. Aerospace, 8(11), 2021. ISSN
2226-4310. doi: 10.3390/aerospace8110332. URL https://www.mdpi.com/
2226-4310/8/11/332.

[91] K. Wolf, N. Bellouin, and O. Boucher. Radiative effect by cirrus cloud and
contrails – a comprehensive sensitivity study. EGUsphere, Preprint:1–38, 2023.
doi: 10.5194/egusphere-2023-155.

[92] F. Yin, V. Grewe, and K. Gierens. Impact of hybrid electric aircraft on contrail
coverage. Aerospace, 7:147, 2020. doi: 10.3390/aerospace7100147.

https://www.pnas.org/doi/abs/10.1073/pnas.0906548107
https://www.pnas.org/doi/abs/10.1073/pnas.0906548107
https://acp.copernicus.org/articles/16/2059/2016/
https://acp.copernicus.org/articles/16/2059/2016/
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2014JD022642
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2014JD022642
https://www.mdpi.com/2226-4310/7/12/170
https://www.mdpi.com/2226-4310/7/12/170
https://www.mdpi.com/2226-4310/8/11/332
https://www.mdpi.com/2226-4310/8/11/332


BIBLIOGRAPHY 63

[93] F. Yin, V. Grewe, F. Castino, P. Rao, S. Matthes, K. Dahlmann, S. Dietmüller,
C. Frömming, H. Yamashita, P. Peter, E. Klingaman, K. Shine, B. Lührs, and
F. Linke. Predicting the climate impact of aviation for en-route emissions: The
algorithmic climate change function submodel accf 1.0 of emac 2.53. Geosci.
Model. Dev. Discuss., 16:3313–3334, 2023. doi: 10.5194/gmd-16-3313-2023.

[94] Richard E. Zeebe. History of seawater carbonate chemistry, atmospheric co2,
and ocean acidification. Annual Review of Earth and Planetary Sciences, 40
(Volume 40, 2012):141–165, 2012. ISSN 1545-4495. doi: https://doi.org/10.
1146/annurev-earth-042711-105521. URL https://www.annualreviews.org/
content/journals/10.1146/annurev-earth-042711-105521.

https://www.annualreviews.org/content/journals/10.1146/annurev-earth-042711-105521
https://www.annualreviews.org/content/journals/10.1146/annurev-earth-042711-105521


64 BIBLIOGRAPHY



BIBLIOGRAPHY 65

Acknowledgements

I would like to express my gratitude to everyone who supported me throughout my
research and writing journey, particularly:

• My supervisor Klaus, who introduced me to the subject area and supported me
in numerous aspects, such suggesting literature, answering scientific questions
or giving helpful suggestions and hints. Collaborating with you and generating
fresh ideas was truly enjoyable. I was able to learn a lot from you and your
years of experience. Thank you!

• Robert Sausen from whom I learnt about this topic for the first time. He
arranged my thesis with Klaus.

• Luca Bugliaro my second supervisor, who taught me a lot about how satellites
work and the contrail detection algorithm.

• Anja Schmidt for reviewing my thesis and helping me with the organisational
issues regarding the university.

• Moritz Maizet, the third author of the paper. It was a pleasure working with
you during your internship.

• The D-KULT project (Demonstrator Klimafreundliche Luftfahrt413 (Förderkennze-
ichen 20M2111A), within the Luftfahrtforschungsprogramm LuFo VI), in the
course of which this work was created here, and the DKRZ (Deutsches Kli-
marechenzentrum) for the funds and resources that enabled this research.

• Ulrike Burkhardt for the idea to compare the cloudiness in the different regions
and Markus Rapp as well as Luca Bugliaro for reviewing a draft version of the
paper and giving valuable feedback.

• Anja Blum, Sina Hofer and Dario Sperber for helping with organisational
issues.



66 Acknowledgements

• To my colleagues at the institute and project with whom I had many interesting
conversations. I would especially like to thank the PhDs in the ”Rechenzen-
trum” for making me feel welcome and helping me settle in.

• My family who always supported me in my studies.

Without you and many others, this work would not have been possible.
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