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ABSTRACT 
Geolocated text data are a promising data source for spatial anal-
yses in many fields, from disease surveillance to the spatial 
humanities. This study investigates the relationship between texts’ 
thematic categories and their likelihood of containing usable geo-
location information by quantifying and modelling this relation-
ship across seven diverse English text datasets of different types, 
including web forums, microblogs, news, and magazines. We find 
that the likelihood of geoinformation is highly variant, being high 
for the category ‘Travel, Tourism & Migration’ and low for ‘Private 
Life, Family & Relationships’. The rank-correlation of this likelihood 
between datasets is moderate to strong. These findings indicate 
that the topic plays a significant role in determining the fre-
quency of geospatial references within the text, and that the 
effect is not entirely dataset-specific. This contributes to the 
empirical study of the concept of spatiality and provides valuable 
insights for bias mitigation in the increasing use of text as data 
for spatial analyses.
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1. Introduction

Over the past decades, many scientific disciplines have experienced an increased inter-
est in the role of space and place in what is often referred to as a ‘spatial turn’ (Tally 
2012). Spatial methods are increasingly used to study the geographic distribution of 
physical and social phenomena. The empirical side of the spatial turn is supported by 
an increasing amount of algorithmic power, advanced spatial analysis techniques, and, 
perhaps most importantly, digital data (Zhu et al. 2022). Of the available data, a 
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substantial amount are texts from online communication and media. When these texts 
contain references to places on earth, analysts can link text content and geographic 
location in a process called geoparsing (Hu et al. 2023) and enable spatial approaches 
in diverse fields of research and various applications (Karami et al. 2021, Zhu et al. 
2022, Hu et al. 2023). Text data that have been geospatially referenced in this way can 
be used to complement other data sources in geographic information databases (Zhu 
et al. 2022), allow to identify hotspots and coldspots of activity (Taubenb€ock et al. 
2018), and analyse which topics are prevalent in a district (Lansley and Longley 2016, 
Lemoine-Rodr�ıguez et al. 2024). Advances in machine learning and natural language 
processing may enable additional applications for geospatially located text data.

However, not all data can be geospatially located. In other words, geospatially 
located datasets miss a part of data. But are these data missing at random (Rubin 
1976)? Or are some pieces of content less likely to be missing than others, because 
they have a stronger connection to the geospatial world, a connection that could be 
called their geospatiality?

It is intuitive that some activities, like reading, can be performed virtually anywhere, 
while others, such as air travel, involve specific locations and even movement between 
them. One could describe this as a difference in geospatiality: Reading may be an 
inherently less spatial activity than travel. In other words: Our lives are spatial, but not 
every aspect of life is equally spatial. Such variability in geospatiality would likely be 
reflected in written communication, in the form that, for example, texts about travel 
contain more mentions of geographic locations than texts about literature. This would 
lead to varying suitability of the texts for spatial analyses, as spatial methods can only 
be applied to data which contains some geospatial reference. Therefore, variability in 
geospatiality would lead to a variability in data suitability and could affect analyses as 
a form of bias. Looking through the lens of geospatially located web data, we might 
mistakenly believe a place to be abandoned, when it is actually a thriving place of 
activity where activity is merely not geospatial. An example could be a library which 
many people visit to read and share quotes and insights from their favourite books 
online without mentioning the library itself. A tourist attraction, on the other hand, 
will be mentioned by many of the people who visit it. Consequently, studies relying 
on georeferenced text data to inform about land use may be blind towards certain 
land use types and hotspot analyses of digital activity within a city may underestimate 
the importance of stores compared to stadiums and libraries compared to landmarks. 
When known, such effects can be accounted for.

However, while differences in geospatiality are intuitive, their existence in web data 
and their effect on topic-based analyses have not been specifically studied.

Therefore, we seek to provide an exploration of variability in geospatiality across 
topics and web data sources such as web forums, news sites, and microblogs. In par-
ticular, we focus on thematic geospatiality, the affinity of topics to contain references 
to places on Earth, and examine text data in the English language; with its being used 
on over 43% of all websites, English remains the most widespread language on the 
web (Common Crawl 2024).
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2. Background

Geospatially referenced text data have been analysed in a wide range of fields (Karami 
et al. 2021, Zhu et al. 2022). Key to the application of geospatial techniques to data is 
some form of geolocation, i.e. coordinates. In some sources of digital data, such as 
Twitter, geolocations can be explicitly attached in the form of geotags, which can refer 
to an area or even precise geocoordinates (Zhu et al. 2022). Alternatively, it can be 
inferred from locations (e.g. place names or addresses) mentioned in the text, a pro-
cess typically referred to as geoparsing.

Regardless of the method, studies have shown that the text data which can be geo-
located are only a fraction of all text data (Olteanu et al. 2019, Zhu et al. 2022). It is all 
the more important to understand how well this subset represents text data and 
online discourse as a whole, and to what degree it is affected by various biases. 
Olteanu et al. (2019) define biases as systematic distortions in sampled data that com-
promises their representativeness. Knowledge about such biases improves our under-
standing of the data’s validity and enables us to make more accurate comparisons 
with other datasets or even post-hoc adjustments (Sen et al. 2021). Consequently, 
demographic biases in geolocated data have been the focus of several studies. For 
Twitter (now ‘X’) there seems to be a consensus that geolocated Twitter data do not 
equally represent all demographic groups (Longley et al. 2015, Malik et al. 2015, 
Pavalanathan and Eisenstein 2015) or all geographic areas (Hecht and Stephens 2014, 
Malik et al. 2015, Jiang et al. 2019). In addition to such demographic biases in the 
Twitter user base, Karami et al. (2021) also find differences between those users who 
use geolocation features and those who do not. Notably, the two groups show differ-
ences in linguistic choices and topics of interests.

Altogether, biases of geolocated data have been studied at the level of users and 
population groups. What remains underexplored as a bias factor, however, is the con-
tent of the texts themselves. Are certain types of content underrepresented in text 
data sources? To the best of our knowledge, only the study by J. Jiang et al. (2023) 
investigated a direct relation between content and geolocation for Tweets, and meas-
ured that compared to a random sample of Tweets, geolocated Tweets exhibit higher 
use of first-person pronouns and focus on positive events. Although some of these 
findings are in seeming contrast with earlier findings at user level (Karami et al. 2021), 
they suggest that positivity and collectivism might be overrepresented in geolocated 
Tweets. So far unexplored are topics, which are a useful explorative and analytical tool 
for structuring data semantically. In natural language processing, topics are usually 
measured as clusters of thematically similar content which are often marked with a 
representative label, such as ‘sports’, ‘economy’, ‘disasters’, or ‘philosophy’. Some data-
sets are already pre-structured (such as web-forums, Mast et al. 2024) while others can 
be structured with machine learning or rule-based classification approaches (e.g. 
Grootendorst 2022). Acknowledging the usefulness of topics for structuring data, we 
suspect that variation in their geospatiality leads to unequal representation in geore-
ferenced text data.

For instance, natural disasters have a clear association with real locations where dis-
asters have occurred or where disaster response is coordinated (Kersten and Klan 
2020). The same is not true for the field of epistemology, a branch of philosophy 
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which concerns itself with location-independent theories about the nature of know-
ledge (Steup and Neta 2005). In practice, this might mean that content about loca-
tion-independent topics is less likely to contain geographical reference, whether 
explicitly (e.g. geotags) or implicitly (mentions of locations). Such content will be 
underrepresented in datasets which are compiled or filtered based on geolocations. 
Consequently, differences in geospatiality would constitute an additional content pro-
duction bias which needs to be considered in the analysis of geolocated text data. 
The existence of such a phenomenon is also indicated by scientific work on optimiza-
tion of web searches, where studies found links between the thematic content of texts 
and their geographical component (Gan et al. 2008, Jiang et al. 2019).

Motivated by the potential of spatial analyses of text data and following the 
intuition that differences in geospatiality exist between different aspects of human 
life, we aim to extend the current state of research and focus on topical areas as 
a source of bias. In other words, we aim to analyse variation in geospatiality 
according to topic.

We define geospatiality as the likelihood to contain an identifiable geospatial ref-
erence. By ‘identifiable’ we mean that current approaches in geoparsing can recog-
nize them as referring to real place on Earth that can be described by geographic 
coordinates. Therefore, this definition does not consider geotags and is practical 
rather than formal. In other words, we relay the decision of what constitutes a valid 
geospatial reference to the creators of the gazetteers (geographical dictionaries), of 
the models, and the data used to train them. Defined in this way, geospatiality can 
be seen as a subset of spatiality, which includes spatial references in the wider 
sense, such as real places not on earth (e.g. Deimos, a moon of Mars), fictional pla-
ces (e.g. ‘Hogwarts’), relative spatial references such as deixis (e.g. ‘over there’), spa-
tial terms used in other contexts (e.g. ‘political left’), demonyms (e.g. ‘Germans’), 
organisations linked to locations (e.g. ‘Indian National Team’), and things named 
after places (e.g. ‘French Toast’).

While both intuition and the existing work suggest that topics vary in geospatiality, 
it has, to our knowledge, not yet been analysed systematically or across text types. 
Further, it has, to our knowledge, not been subject of an analysis at the topic-level. 
This work seeks to close this research gap by analysing the relation between content 
and geospatiality across a variety of text types from various platforms.

Concretely, we sought to answer the following research questions:

RQ 1: Does the observed frequency of geolocations vary between topics in typical 
sources of English text web data?

RQ 2: To what degree can this variation in georeferencing frequency be attributed to 
the topics themselves?

RQ 3: Are there differences between various forms of web data?

To answer these questions, we analysed seven datasets of English web texts and 
identified both topics and spatial references, wherever possible. We computed the 
fraction of spatial references in documents from each topic, and firstly present descrip-
tive statistics that allow for an answer to RQ 1. Secondly, to answer RQ 2, we identified 

4 J. MAST ET AL.



the contribution of topics by controlling for effects of authorship, time, and text 
length in a mixed modelling approach. Finally, we address RQ 3 by comparing the 
rank-correlation of topics between platforms.

3. Methods

3.1. Data

Web data are vast, varied and constantly evolving. Instead of attempting to create a 
representative sample of all web data, we adopt a practical approach by selecting 
data from various corpora that were previously used in research: Reddit, Nairaland, 
Twitter, Stackexchange, and The Global Database of Events, Language, and Tone 
Project’s collections of web news (GDELT) and of American texts from the Internet 
Archive (IA-Americana). Each corpus consists of a different type of text: character- 
limited texts on Twitter, forum comments on Nairaland, Reddit, and Stackexchange, 
articles on news websites from the GDELT project, and magazines and official docu-
ments in IA-Americana. We selected content in English, the most widely used and ana-
lysed language on the web (Common Crawl 2024). Thus, our sample, while not a 
representative sample of web data as a whole, exemplifies data that are practically 
available for use by researchers and it allows an examination of the consistency of 
geospatiality effects across text types.

We collected control variables to control for population biases which might affect 
the measured frequency of geolocated content. For instance, cosmopolitan and weal-
thy users might be more active than average users, use more geolocation and post 
more frequently about their travels. Likewise, there might be temporal biases (e.g. 
shifts in user behaviour and platform functionality over time). We acknowledge them 
as a natural effect in our descriptive approach to RQ 1. However, when attempting to 
extract the underlying contribution of the topic (RQ 2) we need to account and con-
trol for such effects. Thus, we collected for each observation also their author (e.g. 
username, web domain), creation time (discrete intervals, either calendar month or 
year), and text length. In addition, all documents were assigned (A) a topic which 
described the content and (B) a binary label that indicated whether the document 
contained geolocation information. Figure 1 illustrates the workflow of the study and 
Table 1 illustrates the structure of the preprocessed data as a fictive example.

3.2. Topic taxonomy

To analyse and compare the effect of topics across platforms, we structured all data-
sets into the same 18 topics, developing a generic topic taxonomy in an inductive 
coding process that was based on text content and pre-existing categories within the 
datasets. This taxonomy is just one among an infinity of possible ways to structure 
content and is intended to represent the thematic variety inherent in the datasets. 
Typically, studies define topics to suit their respective application, and it is not our 
goal to derive a universally useful taxonomy. What is important for the purposes of 
the present analysis, however, is that it is human-interpretable and consistent across 
data sources. We proceeded as follows: First, a topic-taxonomy was defined by the 
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main authors with the aim of capturing the major pre-existing categories from each 
dataset (Figure 2(a) and Appendix Table A8). This resulted in a taxonomy containing 
18 topics: Adverts; Architecture, Construction & Real Estate; Celebrities, Entertainment & 
Music; Crime; Economy, Business & Finance; Events; Food & Agriculture; Health; History & 
Culture; International Politics; Natural Disasters and Hazards; Politics & Government; 
Private Life; Family & Relationships; Religion; Science, Education & Mathematics; Sports & 
Games; Technology; Travel, Tourism & Migration. Additionally, a category ‘Other’ cap-
tured unassigned, general or thematically ambiguous content (e.g., jokes) and served 
as a reference class. We assigned each document to one of these topics, building on 
site-specific category structure where one existed (such as subreddits on Reddit, 
Figure 2(b)), meaning different datasets were processed differently. The assignment of 
dataset-specific categories (subreddits, Stackexchange sites, GDELT themes, Nairaland 
subforums, see Section 3.4. for details for each dataset) to topics was proposed by the 
main author and subsequently checked for plausibility and consistency by three other-
wise uninvolved researchers (graduate and postgraduate researchers from the fields of 
Geography, Digital Humanities, and English language studies). Based on this manual 
qualitative assessment, the taxonomy was modified if two reviewers or one reviewer 
and the main author agreed on a change. Not all sources contained all topics. For 

Figure 1. Workflow of the study.

Table 1. Fictive example of data structure.
ID Dataset Author Time Text length Geolocated Topic

GD27 GDELT abcd.com month 2017 08 271 FALSE Health
GD28 GDELT abcd.com month 2017 08 824 FALSE Health
GD29 GDELT abcd.com month 2017 09 434 TRUE Events
GD30 GDELT abcd.com month 2017 09 3006 FALSE Religion
GD31 GDELT zyxw.de month 2015 01 579 TRUE Religion
… … … … … … …
TW731 Twitter_no_tag Johndoe1990 month 2016 02 131 FALSE Events

6 J. MAST ET AL.



example, the GDELT project explicitly filters strictly entertainment or economic content 
and there is no advert-related Stackexchange site (although self-promotion is accept-
able as long as it is related to the topic1). A description of the taxonomy can be found 
in the supplementary material to this study.2

3.3. Geolocation

For all datasets except GDELT and IA-Americana, to identify geolocations within the 
posts, we used an ensemble of four named entity recognition (NER) models to identify 
entities of the GPE (geopolitical entities), LOC (non-GPE locations), and FAC (facilities) 
types. We considered a text geolocated if at least two models detected a spatial entity 
within them that could be geocoded to a real place on earth.

For the ensemble, we included widely used state of the art NER models: bert-base- 
NER (Devlin et al. 2018), SpacyNER (Honnibal et al. 2020), and flair-ner-english-onto-
notes-large (Schweter and Akbik 2021). As three of our datasets are 
geographically focused on Nigeria, we also included masakhaNER, a NER model which 
was optimized for the African context (Adelani et al. 2021), to identify locations within 
the comments.

For geocoding the identified entities, we queried the Geonames API to check for 
matching coordinates. We did not perform location disambiguation or attempt to pre-
cisely locate the texts as we were merely interested in whether they contained any 
valid geolocation at all.

Figure 2. Development of the topic-taxonomy. First, topics were chosen (a), then dataset-specific 
categories from the data sources (e.g. GDELT themes from GDELT) were allocated (b) to the topics.
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The data structure is illustrated by the fictive example data in Table 1, while 
descriptive statistics for the compiled datasets are presented in Table 2.

3.4. Datasets

In this section, we introduce the different datasets. Due to the datasets’ heterogeneity, 
each required different preprocessing steps which we devised to achieve comparability 
in the key variables (topic and geolocation) while maintaining the characteristics of 
the data sources. For example, we allocated content from all datasets to the same 
topic taxonomy, but used pre-existing structure where possible (e.g. subreddits on 
Reddit), rather than applying a single topic classification algorithm to all datasets. 
Likewise, we did not enforce a consistent text length within our datasets, for example, 
by excluding news articles whose length exceeds those of Tweets (280 characters at 
most). Instead, we include text length as a variable in our models. Time was discre-
tized to either calendar months or years. Because these time intervals were used as a 
control variable and not analysed themselves, this coarse granularity of intervals 
ensured sufficient observations per interval. Of course, our choices in preprocessing 
represent only one among many approaches. The datasets and the preprocessing will 
now be described in detail for each dataset.

3.4.1. WEBIS Reddit corpus (Reddit)
Reddit is a news-aggregator and discussion website that is structured into many com-
munity-moderated subforums called subreddits, which are typically dedicated to cer-
tain topics, types of content, communities, or locations (e.g. Boston). Due to its large 
and diverse content, it has been extensively studied and used as a data source for 
research and machine learning, as well as for geographic information (Fox et al. 2021, 
Berragan et al. 2022). In this study, we use the WEBIStldr-17 Reddit corpus, which was 
compiled by V€olske et al. (2017) for the purpose of training models for automatic text 
summarization. This corpus has the advantage of containing relatively long and con-
tent-rich comments. We assigned comments to topics based on the subreddit they are 
posted in, a challenging task due to their large number. Therefore, we supported the 
manual assignment by using the Reddit community embeddings produced by 
Partridge et al. (2024) which clustered subreddits into clusters based on the connect-
edness of users posting within them. We built on this work by assigning clusters to 
topics, manually adding or removing subreddits from clusters to improve semantic 
consistency.

3.4.2. Nairaland
Nairaland is a text-based Nigerian Web Forum which has been studied in the context 
of politics (Nwachukwu 2015), cybercrime (Lamidi 2020), online humor (Lamidi 2016), 
discourse on terrorism (Chiluwa and Odebunmi 2016), health (Oyebode and Orji 2019), 
and migration (Mast et al. 2024). Nairaland is intended as a platform for Nigerian users 
and the predominant language on Nairaland is the Nigerian variety of English. In the 
context of this study, Nairaland is an example of a geographically focused community 
with distinct linguistic and cultural elements that might affect the way thematic 
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geospatiality is expressed. Nairaland is structured into several dozens of subforums 
dedicated to topics such as Politics, Religion, and Travel. By deciding which subforum 
to post their comment in, users implicitly choose a thematic label for their texts. 
Therefore, the collective Nairaland corpus can be considered to be structured by the 
community into community-defined clusters. Randomly sampling threads created on 
this website from 2014 to 2021, we obtained several millions of comments, including 
timestamps, usernames and subforum names (Mast et al. 2024). We group the subfo-
rums into the 19 topics of the taxonomy.

3.4.3. Twitter – geotagged and non-geotagged
Twitter (now ‘X’) is a microblog platform whose salience and accessibility have made it 
a popular data source in a wide variety of research fields (Karami et al. 2020). Twitter 
offers a geotagging feature which allows users to explicitly attach a location to their 
texts (Zhu et al. 2022). In a previous study (Mast et al. 2024), distinguished stationary 
and migratory Twitter users from Nigeria based on their timelines of geolocated 
Tweets. For several thousands of these users, Tweets were queried for 48 distinct and 
randomly spaced one-week intervals between 2015 and 2019. From this dataset, we 
selected Tweets without geolocations which were posted via official apps by stationary 
users whose residence was within Nigeria for the entire studied timespan (Twitter 
non-geotagged). Additionally, we queried geotagged Tweets which were posted 
within Nigeria by the same users via official apps during the same 48 weeks (Twitter 
geotagged). For every user and week, their Tweets were used only if the user pro-
duced both geolocated tweets and non-geolocated tweets during the week. By focus-
ing on users which were stationary in Nigeria we had confidence that almost all of 
their non-geolocated Tweets were produced in Nigeria, i.e. in the same geographical 
context as the geolocated Tweets. The geotagged and non-geotagged datasets are 
thus highly comparable. However, we do not consider them a single dataset as previ-
ous research by Serere and Resch (2024) found differences in the use of named enti-
ties between geotagged and non-geotagged tweets.

To assign Tweets to topics, we trained a transformer-based (Devlin et al. 2018) 
topic-classification model on the Nairaland dataset (Section 3.2.2) using the domain 
adaptation approach described in Mast et al. (2024) and the twhin-bert model (Zhang 
et al. 2023) as a baseline. Tweets were then classified into topics by applying the 
trained topic model. Tweets shorter than 10 tokens were excluded because classifica-
tion accuracies of extremely short texts are low.

The mean comment length in these Twitter datasets increases slightly from roughly 
105 characters to around 133 over the course of 2018, when the character limit was 
increased from 140 to 280. The geotagged dataset is substantially larger than the non- 
geotagged one, despite being derived for the same users and time, indicating that the 
former represents users who frequently use the geotagging feature.

3.4.4. Stackexchange
Stackexchange (Stack Exchange Inc 2024) is a network of 170þ community question 
answering sites on topics in diverse fields, such as cooking, music, robotics, and travel. 
Stackexchange releases its data in the form of dumps (Stack Exchange, Inc 2024) and 
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has been used a data source for social network analysis, algorithmic development, and 
training in natural language processing (Firouzjaei 2024, Stack Exchange Inc. 2024). We 
downloaded the dump from April 2024, which includes posts from August 2008 to 
March 2024, and selected those sites for the analysis which semantically matched 
topics of the taxonomy. From these sites, we extracted all posts. To limit data volume, 
we excluded authors who posted less than 5 times, more than 10,000 times, or exclu-
sively on one topic. Stackexchange differs from the other datasets because not all 
topics are available for the entire timespan. Starting from the initial Stackoverflow site, 
other Stackexchanges were added over time.

3.4.5. Global database of events, language, and Tone project (GDELT)
The Global Database of Events, Language, and Tone Project (GDELT) is a database con-
taining news articles from a large number of countries of the world and in more than 
one hundred languages (Leetaru and Schrodt 2013). It constantly monitors a large 
number of news sources and ingests and processes published articles to extract infor-
mation about their content, such as locations and themes. The full texts are not made 
available, but the derived locations and themes are. These themes are thematic labels 
which may be unique to GDELT or sourced from other taxonomies, for instance, the 
World Bank’s topical taxonomy (World Bank 2015), CrisisLex (Olteanu et al. 2014), or 
the Conflict and Mediation Event Observations Event and Actor Codebook (CAMEO, 
Gerner et al. 2002). While GDELT does not provide details on the algorithm used to 
identify locations and themes, nor a comprehensive taxonomy of themes (Williams 
2020), the themes have informative names and typically a prefix which informs the 
researcher about the nature and source of the theme (Blanqu�e et al. 2022). For 
example, the theme name WB 470 EDUCATION indicates that it is derived from the 
World Bank’s taxonomy and concerns education. GDELT has been used in studies on 
conflict (Qiao et al. 2017, Blanqu�e et al. 2022, Senaratne et al. 2023), public opinion 
(Bodas-Sagi and Labeaga 2016), urban branding (Zheng 2020), and disasters (Owuor 
et al. 2020), among other research topics (Buckingham et al. 2020) and is a valuable 
resource for computational journalism (El Ouadi and Beskow 2024).

For each topic, we selected matching GDELT themes until all topics were repre-
sented by several themes. Not all topics could be represented by GDELT themes 
because some topics, such as sports and entertainment, are intentionally excluded 
from the database (Leetaru and Schrodt 2013). An article often contained several 
themes, making this a multilabel dataset. GDELT also identifies locations in the text, 
which we used to identify geolocated articles. Due to the immense volume of the 
dataset, we queried only a sample of news articles, that is, only those published dur-
ing the 48 weeks covered by the Twitter data. We then selected 10,000 sources (web 
domain names) for which we had 10 different articles covering at least 10 different 
months and 10 different topics. From these sources, we used all articles as documents 
in the analysis. While the true text length is not reported by GDELT, we approximated 
it by using the highest possible character offset from any GDELT field.
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3.4.6. Internet Archive Americana (IA-Americana)
Many documents are openly available in language public domain collections. The 
GDELT project processed all American books and documents in the Internet Archive’s 
American Libraries collection for which English-language text was available and made 
the results available on the Google BigQuery platform (Leetaru, 2015). Within all these 
documents, locations and themes were also identified by the GDELT project as in the 
GDELT dataset, although with somewhat lower accuracy due to digitization errors and 
metadata issues (Leetaru 2015). We queried all available documents for the years 2005 
to 2014. For this timespan, the available documents mostly consist mostly of periodi-
cals, magazines, and documents issued by government agencies. The substantial 
length of these documents makes them likely to contain a large number of different 
themes and locations, that are unlikely to be related over the entire span of the docu-
ment. Thus, we derived smaller observation units from the documents: For every 
occurrence of a theme, we checked whether a location had been detected within a 
100-character window around it. In other words, the 200 characters around a theme 
were considered to be an observation which was either geolocated (if a sufficiently 
precise location was detected) or not. We note that the author field in this data source 
contains entries with multiple authors (e.g. ‘Marx, Karl, 1818–1883; Engels, Friedrich, 
1820–1895’) and does not necessarily have a clear relationship with an author as a 
person.

3.5. Manual labelling

We manually labelled a subset of the data to examine how the topics and geolocation 
assigned by our approach compared to those assigned manually by a human. For this, 
we selected 1,075 text documents, stratified by datasets and topics, and applied man-
ual interpretation and web research to label them. We report overall accuracies and 
Cohen’s Kappa (j) (Cohen 1960) as a measure of how the assignment agreed with 
those of a human expert. Unfortunately, this manual labelling could not be done sys-
tematically for IA-Americana; while the full texts are available online, the themes 
extracted by GDELT are affected by a varying character offset that is not provided in 
the metadata. Thus, the text window corresponding to each instance of a GDELT 
theme could not be systematically reproduced for review.

3.6. Analysis and modelling

We analysed the data entered into the analysis (Table 2) first with a descriptive 
approach and secondly with a modelling approach. In the descriptive approach, we 
quantified the frequency of geolocations within

1. each dataset and topic,
2. each dataset and timestep,
3. each dataset and author,
4. each dataset and text length interval,
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5. by relating the number of geolocated documents to the number of all documents 
within the group:

Fracgeo ¼
Ngeolocated

Ngeolocated þ Nnotgeolocated 

This measure allowed us to infer observed differences between topics (RQ 1) as 
well as describe other effects at the level of datasets, authors, times, and text length. 
As all these effects partially overlap, the descriptive approach is insufficient to extract 
topic-specific effects on geolocation frequency.

To disentangle these effects and answer RQ 2, we applied a modelling approach. 
We based the statistical inference on a mixed model (Gries 2015) with random inter-
cepts for the effects of time and author. We estimated one generalized linear mixed 
model (GLMM) for each dataset using the glmmTMB package (Brooks et al. 2017) in 
the R programming language (R Core Team 2024). We did not fit a single model over 
all datasets due to differences in their processing. Instead, we consider the models to 
be distinct, but comparable, experiments on geospatiality in their respective domains. 

Figure 3. Observed Fracgeo within the datasets. The dotted vertical line indicates the mean across 
topics. Several topics are coloured for visualisation purposes.

Table 3. Summary statistics of observed Fracgeo across topics within each dataset.
Dataset Min Max Mean r Range

GDELT 0.622 0.789 0.687 0.051 0.167
IA-Americana 0.035 0.400 0.116 0.096 0.365
Nairaland 0.063 0.346 0.167 0.079 0.283
Twitter (not geotagged) 0.017 0.353 0.133 0.087 0.336
Twitter (geotagged) 0.032 0.330 0.138 0.075 0.298
Reddit 0.097 0.713 0.274 0.172 0.616
Stackexchange 0.022 0.753 0.280 0.268 0.731

r: standard deviation over the frequency of all topics. range: differences between the highest frequency topic and 
lowest frequency topic.
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All models followed the same basic formula, with presence of geolocation as the bin-
ary response variable, fixed effects for text length and the topic as the categorical pre-
dictor, with the Other category as the reference class. Random intercepts were 
included to account for the influence of timestep and author. The notable exceptions 
were the Reddit model, where no effect for timestep was included due to a lack of 
timestamps in the source data, and the IA-Americana data where we did not include a 
fixed effect for text length as the text documents were based on a fixed window of 
200 characters. The fixed-effects estimates and p-values for each topic and 
dataset allow an answer to RQ 2. For statistical analyses of the data and for visualizing 
the results, we used the tidyverse suite of packages (Wickham et al. 2019), also imple-
mented in R.

To identify agreement between datasets (RQ 3), we manually interpreted the rank-
ing of geospatiality, using only the pairwise Spearman’s rank correlation coefficient q 

(Spearman 1904) as an ancillary statistic. The statistical modelling of dataset-specific 
effects was not feasible because of the substantial differences in how the datasets 
were processed and what the topics represent. Therefore, we relied on a manual inter-
pretation of the ranking, considering the properties of the datasets.

4. Results

4.1. Observed frequency of geolocated texts within the datasets

The observed frequency of geolocated documents among all documents gave a first 
indication of differences between topics (Figure 3). We observed substantial variations 
within and between datasets. The highest frequencies were found for the GDELT data 
with 67.9% on average and the topics History & Culture and International Politics lead-
ing with 78.9 and 78.5% respectively. On the other extreme, in the IA-Americana data-
set, only 13.2% of text documents contained geolocations. It must be considered that 
text windows in IA-Americana are, on average, much shorter than articles in GDELT. 
They are, however, comparable in length to the two Twitter datasets which also show 
similar overall frequencies (means of 13.3% and 13.8% respectively).

Key to the research questions on geospatiality were the differences between topics 
within datasets (Table 3). We found these to be highest in the Stackexchange dataset 
(range 73.1%, r¼ 26.8%). For the Technology topic on Stackexchange, which included 
with Stackoverflow the firstand largest of the sites, FracGeo was at 2.27% compared to 
75.3% for Travel, Tourism & Migration and 71.2% for Politics & Government. The Reddit 
dataset was only a bit lower in variability (range of 61.6%, r¼ 17.2%). All the other 
corpora were measured with much smaller variability, with r from 6.0 to 8.7% and 
ranges from 24.3 to 33.6%.

Although time units differed between the datasets, it could be seen that FracGeo 

was more stable in time (top in Figure 4) than in the thematic domain. However, the 
Stackexchange site showed a different pattern, starting from almost no documents 
with geospatial references in the earlier years, and substantially increasing frequency 
as more Stackexchange sites were added to the network over time. Further, the 
Twitter datasets peak in FracGeo in June and July 2018, around the time of the FIFA 
Football World Cup.
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Next, we examined how FracGeo varied between authors (lower left in Figure 4). 
Variability across authors was substantial. As measured by the coefficients of variation 
(CV), GDELT (0.36) is the only dataset where standard deviation is lower than the 
mean, unlike for IA-Americana (CV: 1.10), Nairaland (CV: 1.35), untagged (CV: 1.53) and 
tagged (CV: 1.07) Nigerian Twitter, Reddit (CV: 1.29), and Stackexchange (CV: 2.00). 
Notably for Reddit and Stackexchange, the median of FracGeo was zero. In other words, 
more than half of the authors used no geospatial references in the texts we recorded.

Finally, text length (lower right in Figure 4) shows a clear association with the likeli-
hood of containing spatial references. The magnitude of the relationship and the 
shape of the curve differ between the datasets, with the Twitter datasets increasing 
most strongly.

Altogether, we observe substantial between-topic variability in FracGeo, but also vari-
ability along text length, timesteps, and especially across authors.

Figure 4. Observed Fracgeo across timesteps (a), authors (b), and text length (c).
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4.2. Modelled geospatiality of topics

Accounting for these variabilities, the separate mixed models fitted for each dataset 
found significant effect for topics in all datasets. The fixed-effect estimates for each 
topic within its respective dataset are presented in Figure 5, along with their signifi-
cance. In all datasets, most topics’ effects differed significantly (p< 0.001) from the 
baseline category Other. The highest positive effect on FracGeo was found for Travel, 
Tourism & Migration in the Stackexchange dataset, with a coefficient of 2.52. The stron-
gest negative effect was also found for Stackexchange, where the coefficient for 
Technology was estimated at −2.47. For example, the impact of Religion in the non- 
geotagged Twitter dataset was estimated with a log-odds ratio of 1, meaning that the 
odds of texts in that topic to contain a georeference were around 2.7 times lower as 
for a comment in the baseline Other category.

The fixed effects of text length ranged from 0.0003 in the Stackexchange dataset to 
0.0084 in the not-geotagged Twitter dataset. The full model estimates, including for 
random effects, are presented in the Appendix Tables A1–A7.

4.3. Agreement of ranking over datasets

The relative ranking of topics based on their geospatiality was mostly, but not per-
fectly consistent across datasets. For example, Travel, Tourism & Migration and 
International Politics ranked high in most datasets. With similar consistency, 
Technology and Private Life, Family & Relationships ranked low.

However, this pattern is not true for all datasets. In the geotagged Twitter data, 
Travel, Tourism & Migration only ranks fifth. On Reddit, the least spatial topic is Health, 
which in most other datasets is close to the baseline topic Other. And highest ranking 

Figure 5. Estimates of each topic’s effect on odds of a document to contain geoinformation, per 
dataset.
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on IA-Americana is Science, Education & Mathematics, rather than International Politics, 
which has been relegated to sixth place.

The rank-correlation coefficient (q) quantifies the high agreement between the 
three datasets from the Nigerian context (Table 4). The non-geotagged Twitter dataset 
is rank-correlated with the Nairaland data at q¼ 0.86 (p< 0.001) and the geotagged 
Twitter dataset at q¼ 0.85 (p< 0.001). Note that these three can be presumed to have 
very similar topic assignment, as the algorithm for labelling Tweets was trained on 
Nairaland data.

But even between very different platforms, there are similarities. The topic ranking 
on Reddit is similar to Stackexchange (q¼ 0.87 with p< 0.001), but also articles from 
GDELT (q¼ 0.84 with p< 0.001) and, although with lower significance, the Twitter 
datasets (q¼ 0.64 with p< 0.05 and q¼ 0.68 with p< 0.01, respectively). GDELT, which 
uses multi-label approach, is correlated significantly with all single-labelled datasets 
per text. The same is not the case for IA-Americana (which was processed with the 
same algorithm as GDELT) but has no significant correlation with any of the other 
datasets, whose texts were authored around a century later. Other than that, the only 
datasets between which the ranking is not correlated are Stackexchange and the 
Twitter data. Of the correlated datasets, correlations range from 0.64 to 0.87, which 
can be interpreted as moderate to very strong (Akoglu 2018). Overall, most rankings 
show imperfect, but significant correlations, which are unlikely to result from chance.

4.4. Validation of georeferences

The validation compared our semi-algorithmic approach to a human annotator work-
ing directly on the texts. We used accuracy metrics to quantify the agreement 
between the two references. It is important to mention that, due to ambiguities and 
the subjectivity in thematic labelling, we consider neither to be a true ground truth.

For the presence of georeferences in texts, algorithm and expert agreed in most 
cases, with accuracies between 93% and 97% and j values ranging from 0.74 to 0.92 
(Table 5). The notable exception is the GDELT dataset, where agreement was much 
lower with 69% accuracy and j of 0.25.

4.5. Validation of topic classification

For the topic classification, accuracies ranged from 32 to 67% and j of 0.28 to 0.64. A 
notable exception was the Stackexchange corpus, where agreement was measured 
with an accuracy of 85% and j of 0.84. There, and for the Twitter and Nairaland 

Table 5. Validation accuracies.
Dataset Accuracy Kappa Precision Recall FP FN TP TN n

GDELT 0.70 0.27 0.92 0.70 12 64 146 30 252
Nairaland 0.97 0.88 0.88 0.91 3 2 21 154 180
Twitter (geotagged) 0.94 0.76 0.88 0.73 3 8 22 147 180
Twitter (non-geotagged) 0.93 0.74 0.92 0.68 2 11 23 144 180
Stackexchange 0.94 0.83 0.79 0.96 6 1 22 91 120
WEBIS Reddit 0.97 0.92 0.88 1.00 4 0 29 115 148

FP¼ false positives; FN¼ false negatives, TP¼ true Positives; TN¼ true negatives.
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datasets and the ratio of false positives to false negatives indicates underestimation, 
for the other datasets overestimation. Notably, most cases of disagreement involved 
the Other category. The full confusion matrices can be found in Appendix Figure A1.

5. Discussion

5.1. Research questions

In this study, we analysed whether the observed frequency of geolocations varies 
between topics in sources of English text web data (RQ 1), to what extent these varia-
tions can be attributed to the texts’ topics (RQ 2) and to what extent this effect of 
topics is consistent across datasets (RQ 3). The results provide strong evidence that 
the observed frequency of geolocations varies between topics in the observed sources 
of English text web data. Therefore, the answer to RQ 1 is positive, with practical 
implications. Spatial methods will not be equally straightforward to implement in all 
fields of study. Research on people’s private lives, personal relationships, and mental 
health, which have been studied on social media in particular (e.g. Chancellor and De 
Choudhury 2020), will find it harder to acquire the necessary data for incorporating 
spatial methods, since these topics lack geospatiality. On the other hand, studies of 
mobility and international politics may find more abundant data.

Concerning RQ 2, all models exhibit significant differences in the effect of topics on 
the likelihood of a text to contain geolocation. This indicates that within our analysed 
datasets, topics indeed vary in their inherent geospatiality. We also can get an idea of 
the magnitude of geospatiality effects: On Stackexchange, Travel, Tourism & Migration 
is measured with a log-odds ratio of around 2.5 compared to the baseline, while for 
Technology this value is roughly −2.5. In other words, the odds of a text document to 
be geolocated with current methods might vary by a factor of almost 150 between 
these two topics. Granted, this is the most extreme effect we measured, but it illus-
trates how misleading the assumption of equal geospatiality between topics can 
potentially be. The random intercepts we modelled show substantial variation in geo-
location use among users, confirming previous findings by Karami et al. (2021).

Concerning RQ 3, the results indicate that the differences are frequently correlated 
between most pairs of datasets. We measured significant and considerable rank-corre-
lations of geospatiality between most datasets, even those that were very different 
web mediums. For example, the news pages collected by GDELT and the conversa-
tional Nigerian web forum Nairaland lead to geospatiality-rankings that are correlated 
at 0.79. The highest correlations of 0.79 to 0.86 were found for Nairaland and the 
Twitter datasets, which is plausible considering their matching geographic context. 
However, even the two Twitter datasets are not perfectly correlated. This supports and 
extends the observation made by Serere and Resch (2024) that geotagged and non- 
geotagged tweets are overall similar but should not be assumed to be identical.

No dataset’s ranking is correlated with that of IA-Americana, which contains periodi-
cals and official documents. This indicates that text type and intentions of the writer 
also influence topical geospatiality. IA-Americana was not correlated even with GDELT, 
which was processed with an identical algorithm. The strong correlations between the 
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other datasets are all the more noteworthy and do not rule out that geospatiality 
might be seen as an inherent property of specific topics.

Altogether, these findings imply that topics can indeed be a source of bias in geo-
spatial data suitability that adds to the influences of text type, time, and author-spe-
cific effects. Specifically, comparative studies that rely solely on raw observation 
counts to map spatial activity patterns or compare prominence between topics may 
be affected. These studies should consider geospatiality as a source of bias and not 
generalize from geolocated data to data as a whole. To mitigate this bias, 
analysts could consider identifying topic categories within their text data and apply 
within-topic normalization to the observation counts to mitigate the effect of thematic 
geospatiality. Beyond that, our study provides empirical evidence of topic-specific geo-
spatiality in contemporary web data, which can contribute to the understanding of 
spatiality as a concept in Linguistics and Literature studies (Tally 2012).

5.2. Limitations

There are several limitations that define the scope of confidence for our findings. 
Here, we discuss in turn issues about the analysed data, the topics, and the 
geolocation.

Firstly, our data can only depict a small portion of the volume and the variety of all 
available web text data. As datasets were not selected to be representative of all web 
text sources, we make no claim concerning geospatiality as a general phenomenon of 
text data, much less the English language as a whole. The diversity of the selected 
datasets provides a broad perspective but limits our ability to discern whether differ-
ences (e.g. between the results on IA-Americana and the other datasets) result from 
differences in text type, medium, or author demographics. A more diverse set of meta-
data-rich global social media data could enable more detailed comparisons, but no 
such dataset is, to our knowledge, currently openly available. On the level of topics, 
the topic-taxonomy we applied, informed by our inspection of the data sources and 
involving a substantial degree of human judgment, is certainly biased by our own 
background and our previous usage of web text data.

Second, data sources differ in a multitude of ways, and matching topics across 
datasets is always imperfect due to limited semantic overlap. For example, much con-
tent that was labelled as Technology on Stackexchange deals with computer program-
ming issues, which has very limited overlap with the tech-related news that account 
for much of the Technology in the GDELT corpus. Political discussions on the web 
forum Nairaland have far more potential to be interactive than political news captured 
by GDELT. While both contain content that we consider political within the reference 
frame of the respective platform, the discourse takes a different form. Further, it is 
clear that representing topics as distinct and clearly separable is a strong abstraction 
of the reality. For example, almost any topic, from sports to health, can potentially also 
be a political question. This fuzziness is reflected by the high rate of disagreement we 
measured between human expert and the semi-algorithmic approach. Thus, caution 
should be applied in the interpretation of our results for individual topics. 
Nevertheless, many cases of disagreement are plausible and do not indicate a 

20 J. MAST ET AL.



systematic issue that could cast doubt onto our overall conclusion. Rather, they indi-
cate an inherent level of noisiness and ambiguity within the data. Frequently, the 
human expert assigned the Other category to uncertain cases that were algorithmically 
allocated to one of the topics. This suggests that the used data is frequently ambigu-
ous and thematically heterogeneous. For instance, comments in the politics forum do 
not always directly relate to politics. The exception that seems to prove this rule is the 
high agreement on the Stackexchange data, a comparatively strongly moderated plat-
form that enforces thematic homogeneity. It is likely that most forms of web content 
do not exhibit the same degree of thematic homogeneity. Especially in conversations, 
off-topic remarks and overlapping conversations mean that a clear assignment of texts 
to a single topic is the exception rather than the rule. However, we argue that some 
abstraction is always necessary in extracting human-interpretable information from 
immense datasets, and in this study, we aimed to reflect that. The presence of strong 
patterns despite the aforementioned ambiguities and abstractions underlines the 
strength, and therefore, the relevance of the geospatiality effect.

A similar perspective can be applied to the notion of geolocation. Treating geolo-
cated-ness as binary state is also an abstraction and does not consider different 
degrees and granularities of being spatial. A qualitative analysis of our validation data 
revealed that many false positive classifications were caused by non-geographic places 
(e.g. ‘Narnia’,’ Jupiter’), place names used in non-geographic context (e.g. ‘Virgin 
America’), metonyms, and demonyms. These can be seen as technical errors, but in 
some fields and application contexts, may be useful spatial information. Thus, more 
nuanced analyses are desirable, which consider different perspectives and degrees of 
spatiality. Of course, the algorithmic identification of characteristics like metonymy is 
still a technical challenge, and limitation to our study. We expect that advances in 
large language models and artificial intelligence will reduce these limitations in the 
future.

As our definition of geospatiality as the likelihood to contain an identifiable geospa-
tial reference is methodological, rather than formal, we hope that it will be relevant 
for data users. Of course, in this practical approach, what is identifiable depends on 
the capability of the applied methods. Therefore, our findings will need to be re-eval-
uated as geoparsing methods change and improve.

We believe that the topic-specific effects will appear however geospatiality is 
defined, but also expect that they will vary in some form. For example, whether 
demonyms (e.g. ‘Germans’, ‘Romans’, ‘Punjabis’) are considered geospatial references 
will have a substantial impact on the measured geospatiality of a topic like History 
and Culture.

5.3. Future directions

We found significant evidence that topical geospatiality affects the datasets we ana-
lysed. This provides sufficient grounds for future efforts to identify dimensions along 
which geospatiality varies. We hope that future studies with a narrower set of compar-
able data sources can improve on this research by fitting models across several data-
sets to identify effects at dataset-level. Likewise, the number of observations was not 
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sufficient to identify – and control for – differences of thematic geospatiality at the 
level of author and time (which, in the mixed modelling framework, could be imple-
mented as random slopes). For example, Health might not be a topic with particularly 
strong geospatial ties, but during the covid19 pandemic health-related news, meas-
ures, and indicators became widely reported and discussed in spatial terms, while 
other aspects of life became less geospatial. In our study, we observe that on 
Nairaland and Twitter, geospatiality peaks during events, such as the 2018 FIFA 
Football world cup. For this specific event and these platforms, the proportion of geo-
located tweets actually increased for the topic Sports & Games. This, of course, is anec-
dotal evidence, and could result from several overlapping effects. A systematic analysis 
of event-specific changes in geospatiality seems warranted, also due to their relevance 
for the study of events (Senaratne et al. 2014). Likewise in space, variation is likely. For 
example, Politics might be more spatial in larger countries with spatially manifested 
ethnic divides, such as Nigeria, than in smaller, homogeneous countries like Lesotho.

A second major area that could be investigated spatial granularity and precision of 
geolocations: Do some topics primarily focus on states and regions, while others men-
tion precise locations and landmarks (consider International Politics vs. Tourism)? Do 
some topics have a tendency towards mentioning a set of distant locations while 
others focus on proximal locations (consider International Politics vs. Natural Disasters 
& Hazards)? Are some geoparsing techniques better suited for certain topics? At a 
practical level, comparing the performance of geoparsing techniques for different 
topics will allow researchers to choose geoparsing approaches that suit their subject 
area best.

Future research could also draw upon concepts of spatiality from diverse fields (see 
Tally 2012) to formalize definitions of (geo-)spatial reference with regards to spatial 
granularity and test to what extent this influences the measured thematic geospatiality 
in data. We believe that geospatiality is an interesting and intuitive concept that can 
serve as a meeting ground for theoretical and practical fields of research. Its empirical 
study holds both theoretical and practical value.

6. Conclusions

We found clear evidence indicating that the frequency of georeferenced texts can vary 
between topics in some widely used web text data sources. After controlling for 
effects at the levels of author, time, and text length, we found significant evidence 
that the topics themselves are affecting the frequency of geolocations, which indi-
cates, at least to some extent, topic-specific geospatiality effects. Accepting some limi-
tations and depending on the composition of the data sets, these effects were 
moderately to strongly similar between most analysed datasets. We recommend that 
studies using web text data for spatial analyses should consider the relationship 
between the content they analyse and frequency of georeferences, in order to cor-
rectly gauge the representativeness of their data. We do not claim that our findings 
can be generalized to web-based text data on the whole. We rather urge researchers 
to consider in future studies the diverging goals of communication on individual web-
sites and social media platforms and the very different forms of text composition and 
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production one therefore finds on the internet. The current study should be seen as 
the starting point for a larger inquiry. The ubiquity of text data and improvements in 
geoparsing are promising great opportunities for geographic applications, and we 
hope that a better understanding of geospatiality can contribute to the quality of 
such research.

Notes

1. meta.stackexchange.com/questions/7931/.
2. https://doi.org/10.5281/zenodo.13941044.
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Appendix 

Table A1. Estimated coefficients for model on: GDELT.
Term Estimate SE Statistic p

(Intercept) −0.4559 0.0138 −33.1484 0
Topic: Architecture, Construction & Real Estate 0.0876 0.0028 31.754 0
Topic: Celebrities, Entertainment & Music −0.0234 0.0019 −12.4614 0
Topic: Crime 0.1715 0.0018 96.3453 0
Topic: Economy, Business & Finance −0.1027 0.0017 −58.8909 0
Topic: Food & Agriculture 0.0068 0.002 3.4003 0.0007
Topic: Health −0.064 0.0018 −35.4632 0
Topic: History & Culture 0.3635 0.0079 46.0347 0
Topic: International Politics 0.4293 0.002 211.045 0
Topic: Natural Disasters and Hazards 0.1943 0.0024 82.2403 0
Topic: Politics & Government 0.1134 0.0017 65.7901 0
Topic: Religion 0.1686 0.0026 63.6862 0
Topic: Science, Education & Mathematics −0.0044 0.0018 −2.5008 0.0124
Topic: Sports & Games −0.0544 0.0103 −5.2788 0
Topic: Technology −0.0688 0.0019 −37.1373 0
Topic: Travel, Tourism & Migration 0.3042 0.002 149.6827 0
Topic: Private Life, Family & Relationships −0.3798 0.01 −37.9742 0
text length 0.0003 0 2021.5574 0
random effect (intercept r) for author 1.0563
random effect (intercept r) for timestep 0.0504

Table A2. Estimated coefficients for model on: IA-AMERICANA.
Term Estimate SE Statistic p

(Intercept) −2.1197 0.0463 −45.7472 0
Topic: Architecture, Construction & Real Estate −0.4787 0.0352 −13.6182 0
Topic: Celebrities, Entertainment & Music −0.5457 0.039 −14.0026 0
Topic: Crime −0.332 0.0292 −11.3696 0
Topic: Economy, Business & Finance −0.4123 0.0263 −15.6805 0
Topic: Food & Agriculture 0.0071 0.0266 0.2661 0.7902
Topic: Health −0.1762 0.0258 −6.8248 0
Topic: History & Culture −0.0343 0.0864 −0.3968 0.6915
Topic: International Politics −0.0025 0.0329 −0.0748 0.9404
Topic: Natural Disasters and Hazards −0.548 0.0364 −15.0385 0
Topic: Politics & Government −0.0362 0.0261 −1.3891 0.1648
Topic: Private Life, Family & Relationships −0.5622 0.2475 −2.2714 0.0231
Topic: Religion 0.0737 0.0277 2.6621 0.0078
Topic: Science, Education & Mathematics 1.3805 0.0254 54.2891 0
Topic: Sports & Games −0.3269 0.2043 −1.6001 0.1096
Topic: Technology −0.7739 0.0389 −19.8736 0
Topic: Travel, Tourism & Migration −0.3334 0.0308 −10.8253 0
random effect (intercept r) for author 1.499
random effect (intercept r) for timestep 0.0757
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Table A3. Estimated coefficients for model on: Nairaland.
Term Estimate SE Statistic p

(Intercept) −2.4976 0.0131 −190.7583 0
Topic: Adverts 0.0942 0.0186 5.0752 0
Topic: Architecture, Construction & Real Estate 0.7574 0.0273 27.7695 0
Topic: Celebrities, Entertainment & Music −0.2612 0.0142 −18.4131 0
Topic: Crime 0.3776 0.014 27.054 0
Topic: Economy, Business & Finance 0.1424 0.0131 10.8763 0
Topic: Events −0.0437 0.0187 −2.342 0.0192
Topic: Food & Agriculture 0.2302 0.0147 15.651 0
Topic: Health 0.2942 0.017 17.2783 0
Topic: History & Culture 0.7703 0.0202 38.1262 0
Topic: International Politics 1.2668 0.0133 95.2783 0
Topic: Politics & Government 0.7385 0.0132 55.9232 0
Topic: Private Life, Family & Relationships −0.5774 0.0131 −44.0802 0
Topic: Religion −0.2365 0.0146 −16.1884 0
Topic: Science, Education & Mathematics 0.1949 0.0147 13.2414 0
Topic: Sports & Games 0.3051 0.0146 20.8603 0
Topic: Technology −0.4059 0.0139 −29.1121 0
Topic: Travel, Tourism & Migration 1.2313 0.0127 96.7454 0
Text length 0.0014 0 284.3321 0
Random effect (intercept r) for author 0.7743
Random effect (intercept r) for timestep 0.0638

Table A4. Estimated coefficients for model on: NigerianTwitter (geotagged).
Term Estimate SE Statistic p

(Intercept) −3.1566 0.0535 −58.9897 0
Topic: Adverts 1.0645 0.0539 19.7329 0
Topic: Architecture, Construction & Real Estate 0.9177 0.0601 15.2599 0
Topic: Celebrities, Entertainment & Music 0.0202 0.0506 0.3982 0.6905
Topic: Crime 0.5449 0.0578 9.4291 0
Topic: Economy, Business & Finance −0.0188 0.0548 −0.3422 0.7322
Topic: Events 0.1909 0.0488 3.9146 0.0001
Topic: Food & Agriculture 0.0442 0.0471 0.9385 0.348
Topic: Health 0.2439 0.0624 3.9115 0.0001
Topic: History & Culture 0.3451 0.0559 6.1683 0
Topic: International Politics 1.5474 0.0527 29.375 0
Topic: Politics & Government 0.7973 0.0483 16.5159 0
Topic: Private Life, Family & Relationships −0.8712 0.0592 −14.7202 0
Topic: Religion −0.441 0.061 −7.2251 0
Topic: Science, Education & Mathematics 0.2735 0.0644 4.245 0
Topic: Sports & Games 0.645 0.0505 12.7782 0
Topic: Technology −0.0744 0.067 −1.1093 0.2673
Topic: Travel, Tourism & Migration 0.773 0.0478 16.1757 0
Text length 0.0064 0.0001 50.2389 0
Random effect (intercept r) for author 0.9083
Random effect (intercept r) for timestep 0.1046
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Table A5. Estimated coefficients for model on: NigerianTwitter (non-geotagged).
Term Estimate SE Statistic p

(Intercept) −3.5309 0.1077 −32.7953 0
Topic: Adverts −0.0852 0.134 −0.6363 0.5246
Topic: Architecture, Construction & Real Estate 0.7731 0.1407 5.4963 0
Topic: Celebrities, Entertainment & Music −0.3402 0.1169 −2.911 0.0036
Topic: Crime 0.5572 0.122 4.5688 0
Topic: Economy, Business & Finance −0.2825 0.1243 −2.2721 0.0231
Topic: Events 0.0873 0.1073 0.8131 0.4162
Topic: Food & Agriculture −0.1297 0.105 −1.2348 0.2169
Topic: Health 0.0389 0.1358 0.2863 0.7747
Topic: History & Culture 0.0582 0.1275 0.4563 0.6482
Topic: International Politics 1.5314 0.1148 13.3344 0
Topic: Politics & Government 0.5413 0.1089 4.9692 0
Topic: Private Life, Family & Relationships −1.5965 0.1505 −10.6046 0
Topic: Religion −0.9646 0.1429 −6.7518 0
Topic: Science, Education & Mathematics 0.3596 0.1391 2.5847 0.0097
Topic: Sports & Games 0.5328 0.1124 4.7414 0
Topic: Technology −0.2203 0.1413 −1.5598 0.1188
Topic: Travel, Tourism & Migration 1.4351 0.1127 12.7333 0
Text length 0.0084 0.0003 31.8551 0
Random effect (intercept r) for author 0.8015
Random effect (intercept r) for timestep 0.0287

Table A6. Estimated coefficients for model on: Stackexchange.
Term Estimate SE Statistic p

(Intercept) −2.0019 0.0112 −178.289 0
Topic: Celebrities, Entertainment & Music 0.0185 0.0168 1.1011 0.2708
Topic: Economy, Business & Finance 0.0299 0.014 2.14 0.0324
Topic: Food & Agriculture −0.5047 0.0171 −29.5464 0
Topic: History & Culture 1.6023 0.0168 95.2781 0
Topic: Politics & Government 1.9984 0.0164 121.4918 0
Topic: Private Life, Family & Relationships −1.2213 0.0204 −59.9909 0
Topic: Religion −0.2665 0.0144 −18.4749 0
Topic: Science, Education & Mathematics −1.9674 0.0116 −169.1926 0
Topic: Sports & Games −1.1027 0.0128 −86.4369 0
Topic: Technology −2.4744 0.0121 −204.3273 0
Topic: Travel, Tourism & Migration 2.5225 0.0155 162.8395 0
Text length 0.0003 0 161.1036 0
Random effect (intercept r) for author 0.8669
Random effect (intercept r) for timestep 0.0162

Table A7. Estimated coefficients for model on: WEBIS Reddit.
Term Estimate SE Statistic p

(Intercept) −1.8796 0.0112 −168.5564 0
Topic: Architecture, Construction & Real Estate 0.5279 0.1369 3.8555 0.0001
Topic: Celebrities, Entertainment & Music −0.2166 0.0175 −12.3564 0
Topic: Economy, Business & Finance −0.3224 0.0254 −12.684 0
Topic: Food & Agriculture 0.4294 0.0473 9.0788 0
Topic: Health −1.278 0.0337 −37.8816 0
Topic: History & Culture 0.49 0.0519 9.4402 0
Topic: International Politics 1.5405 0.0199 77.4335 0
Topic: Politics & Government 0.5612 0.0158 35.5922 0
Topic: Private Life, Family & Relationships −1.1533 0.0181 −63.7781 0
Topic: Religion −0.2912 0.019 −15.338 0
Topic: Science, Education & Mathematics −0.3394 0.0198 −17.1455 0
Topic: Sports & Games −0.589 0.0124 −47.4515 0
Topic: Technology −1.1282 0.0181 −62.3831 0
Topic: Travel, Tourism & Migration 2.2714 0.062 36.6099 0
Text length 0.0004 0 91.7287 0
Random effect (intercept r) for author 0.7338
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Table A8. Description of topics that form the topic taxonomy.
Topic Description

Health Physical and mental health (excluding physical exercise for 
performance, which should rather be assigned to Sports & 
Games).

History & Culture Humanities, performing and creative arts (generally not 
including crafts such as woodworking), history (excluding 
very recent history), cultural heritage.

Science, Education & Mathematics Natural sciences, mathematics, statistics, academia, schools, 
education, research.

Economy, Business & Finance Both personal finance and economics.
Sports & Games Video games, card & board games, professional sports and 

casual sports, fitness, other competitions of physical 
activity.

Technology Including electronics, software engineering, development of 
software (also games). 

Practically applied data science and machine learning, but 
excluding theoretical statistics and data science (those 
should rather go to Science, Education & Mathematics).

Adverts Self-promotion, typically of commercial content, or job offers.
Private Life, Family & Relationships Also dating, pets & housework.
Religion Religion, spirituality, philosophy.
Politics & Government Domestic politics (any country). Party politics, elections.
Travel, Tourism & Migration Including politics of migration. Means of travel and transport, 

travel suggestions. Including topics about refugees and 
traffic infrastructure.

Other A mixed category. Things that are by their nature about a 
wide range of different topics, such as: jokes, literature, 
advice.

International Politics Relations between countries, geopolitics, diplomacy, cross- 
border military operations.

Celebrities, Entertainment & Music Including movies, TV Series, anime, cartoons, and comics. 
Celebrities when they are from the entertainment industry. 
Famous people who are active in a different field (e.g. 
religious leaders or politicians in office) are rather assigned 
to a category fitting their field, if possible, unless the text 
only deals with their private life. Contemporary and 
classical music and musicians, also including theory of 
music and instruments.

Food & Agriculture Cooking, both professional and casual farming (excluding 
drugs), gardening, vegetarianism/veganism.

Events Birthdays, Weddings, similar celebrations, reunions, and other 
organized gatherings that do not clearly fit another 
category.

Architecture, Construction & Real Estate Including urban planning.
Crime Excluding manmade disasters at larger scale.
Natural Disasters and Hazards Including smaller-scale disasters and accidents affecting only a 

few people. Not including manmade disasters such as 
pollution, oil spills, etc.
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Figure A1. Confusion matrices of the topic classification.
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