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ABSTRACT

The vision of establishing a simulation system for vir-
tual flight in a realistic environment is solved by the cou-
pling of two separate flow solvers in a bi-directional man-
ner, a compressible Reynolds-Averaged Navier-Stokes
(RANS) solver and an incompressible Large-Eddy Sim-
ulation (LES) solver. It enables the simulation of a flight
through realistic atmospheric turbulence, including the
effects on the aircraft and the roll-up of trailing vortices
and their further development until final decay. This
method is applied to aircraft encountering the wake of
previous aircraft under different angles of attack, and for-
mation flight as a special case. Moments experienced by
the following aircraft are evaluated, the aerodynamics is
investigated.

1. INTRODUCTION

In modern computational aerodynamics ambitious aims
are set in multiple numerical disciplines, like physical
modeling, algorithms, geometry and grid generation and
HPC for the next decade [14]. Understanding the com-
plex nature of different interacting scientific spheres, that
have been treated independently so far, through novel
methods and algorithms, will foster new technologies and
innovations in aviation in general. Complex-flight aero-
dynamics is a profound example of a complex field of
physics that covers multiple scales, as complex geome-
tries as well as large domains are of interest that includes
multiple disciplines, like aerodynamics, aeroelasticity,
meteorology, mashing, wall modeling, etc. Mathemati-
cally described by the Navier-Stokes equations, conven-
tional methods are not able to handle the high Reynolds
numbers which are characteristic for that kind of prob-

lems. High-Reynolds-number wall-bounded flows still
cannot be handled by pure turbulence resolving ap-
proaches like the large-eddy simulation (LES) or direct
numerical simulation (DNS) due to their high grid re-
quirements and the small time steps needed [2]. This will
not change in the near future because Spalart’s estimate
for the availability of a LES of a full aircraft configuration
is for the year 2045 [20], even when using wall modeling
and assuming Moore’s law.

The vision of establishing a simulation system for vir-
tual fight in a realistic environment is solved by the cou-
pling of two separate flow solvers in a bi-directional man-
ner [27]. It enables the simulation of a fight through
realistic atmospheric turbulence, including the effects
on the aircraft and the roll-up of trailing vortices and
their further development until final decay. A compress-
ible Reynolds-Averaged Navier-Stokes (RANS) solver
resolves the near-field around a aircraft including its
boundary layer. The DLR TAU code that is also used as
the in-house code of Airbus is employed for the RANS
calculations [17]. An incompressible Large-Eddy Sim-
ulation (LES) solver is used to model the atmosphere
around the aircraft with its wake footprint in the LES do-
main. The atmospheric environment is resolved by the
structured incompressible LES code MGLET [12]. This
method has been validated for the flight through a gust
[27] and it is successfully applied to aircraft encounter-
ing the wake of previous aircraft under different angles
of attack, and formation flight as a special case. Mo-
ments experienced by the following aircraft are evalu-
ated, the aerodynamics is investigated. Choosing a hy-
brid RANS/LES approach we are able to study the wake
vortex evolution from roll-up until vortex decay numer-
ically. Hence, we also cover the vortex interaction from
the early phase until the complete roll-up.
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Wake vortices generated by flying aircraft are highly
complex flows due to their three-dimensional unsteady
character. The broad range of spatial and temporal scales
involved in the different phases of vortex evolution from
roll-up to vortex decay make their numerical simulation
challenging. On one end of the spectrum lie the scales
of the turbulent boundary layer, developing on the air-
craft’s surfaces, involved in the roll-up process; on the
other end are the scales of collective wake-vortex insta-
bilities (e.g. Crow instability [7]) and the eddies of at-
mospheric turbulence. Several orders of magnitude lie
in between. In recent years the investigation of wake
vortex could make major progress due to hybrid meth-
ods, [22, 23] show applications of an uni-directional cou-
pled RANS/LES approach. In this study we investigate
strongly unsteady flight maneuvers with a bidirectionally
coupled RANS/LES code.

2. COMPUTATIONAL METHOD -
FLOW SOLVERS AND COUPLING
MODULE

2.1 RANS solver - DLR TAU code
The Unsteady Reynolds-Averaged Navier-Stokes equa-
tions, solved by TAU, are given below:

∂ ρ̄

∂ t
+

∂ (ρ̄ ũ j)

∂x j
= 0 (1)
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In this compressible formulation Favre averaging is
used to avoid expressions where products of density and
velocity fluctuations appear. The Favre-averaged vari-
ables are defined as φ̃ = ρφ

ρ̄
and the Reynolds decom-

position of instantaneous variables reads φ = φ̃ + φ ′′,
where φ ′′ is the fluctuating part, for which ρφ ′′ = 0. The
overbars denote the usual Reynolds averaging. The sys-
tem of the compressible RANS equations is closed with
the Favre-averaged energy equation, the ideal gas law,
Sutherland’s law and a fixed turbulent Prandtl number re-
lating the turbulent viscosity to thermal diffusivity. σ̄i j

denotes the viscous stress tensor, whereas ρu′′i u′′j is the
Reynolds stress tensor, including the contribution of all
turbulent scales to the momentum balance. For incom-
pressible flows the energy equation is fully decoupled and
as we are not interested in the temperature field, it can be
ignored.

A highly accurate, robust and reliable code, capable of
handling complex geometries is needed to adequately re-
solve the boundary layer and the near-field of an aircraft.
The DLR TAU code [17], developed at the DLR’s Insti-
tute for Aerodynamics and Flow Control in Brunswick,

covers these criteria and was chosen for all RANS simu-
lations here. It employs unstructured meshes and can thus
handle complex geometries. Various spatial and tem-
poral discretization schemes are available, as well as a
variety of solution algorithms and convergence acceler-
ation techniques. A variety of two-equation models and
Reynolds stress models are on hand, in addition to the
popular Spalart-Almaras one equation model and hybrid
RANS/LES models, based on the SA, k-ω and k-ε mod-
els.

Given this, TAU is capable of accurately simulating the
wake roll-up process, being robust enough despite em-
ploying minimal numerical dissipation. The dissipation
being low is a needed feature in order to preserve the vor-
ticity shed behind the vortex generator (wing or full air-
craft configuration) and transfer it to the LES code, which
then handles its evolution in the atmosphere.

Aiming for a robust, but still low dissipation setup, we
employ a matrix dissipation scheme [24], as well as the
robust, but accurate Spalart-Almaras turbulence model
[18]. A rotation correction (RC), based on the origi-
nal proposal by Spalart and Shur [19], is applied to the
SA model to help preserve the wake-vortex cores in the
RANS-regions. Braun found [5] that the SA-RC model
delivers good results in the near-field of the vortex gener-
ator, even compared to different Reynolds Stress models,
which are mostly numerically unstable. Different multi-
grid cycles were employed to accelerate convergence, in
addition to a low Mach number preconditioning for some
cases with particularly low Mach number. A second-
order accurate dual time stepping scheme is employed
[11], which practically removes the time step constraint
in the unsteady coupled simulation, at least for the RANS
part.

2.2 LES solver - MGLET

Filtering the Navier-Stokes equations in space (can be
seen as volume averaging), leads to the system of equa-
tions solved by the LES code:

∂ ûi

∂xi
= 0 (3)

ρ
∂ ûi

∂ t
+ρ

∂ ûiû j

∂x j
=− ∂ p̂

∂xi
+µ

∂ 2ûi

∂x jx j
−ρ

∂

∂x j
(ûiu j− ûiû j)

(4)
where the hat symbol is used to denote spatially aver-

aged quantities. The term (ûiu j− ûiû j) denotes the sub-
grid turbulence stresses to be modeled by the LES model.
The most important requirements for an LES code are,
again, low numerical dissipation, as well as high spatial
accuracy and an adequate subgrid-scale model. MGLET,
a code developed by the research group of Prof. Man-
hart at TU Munich [12], was identified as a good solver
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Figure 1: Communication pattern between solvers and
coupling module. Simplified figure with one solver pro-
cess per compute node.

for our purposes, mainly due to its fourth-order com-
pact finite-volume spatial discretization scheme [10] [9],
as well as the dynamic Lagrangian subgrid-scale model
[6], which eliminates the need for calibration. It is an
incompressible finite-volume code, employing structured
staggered grids, which results in reduced numerical dis-
sipation. The time integration is done explicitly using
a three-step Runge-Kutta scheme, which imposes strict
limits on the time step. For the Poisson equations a stan-
dard velocity-pressure iteration derived from the New-
ton’s method is used [8]. In [4] it is shown that in case of
second-order discretization of the divergence terms and
the Laplace operator the iteration equations can also be
derived from a Gauss Seidel method. That algorithm is
performed on four grid levels in a classical multi-grid ap-
proach. It is important to mention that compressibility
effects are not relevant for the wake-vortex evolution in
the atmosphere, which justifies the use of an incompress-
ible solver.

2.3 Code coupling

The communication between both flow solvers is done
using a coupling module, currently part of the devel-
opment release of TAU in version 2017.1. In addition
to handling the communication between the solvers, it
is also responsible for all search and interpolation pro-
cedures. The code communication pattern is shown in
Figure 1. Both flow solvers and the coupling module
run in parallel using Message Passing Interface (MPI)
to communicate with their own processes. The cross-
communication between the solvers and the coupling
module is realized using socket connections over the
Transmission Control Protocol (TCP). For every solver
process, a process of the coupling module is pinned on
the same computing node, which keeps the socket com-
munication within this node, even if the solver processes
span multiple racks or islands of the High Performance
Computer used for the coupled simulation. Trilinear in-
terpolation was used when interpolating flow data be-
tween solvers. More details about the coupling module
can be found in [21].

Figure 2: Overview of the LES domain (every 16th grid-
line shown) with the RANS domain inside (NACA0012
surface mesh in red). The grey arrow shows the direction
of movement of the RANS domain.

3. COMPUTATIONAL METHOD -
SETUP AND INTERFACES

3.1 Simulation setup

Two flow regions can be identified in the hybrid computa-
tional setup we employ - the near field of the vortex gen-
erator (in general a full aircraft configuration), handled
by TAU in RANS mode, and the surrounding atmosphere,
handled by MGLET in LES mode, see Fig. 2. The studies
presented in the current paper do employ a rather simple
wing geometry (a rectangular wing with a NACA0012
profile and blunt wing tips - see Figs. 3, 4, 5). The LES
domain is fixed in space and the vortex generator is trans-
lated in it, exchanging boundary conditions with it at ev-
ery physical time step. Note that using an incompressible
LES solver is justified here, since the compressibility ef-
fects are limited to flow regions in the boundary layer and
eventual shocks at higher Mach numbers, which only ap-
pear in the compressible RANS domain. Both the RANS
and the LES solver have the same physical time step size,
limited by the maximal CFL number in the LES domain,
as well as the time-scale separation needed in unsteady
RANS simulations [26].

All external boundaries in the LES region employ a
periodic boundary condition, which provides a minimal
boundary interference for the spatially stationary LES do-
main. The RANS region is embedded within the LES
region at all times, in order to ensure that interpolation
source points will be found for all interface boundary
nodes at all times. The RANS near-field will be located at
one domain end in the beginning of the simulation and it
will be translated in flight direction until it almost reaches
the opposite domain boundary, all the while exchanging
boundary conditions based on the Chimera technique for
overset grids [3].

The chimera boundary points in the RANS domain,
where values are interpolated from the LES domain,
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Figure 3: RANS mesh with a NACA0012 wing

Figure 4: NACA0012 - surface mesh (RANS domain),
top view

Figure 5: NACA0012 wing tip - surface mesh

lie on its outer surface. In the LES domain, a classic
Chimera hole-cutting geometry defines the points to be
excluded from the computation and the points to be inter-
polated from the RANS domain. The latter lie on the out-
side of the hole-cutting geometry and span several layers
outward from the points that intersect the hole-cutting ge-
ometry. As it is always the case in Chimera simulations,
enough overlap has to be ensured between both grids, but
here special attention is given when specifying the LES
points that receive data from the compressible RANS do-
main. It is essential that these points lie outside regions
where compressibility effects are dominant, like shocks
or high Mach numbers within the boundary layer. The
overlap region in the present hybrid simulation needs to
be bigger than the overlap region in a pure RANS simu-
lation. We found that MGLET with its compact fourth-
order space discretization scheme needs three layers of
boundary points at the fringe of the hole-cutting geome-
try. Decreasing this number degrades accuracy, whereas
increasing it does not improve on it. However, for sta-
bility reasons additional communication layers should be
used in most cases.

Prior to the coupled URANS-LES simulation a steady-
state solution is needed for the RANS domain. It is com-
puted in a precursor pure RANS simulation, using an
additional background mesh surrounding the near-field
around the vortex generator. At the beginning of the cou-
pled transient simulation a pair of straight vortices with
the same characteristics as generated by the wing is used
as initial condition in the LES domain.

3.2 Interface boundary conditions

Core elements of the two-way coupling method presented
in this paper are the interface boundary conditions, where
values are interpolated between the flow solvers.

3.2.1 Coupling incompressible and compressible do-
mains

Coupling Low Mach number solvers with a compressible
solver was previously investigated by Peet and Lele [16],
including the limit Ma→ 0 (incompressible flow). The
coupling was, however, only employed for laminar cases.
Different interface conditions were tested, including three
methods where flow variables were directly exchanged
(injected) and two methods based on Riemann invariants.
Peet and Lele found that the best method in terms of ac-
curacy and stability was also the simplest, where direct
injection of the three velocity components, the density
and temperature is employed as a boundary condition for
both the low-Mach number solver and the compressible
solver. In the incompressible limit Ma→ 0 the tempera-
ture and density fields are constant in the incompressible
domain, and they are equal to the free-stream values in
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the compressible domain. In this study we also employ
this direct variable injection (DVI).

3.2.2 Coupling RANS and LES

The occurring problem is related to the different turbu-
lence treatment in TAU and MGLET. Both RANS and
LES rely on a scale separation operator, which is, how-
ever, rarely known. RANS velocities can be seen as
smooth time-averages and contain no turbulence at all,
whereas LES velocity fields are instantaneous quantities
and also contain turbulence that can be resolved on the
computational grid. This implies that, strictly speaking,
turbulent content, matching the RANS turbulence statis-
tics, should be added to the communicated velocity fields
from RANS to LES. In the one-way coupling approach
[13], random white-noise fluctuations, matching the tur-
bulent kinetic energy in the RANS domain, were super-
imposed to the communicated velocities. However, since
the long lifetime of wake vortices is related to their lami-
nar cores, any excess turbulence might lead to unphysical
accelerated vortex decay. This is why in the present study
the RANS eddy viscosity was completely ignored on the
LES side, assuming that turbulence will develop naturally
from the resolved velocity gradients, transferred from the
finer RANS grid to the coarser LES grid. Any delay in
this development is better than over-predicting the real
turbulence statistics. This constitutes a conservative ap-
proach when vortex decay is being studied.

On the other hand, spectral turbulence content is not
resolved in a RANS simulation, which makes an averag-
ing procedure a good way to filter it out from the LES
fields and calculate appropriate RANS statistics from it.
This averaging is realized by a weighted merging of the
instantaneous velocity and the current running average at
every grid cell, using an exponential bias-corrected aver-
aging window:

ui,LES,avg =
βui,LES +(1−β )ui,LES,avg

1−β it
(5)

where it is the time step number. The 1−β it term in
the denominator diminishes the bias of the average for
small time step numbers. It is only relevant for the first
time steps of the simulation, where the predicted average
would be underestimated otherwise. We found that β =
0.13 works well for most cases.

3.2.3 Complete set of interface boundary conditions

Figure 7 shows the LES-to-RANS and the RANS-to-
LES interfaces. The LES-to-RANS interface is the outer
surface of the RANS domain, which is located 3 chord
lengths from the nearest wall of the moving object (the
wing or the aircraft). In the cases discussed in this study,
the RANS-to-LES interface lies at a cuboid (green sur-
face in Fig. 7), which defines the hole-cutting geometry

Figure 6: Communication points in the LES mesh and
blending of RANS and LES data

Figure 7: RANS-to-LES interface in green. LES-to-
RANS interface in black on the outer surface of the
RANS mesh.

and communication points shown in Fig.6. It is impor-
tant that all compressible effects occur within the volume
bounded by this interface. The boundary layer thickness
δ should be small compared to the distance of the object.
Still the coherent structures from the RANS simulation
should not be dissipated. Due to the small Mach number
we do not have transition effects like shock waves.

The RANS-to-LES interface conditions present a di-
rect variable injection (DVI) for all velocity components
and the pressure, as illustrated in Fig. 6. The set of LES-
to-RANS boundary conditions is as follows:

ui,RANS := ui,LES,avg (6)
pRANS := pdi f f +d pLES (7)
ρRANS := ρLES = const (8)

νt,RANS := νt,LES (9)

where pdi f f = p∞ − pre f ,LES is the difference between
the free stream reference pressure and the reference pres-
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sure in the LES domain (the volumetric average over the
whole LES domain or a fixed reference point where the
pressure is expected to be close to the freestream pressure
for all time steps). d pLES is the pressure calculated in the
LES.

4. RESULTS

4.1 Lateral vortex encounter

A lateral vortex encounter is analyzed in this section.
Fig. 8 (a) - (c) depicts different instances of the flow
field evolution qualitatively. The vorticity magnitude iso-
surface shows the initialized vortex pair and the flying
wing crossing the vortex pair at an angel of 90o, Fig. 8 (a).
The moments experiences by the flying wing are depicted
in Fig. 9. Fig. 9 (a) is showing the effect on lift - and
drag coefficients, while Fig. 9 (b) depicts the evolution
of pitching moment (magenta), rolling moment (orange)
and yawing moment (green). It should be noted that the
LES flow field is not compatible with the RANS field in
the first time steps of the coupled simulation and this is
why we observe oscillations in the lift coefficient, see Fig.
9 and a starting vortex along with other two-dimensional
vorticity structures in the beginning of the LES domain,
see Fig. 8 (a). The equilibrium state is achieved shortly
after initialization, the oscillating lift and drag coefficient
curves converge to the characteristic value, known from
the pure steady RANS simulation. Crossing the lateral
vortex pair leads to a transition of the lift - and drag coef-
ficient according to the velocity profile generated by the
vortex pair. First, the wing experiences an upward mo-
tion, leading to an increase in lift and decrease in drag.
Note that the first vortex is smeared out, leaving merely a
vorticity sheet due to lift change of the wing in that area,
Fig. 8 (b). In the downwash region the lift is strongly
reduced, even below the initial levels, whereas the drag
increases Fig. 9 (a). Finally, the wing leaves the down-
wash area, flying into the upwash field and finally leaving
the vortex bubble. The moments behave accordingly, yet
again slightly oscillating before reaching the equilibrium
state. Again, the second vortex is smeared out, leaving
merely a vortex sheet originating in the lift change of the
maneuver, Fig. 8 (c), also observed in [1]. While roll and
yaw is constantly zero, we have a pitch evolution corre-
sponding the experienced double vortical gust, Fig. 9 (b),
similar to the evolution of drag. Interestingly, the initial-
ized vortices merge with the wing tip vortices, forming a
quite unusual vortex pattern, where a vortex end is linked
to straight vortex line, Fig. 8 (c). It would be interesting
to observe how this pattern develops in time. Though our
simulation environment is able to continue that simula-
tion, we have mot performed it yet.

4.2 Encounter from above
Encountering a vortex from above the wing experiences
a permanent downwash, yet not constant and not equally
distributed along the wing, see Fig. 8 (d). This leads to re-
duction of lift right from the beginning of the simulation,
Fig. 9 (c). At the level of the initialized vortex pair the
decline of lift reverses, increasing back to the initial val-
ues. Note that the drag is also slightly reduced, while the
pitching moment increases during that maneuver, Fig 9
(d). The slight decline in the rolling moment is unphysi-
cal and stems from the not perfectly aligned initialization
of vortex pair and wing position. Interestingly, after pas-
sage the initial vortex pair merge with the wing tip vor-
tices, since both have the same rotation direction Fig. 8
(f).

4.3 Encounter from below
The a similar situation compared to the previous section
occurs when the wing is crossing the wake vortex pair
from below. Encountering a vortex from below the wing
experiences a permanent downwash, yet not constant and
not equally distributed along the wing, see Fig. 8 (g).
This leads to reduction of lift right from the beginning
of the simulation, Fig. 9 (e). The decline of lift reverses,
increasing back to the initial values, albeit later than in
the case before. Again, the drag is also slightly reduced,
while the pitching moment increases during that maneu-
ver, Fig 9 (f). After passage the initial vortex pair merge
with the wing tip vortices, Fig. 8 (i).

4.4 Formation flight
Formation flight is gaining more and more attention in air
traffic management, as a routing option for saving fuel by
decreasing aircraft drag [15]. However there is not much
knowledge what does the aerodynamic and the wake of
a formation flight look like. This would answers what
are optimal formation clusters and how turbulence affects
the aircraft positions. Contrail may form contrail cirrus
clouds that have a radiation effect, determining the net
climatological effect of aviation. The wake evolution is
the decisive open question to estimate the contrail for-
mation and evolution [25], since the simulations are very
sensitive to initial vortex position.

Though the formation flight can formally be catego-
rized as a vortex encounter and the simulations method
is essentially the same, the aerodynamic characteristics
change crucially. First let us investigate the flow field
qualitatively. Fig. 10 (a) shows the footprint of a wing
that flew through the entire domain. Note the opposite
rotation direction of the wing tip vortices, colored by red
and blue. The starboard wing tip of the following wing
is aligned with the vortex center of the port vortex of the
leading wing. The following wing smears out the port
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(a) before lateral encounter (b) during lateral encounter (c) after lateral encounter

(d) before encounter from above (e) during encounter from above (f) after encounter from above

(g) before encounter from below (h) during encounter from below (i) after encounter from below

Figure 8: Vorticity magnitude iso-surface before, during and after vortex encounter, lateral encounter (a) - (c), encounter
from above (d) - (f), from below (g) - (i).

vortex of the leading wing, Fig. 10 (b). Finally, the sys-
tem of the two wings leaves a vortex system of three vor-
tices, one port vortex and two starboard vortices rotating
in opposite direction. This information can be used to ini-
tialize contrail simulations, to estimate the effect of for-
mation flight on climate. The aerodynamic moments of
formation flight are depicted in Fig. 11. After oscillations
converged, we observe that the impact of the vortex leads
to an increase in lift and a decrease of drag, compared
to the steady state (black line). The pitching moment is
slightly affected, whereas the rolling moment experiences
a strong increase due to the upwash experienced by the
wing, Fig. 11.

The physical interpretation of the simulation setup is
as follows. Since the following wing does not change the
flight path according to the experienced moments, these
moments have to be balanced by the weight distribution
of the leading wing. This means, for the simulation to
be physically valid, the following wing needs to be heav-
ier and the center of gravity needs to be shifted to the
right. Indeed, in real applications it is a discussed so-
lution to balance the rolling moment a leading aircraft
gets through “surfing” a wake by managing the weight,
instead of counter steering with rudder. This solution is
more effective in terms of drag.

5. CONCLUSION

In this study we analyzed the physics of different
wake encounter scenarios with a fully coupled hybrid
RANS/LES approach, with formation flight as a special
case. The numerical method was recapitulated and the
simulation setup was discussed. We presented the main
features of the flow field, as well as the evolution of the
lift - and drag coefficients, and rolling - , pitching -, and
yawing moments, of the unsteady flight maneuvers. The
main findings in the lateral crossing case are that the vor-
tex structures of the initializes vortex pair are smeared
out by the wing, leaving a quite surprising vortex pattern
where a loose end of a vortex is linked to straight vortex.
The moments in this case clearly follow the expected ver-
tical velocity pattern initialized by the vortex pair. Vor-
tex crossing from above and below show quite similar re-
sults, dominated by the flight in a downwash region. In-
terestingly the wingtip vortices merge with the initialized
vortices during their generation. Formation flight sim-
ulations revealed, that the wake of two wings, flying in
a formation is essentially a vortex system of three vor-
tices, two of which have the same sense of rotation. The
lift is increased while the drag is reduced. In addition to
the always present pitching moment the following wing
experiences a significant rolling moment. The method al-
lows to proceed the simulations to larger times, to analyze
the evolution of the identified vortex pattern, what will be
done in a next step.
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(a) lift - and drag coefficient (b) rolling moments

(c) lift - and drag coefficient (d) rolling moments

(e) lift - and drag coefficient (f) rolling moments

Figure 9: Moments characterizing a lateral vortex encounter (a), (b), encounter from above (b),(c) and encounter from
below (e), (f).
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(a) (b) (c)

Figure 10: Axial vorticity magnitude in different perpendicular slices, iso-surface of vorticity, in formation flight config-
uration.
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