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A B S T R A C T

This study explores the potential of neuromorphic Event-Based Vision (EBV) cameras for data-efficient
representation of low-order model coordinates in turbulent flows. Unlike conventional imaging systems, EBV
cameras asynchronously capture changes in temporal contrast at each pixel, delivering high-frequency output
with reduced data bandwidth and enhanced sensitivity, particularly in low-light conditions. Pulsed Event-
Based Imaging Velocimetry (EBIV) is assessed against traditional Particle Image Velocimetry (PIV) through
two synchronized experiments: a submerged water jet and airflow around a square rib in a channel. The
assessment includes a detailed comparison of flow statistics and spectral content, alongside an evaluation
of reduced-order modeling capabilities using Proper Orthogonal Decomposition (POD). The event stream
from the EBV camera is converted into pseudo-snapshots, from which velocity fields are computed using
standard PIV processing techniques. These fields are then compared after interpolation onto a common grid.
Modal analysis demonstrates that EBIV can successfully identify dominant flow structures, along with their
energy and dynamics, accurately discerning singular values, spatial modes, and temporal modes. While noise
contamination primarily affects higher modes – less critical for flow control applications – overall performance
remains robust. Additionally, comparisons of Low-Order Reconstruction (LOR) validate EBIV’s capability to
provide reliable reduced-order models of turbulent flows, essential for flow control purposes. These findings
position EBV sensors as a promising technology for real-time, imaging-based closed-loop flow control systems.
1. Introduction

Particle Image Velocimetry (PIV) is recognized as a well-established
tool in fluid mechanics, offering quantitative flow field measurements
and contributing to a deep understanding of flow behavior. Its ability
to capture instantaneous velocity fields enables researchers to analyze
complex flow dynamics effectively, which has made it a fundamental
diagnostic tool in both experimental fluid mechanics and engineering
applications [1]. A key advantage of PIV lies in its ability to pro-
vide non-intrusive, full-field snapshot data of the time-varying flow,
delivering critical insights into the flow’s topological features, such
as vortex structures, flow separations, and other patterns essential for
understanding the flow dynamics. This capability makes it particu-
larly attractive for flow control applications, as it has the potential
to enhance system observability, that is, how accurately the complete
internal state of the flow can be inferred from sensor data. Enhanced
observability allows for more accurate state estimation, enabling the
design of more effective feedback control strategies and improving the

∗ Corresponding author.
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ability to predict, manipulate, and stabilize complex flow behaviors [2,
3].

However, the complexity and processing time associated with imag-
ing techniques – both in image capture and analysis – have hin-
dered their use as real-time ‘‘sensors’’ for fluid flow control. Previous
studies have explored this potential, achieving time delays on the
order of 100ms from image acquisition to processing [4,5]. More re-
cently, optical flow algorithms [6,7] have emerged as promising online
imaging-based velocimetry techniques for flow control. Nevertheless,
the computation frequency remains below 100Hz in water and even
lower in air, despite efforts in slendering the processing at the expense
of accuracy [8,9].

In specific flow scenarios characterized by well-defined flow con-
figurations, computational efficiency can be markedly improved by
narrowing the focus of analysis. Strategies such as focusing on a ‘se-
lected region of interest’ (Region of Interest (ROI)), using single-line
PIV, or adopting ‘coarse-grained’ PIV leverage prior knowledge of
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the flow structures position and characteristics to reduce computa-
ional complexity while maintaining sufficient accuracy for control

purposes [10,11]. However, these methods are inherently tailored to
articular applications and may not capture the full complexity of
urbulent flows in more generalized scenarios. Furthermore, despite the

reduction in computational time, these techniques still might fail to
meet the requirements of actual industrial applications.

The primary source of these delays is identified as the image ac-
uisition process, where the bottleneck lies in the large data size
enerated during imaging. For instance, consider a high-speed camera

capturing images at a frequency of 1 kHz with a relatively small 1-
megapixel sensor. The output reaches approximately 103 × 106 = 109
amples per second, where each sample corresponds to the information
rom a single pixel. This vast amount of data must then be processed
nd validated through velocimetry algorithms, with control decisions

based on the velocity output needing to be made within a reasonable
time-frame.

One method for enhancing real-time imaging velocimetry is the
use of dedicated hardware, such as Field-Programmable Gate Arrays
(FPGAs). FPGAs allow for on-the-fly image processing, bypassing the
computational delays typically associated with software-based algo-
rithms. For example, hardware-accelerated PIV systems have demon-
strated the capability to perform real-time image correlation and vec-
tor computation, achieving frame rates and data throughput well be-
yond what is feasible with general-purpose computing [12–14]. These
ystems are particularly advantageous in applications requiring high-
peed feedback control or large-scale flow analysis, as they offload
omputation-intensive tasks directly to optimized hardware. However,
PGAs-based systems, while powerful, require specialized program-
ing and are constrained by fixed hardware architectures, limiting

heir flexibility for diverse imaging setups or evolving algorithmic re-
uirements. Importantly, these approaches, including hardware-based
ccelerations, selective ROI techniques, and algorithmic optimizations,
re not mutually exclusive. They can be combined to achieve even
igher processing speeds, offering complementary solutions to address
arious aspects of the real-time imaging bottleneck.

Thus, while emerging techniques and hardware solutions have
shown promise in addressing the bottlenecks of image acquisition and
rocessing, achieving real-time flow control across a wide range of
pplications remains an ongoing challenge requiring further research
nd development.

Lastly, conventional high-speed CMOS cameras typically do not
ermit continuous data streaming over extended periods and require
he use of high-energy light sources, further complicating the setup.

Flow control applications often rely on high-frequency single-point
ensing techniques such as thermal anemometry, laser Doppler ve-
ocimetry, and fluctuating pressure measurements with microphones.
hese methods are capable of measuring flow properties at frequen-

cies extending into the kHz regime while maintaining a manageable
ata rate for long acquisition times [15,16]. However, both thermal
nemometry and hydrodynamic pressure-based measurements are in-
erently intrusive, potentially perturbing the flow. Additionally, most
f high-speed techniques available provide point measurements and
hus requiring the global state of the flow to be inferred from localized
ingle-point data.

In this context neuromorphic sensors, also referred to as Event-
ased Vision (EBV) or Dynamic Vision Sensing (DVS), have been gain-

ng significant attention across various engineering applications due to
he paradigm shift they bring to the image acquisition process and the
ange of advantages they offer. In real-time imaging scenarios, these
ensors hold the potential of significantly reducing the inherent time
elays associated with image acquisition and processing in conven-
ional cameras. Whereas in conventional framing cameras exposure and
ead-out times are globally controlled and set for the whole sensor,

each pixel of an EBV sensor operates as an independent asynchronous

temporal contrast change detector. A pixel triggers an event only when

2 
the integral of the temporal contrast, represented as the temporal
variation of the logarithmic intensity

𝐶temporal =
1
𝐼(𝑡)

𝑑 𝐼(𝑡)
𝑑 𝑡 = 𝑑

𝑑 𝑡 ln[𝐼(𝑡)], (1)

surpasses a predefined threshold in comparison to the previous event
[17,18]. In this context, 𝐼(𝑡) denotes the photo-current generated by
the photodiode, which is proportional to the pixel illumination. The
sensor output is a continuous asynchronous stream of events, consisting
of the activated pixel address, the time-stamp of the event referred
to the global clock of the sensor and the polarity, indicating whether
the event is a positive (ON) or negative (OFF) contrast change. The
event-triggering mechanism and its relation to logarithmic intensity
changes enable these sensors to achieve a sensor Dynamic Range (DR)
of approximately 120 dB. The DR, which quantifies the ability to
capture details in both bright and dark regions of the field of view
simultaneously, is defined in decibels as the ratio of the maximum
measurable signal to the noise floor:

DRdB = 20 ⋅ log10
(

Maximum signal
Noise floor

)

(2)

For digital cameras commonly used for PIV, the DR is traditionally
expressed in terms of bit depth (DRN) rather than decibels. The rela-
tionship between the two [19] can be approximated as:

DRN =
DRdB
6

(3)

Using this conversion, EBV sensors achieve an equivalent bit depth
of 20 bits. In comparison, conventional high-speed cameras typically
achieve a DR of 60–70 dB, corresponding to 10–12 bits, while advanced
sCMOS cameras with adequate cooling and low read noise can achieve
higher dynamic ranges, up to 16 bits (96 dB), albeit at slower readout
speeds.

This extended dynamic range makes event-based cameras partic-
ularly advantageous for imaging scenarios with high contrast, such
as regions with simultaneous bright illumination and deep shadows—
common in experimental fluid mechanics. Additionally, the high sensi-
ivity of EBV sensors at low-intensity levels broadens their applicability

to situations where the available light is insufficient for conventional
IV measurements.

Considering the temporal resolution of today’s EBV technology, in
the order of 100 μs, flow field events can be recorded at an analogous of
 framing frequency of conventional high-speed CMOS-based framing
ameras exceeding several kHz, but with a significantly reduced data

bandwidth. The possibility of accessing volumetric flow field infor-
ation at a sufficiently high frequency, with a ‘‘slim’’-enough stream

of events to be easily and rapidly processed, together with the high
sensitivity to contrast changes, paves the way to the possibility for
PIV-based real-time closed-loop control in turbulent flows.

However, the use of these sensors is subject to certain limitations.
he arbiter, a designated circuit element responsible for associating

each event with the global sensor clock, can effectively process events
only up to a maximum number of simultaneous events. This limitation
consequently constrains the speed of the flow field case and the di-
mension of the resolved volume [20]. Furthermore, the event sensor’s
pixels are characterized by latency (i.e. response time), which hinders
the temporal accuracy of event detection, resulting in information loss.
In the context of PIV applications, a notable loss of accuracy is observed
due to the inherent impossibility of achieving sub-pixel accuracy, stem-
ming from the binary event definition as ON/OFF states. To a certain
extent, this can be mitigated using the equivalent of multiple frame PIV
processing schemes [21].

Gallego et al. [22] present comprehensive insights into the cur-
rent state of event-based vision, encompassing its diverse applications
and the associated data processing landscape. In the field of fluid

echanics, Willert [21] successfully addressed challenges related to
event rate limitations and sensor inherent time-latency by employ-
ing a pulsating laser as a light source. This development, known as
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pulsed event-based imaging velocimetry (pulsed-EBIV ), is implemented
and referred to as EBIV in this work. The results, employing typical
PIV-processing algorithms across various test cases, align well with
measurements obtained using conventional PIV cameras. Given the
asynchronous and independent operating principle of EBV sensors,
Particle Tracking Velocimetry (PTV) approaches have also been ex-
plored. Recently, Rusch and Rösgen [23] integrated a real-time 3D
vent-based PTV acquisition system into their wind tunnel, demonstrat-
ng its capability to reconstruct particle trajectories across a range of
ndustrial applications. Additionally, stereoscopic PTV methods [24]
nd optical-flow-based approaches leveraging EBV sensors have been
nvestigated [25]. More recently, Willert and Klinner [26] implemented
 3D Lagrangian Particle Tracking (LPT) algorithm on event-based

vision (EBV) data to characterize the near-wall behavior of a turbulent
boundary layer in air. This approach achieved data quality comparable
o that of state-of-the-art high-speed framing cameras.

To advance towards imaging-based flow control, it is essential to
address not only the imaging technique but also dimensionality reduc-
tion. The amount of information obtained from imaging velocimetry
is typically very large, while often flow control problems aim at iden-
tifying only a handful relevant coherent structures or patterns in the
flow field [27]. Such features can be effectively represented through
Reduced-Order Modeling (ROM) techniques that utilize only a few
atent coordinates. Dimensionality reduction methods, such as Proper
rthogonal Decomposition (POD) [28] and Dynamic Mode Decom-

position [29], can provide a description of the main flow features,
significantly reducing the problem’s dimensionality and minimizing
computational demands for flow control [2,30].

Furthermore, EBV-based velocity measurements are generally more
noise-contaminated compared to conventional PIV/PTV results, which
can affect the latent coordinates in ROM. However, this degradation,
being distributed over the full rank of latent coordinates, primarily
impacts the higher-order ones. As a result, ROM techniques can serve
as effective de-noising tools for reconstructing velocity fields [31–35].

In view of the future application of EBV cameras as sensors for
losed-loop flow control, this study aims to assess the reduced-order

modeling capabilities of EBV cameras, comparing them with conven-
tional frame cameras. The key idea is that, since flow control strate-
gies can be targeted primarily to low-order latent variables (e.g., the
first modes in POD), the potential reduction in quality observed with
BIV measurements compared to PIV should have minimal impact on
otential control performance.

Considering an example of future application leveraging ROM for
low control, a spatial modes basis, computed via POD can be first

defined offline using a preliminary set of velocity snapshots. This
basis represents the dominant flow structures and allows for the pro-
jection of instantaneous velocity fields to extract the corresponding
temporal mode coefficients, i.e. the coordinates in the latent space.
Provided the projection process is fast, this methodology enables real-
time identification of flow dynamics while leveraging the reduced
computational burden afforded by the latent coordinate representation.
In the present analysis, the same approach has been applied, with
the difference that the velocity snapshots and projection computations
were all performed off-line. Nonetheless, the feasibility of this frame-
work for real-time applications is demonstrated by its computational
efficiency and alignment with operational constraints in imaging-based
flow control.

Results from EBIV and conventional PIV camera, hereafter referred
o simply as PIV, are compared using two experimental datasets, where
ata are acquired synchronously for both cameras: a submerged water
et flow and a channel airflow with a squared rib obstacle. The result-
ng flow statistics, spectral content, and modes from POD (snapshot
ethod, Sirovich [36]) are compared.
 F

3 
Table 1
Comparison of experimental parameters for the jet flow and square rib cases.

Jet flow Square rib
Medium Water Air
𝑈∞ [m/s] 0.13 2.8
Characteristic
Length [mm] 𝐷 = 20 𝐻 = 8.18
𝑅𝑒𝑙 2600 1500
𝑓 [Hz] 100 5000
Pulse width [μs] 1000 <0.2
𝑅𝑒𝑠a [pixel/mm] 9.2 30.3
Record duration [s] 40 6
𝑁𝑡 [snapshots] 3.5 ⋅ 103 3 ⋅ 104

IW size [pixel] 32 × 32 48 × 48
PIV data rate [MB/s] 210 11 500
EBIV data rate [MB/s] 130 75
Events(p=1)/snapshot 210 000 3000

a Resolution here refers to a rounding value between the two used cameras. Specific
values are provided in Section 2.

2. Experimental datasets

The comparative analysis between PIV and EBIV was conducted
using two different experimental datasets, produced for the purpose: a
submerged water jet flow and a channel air flow with a spanwise square
rib. In both cases, synchronized acquisition was performed using a
CMOS sensor camera and an EBIV camera, positioned facing each other.
The Field of View (FOV) and image resolution 𝑅𝑒𝑠 - defined in terms
of pixel/mm, were closely matched to ensure an objective comparison
of the results obtained from both systems, as well as consistent PIV
processing. Also, the co-axial viewing arrangement ensured matching
scattering behavior of the observed particle fields for both cameras. In
both measurement configurations, EBIV measurements were performed
using the EBV camera Prophesee EVK4, featuring the Sony IMX636
sensor with a resolution of 1280 × 720 pixels and a square pixel pitch of
4.86 μm. Table 1 summarizes the main features of the two experimental
setups.

2.1. Submerged water jet flow

The jet nozzle, with an exit diameter 𝐷 = 20 mm, is operated at a
bulk velocity of approximately 𝑈𝑏 ≈ 0.13m/s, resulting in a turbulent
jet flow at a Reynolds number of 𝑅𝑒 ≈ 2600. The jet is contained
within an 80 × 60 × 40 cm3 water tank and seeded with polyamide
particles of 56 μm diameter. Illumination on the symmetry plane of the
et is provided by a low-cost, pulse-width modulated laser, originally
esigned for wood engraving (LaserTree LT-40W-AA), with a power

of 5W. The laser beam is shaped into a thin laser sheet through a
set of lenses, reaching a thickness of around 1–2 mm at the imaged
FOV. The laser is controlled with a pulse generator: the pulse width
is set at 1ms, and the time interval between two consecutive laser
pulses is 𝑑 𝑡 = 10ms, corresponding to a frequency 𝑓 = 100Hz. The
ulse generator also provides the acquisition trigger signal for the PIV

camera and the reference trigger signal for the event-based camera. In
the event-based camera, this signal serves as a reference point within
its data stream, ensuring temporal alignment between the two camera
systems and thereby facilitating coherent data acquisition and analysis.
The experimental setup is illustrated in Fig. 1.

For the conventional PIV image acquisition, the flow field is cap-
ured using an sCMOS camera (Andor Zyla) with a 5.5 megapixels

sensor and a pixel pitch of 6.5 μm. The resolution values for the con-
entional PIV camera and the EBV camera are 𝑅𝑒𝑠PIV = 9.25pixel/mm
nd 𝑅𝑒𝑠EBIV = 9.13pixel/mm, respectively. The sCMOS camera field of

view has been cropped to a resolution of 1500 × 720 pixels, covering a
domain of approximately 8.1 × 3.9𝐷. The EBIV imaged flow field covers
 domain of approximately 140 × 80 mm2, corresponding to 7𝐷 × 4𝐷.

or the sake of comparison, the obtained velocity fields are interpolated
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Fig. 1. Submerged water jet-flow, sketch of the experimental set-up: in red the common region onto which the obtained velocity fields are interpolated.
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onto a common grid, spanning 0.5 ≤ 𝑥∕𝐷 ≤ 6.5 and −1.75 ≤ 𝑦∕𝐷 ≤ 1.75,
shown as the red dashed box in Fig. 1a. The acquisition software allows
or user-defined tuning of event sensitivity. However, for the purpose of
roviding general considerations about this new technology, no tuning
as been implemented, leaving room for potential improvements in the

quality of the acquired data.
The acquisition consists of an event stream spanning several min-

tes. The acquired data stream has an average event rate of approxi-
ately 60 × 106 Ev/s, corresponding to a data rate of roughly 130MB/s,
here the positive events corresponds to only the 35% of the total. In

comparison, the data rate for sCMOS raw image acquisition, without
any compression, is approximately 210MB/s. While this represents only
about a factor of 2 difference, the sCMOS data rate can be further
educed – potentially by an order of magnitude – using image compres-
ion or binary thresholding techniques, making the gap between the
wo approaches less significant. A time-resolved sequence consisting of
𝑡 = 3.5 × 103 samples is captured.

2.2. Channel flow with square rib

The channel flow experiment was conducted in the laboratory of
the Institute of Propulsion Technology at the German Aerospace Center
DLR) in Cologne. A configuration similar to that used in Willert [21]
as reproduced and depicted in Fig. 2. A spanwise square rib with

side dimension 𝐻 = 8.18mm was placed on the upper surface of the
channel flow facility which featured a square test section of 𝑊 =
76mm. The air flow was seeded with 1 μm paraffin droplets which were
njected in the upstream settling chamber of the channel flow facility.

Light sheet illumination was realized using a high-speed pulsed laser
(Innolas/Iradion Nanio Air 532-10-V-SP) which provided short laser
pulses of <50 ns duration at a rate of 5 k Hz.

Several flow velocities corresponding to three primary flow regimes
 laminar, transitional, and turbulent – around the rib were tested. In
his paper, only the results for the turbulent case are presented, as it is
he most challenging yet still provides comparable results to the other
low conditions. In this case, the free-stream velocity is 𝑈∞ ≃ 2.8m/s,
ielding a bulk Reynolds number of 𝑅𝑒𝑊 ≃ 14 000 and a Reynolds
umber based on the rib dimension of 𝑅𝑒 ≃ 1 500.
𝐻 r

4 
The High-Speed (HS) CMOS camera (HS-PIV camera in Fig. 2) used
for this experiment is a Phantom T4040, featuring a 4.2 Mpixel sensor

ith a square pixel size of 9.27 μm. For the measurements, the FOV
was cropped to a resolution of 1535 × 768 pixels (50 × 25 mm2) to
approximately match the FOV height of the EBV camera. Operated at its
full sensor resolution (1280 × 720 pixel), the FOV of the EBIV covered
an area of 42 × 24 mm2, corresponding to approximately 5 × 3H. To
optimize the acquired event stream for PIV processing, the internal
biases of the EBV camera were adjusted to decrease sensitivity to
negative event triggers. This modification significantly reduced the oc-
currence of negative events, ensuring that most of the data bandwidth
could be dedicated to positive events, thus preventing event overload.
Additionally, the rib was consistently cropped out of the field of view.
As highlighted in Willert [21], the pulsating laser striking the anodized
surface of the aluminum rib generates a considerable number of events,
which reduces the sensor’s capacity to register positive events before
he arbiter saturates.

The obtained data rate for the Phantom camera is around 11.5 GB/s.
This is orders of magnitude higher than the one for EBIV (approxi-
mately 75 MB/s). EBIV recorded an average of 25 × 106 Ev/s among
which 55% corresponded to positive ones.

Three distinct regions of the channel flow were investigated: the
ront, back, and far-back areas of the square rib. In dimensionless

coordinates, the resolved areas correspond to −4 ≤ 𝑋∕𝐻 ≤ −1,
0.1 ≤ 𝑋∕𝐻 ≤ 4.6, and 5 ≤ 𝑋∕𝐻 ≤ 9 in the longitudinal direction,
respectively. In the direction orthogonal to the wall, the resolved areas
are 0 ≤ 𝑌 ∕𝐻 ≤ 2.3, 0.1 ≤ 𝑌 ∕𝐻 ≤ 2.5, and 0 ≤ 𝑌 ∕𝐻 ≤ 2.7, respectively.
The origin is defined at the intersection of the wall and the back-
facing side of the rib. As for the jet case, the obtained velocity fields
were interpolated into the aforementioned common grids. Fig. 3 shows
on-synchronized EBIV images with an accumulation time of 20 ms,

illustrating the origin definition and the resolved areas of the flow field,
indicated by the green dashed lines.

The resolution and relative alignment between the two cameras
were computed using a common glass target with a printed chessboard
attern, positioned in the laser plane. Given the known distance be-

tween the squares on the chessboard, the resolution for each camera
as automatically determined. On average, the PIV camera had a

esolution of 𝑅𝑒𝑠 = 30.26pixel/mm, while the EBV camera had a
PIV
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Fig. 2. Photograph of the channel flow setup with HS-PIV camera in foreground and EBV camera on opposite side. 1 Channel flow test section; 2 EBV camera; 3 HS-PIV

camera; 4 square rib; 5 overall FOV from the multiple acquisitions.
Fig. 3. Sketch of the resolved regions in the square rib experiment: the front, back, and far-back areas are outlined by green dashed lines. The X and y axes, along with the origin,
are defined in red. All dimensions are normalized by the rib size, 𝐻 . Background images are obtained from non-synchronized EBV camera acquisition, with an accumulation time
of 20 ms.
resolution of 𝑅𝑒𝑠EBIV = 30.31pixel/mm. The use of the double-sided
target also allowed for the evaluation of the angle between the two
cameras. The resulting velocity fields could then be corrected for this
angle, ensuring proper alignment.

Similar to the jet flow case, the EBV camera received a trigger signal
for synchronization with the Phantom camera. In this case, the signal
was generated by the CMOS camera itself.

Considering a convective time scale of 𝑡𝑐 = 𝐻∕𝑈∞ ≃ 3ms, a
dataset covering at least 2000 𝑡𝑐 was collected for statistical purposes,
corresponding to 𝑁𝑡 = 30 000 velocity snapshots.

2.3. EBV camera data processing

Following the procedure proposed by Willert [21] the event stream
is partitioned to the reference trigger signal to obtain the set of 𝑁𝑡
pseudo-snapshots. The obtained synthetic snapshots compress, on av-
erage, over 2 × 105 samples for the jet flow case, and around 3 × 103
samples for the square rib case — specifically, 3.1 × 103 for the front
region case, 3 × 103 for the back region, and 5 × 103 for the far-back
region.

Fig. 4a shows a histogram of the registered events over time for
the square rib experiment. Green and blue dashed lines indicate the
start and end of the laser pulse, respectively. A burst of positive
contrast-change events (Polarity = 1) occurs immediately after the laser
pulse illuminates the particles. A pseudo-image is then generated by
accumulating all positive events registered from the beginning of the
laser pulse over a user-defined accumulation time, typically, the laser
5 
pulsing period. The high-frequency channel flow case shown in Fig. 4
illustrates that the number of events does not drop to zero before the
next laser pulse is fired. The accumulation time is therefore selected to
capture the majority of the triggered events. In this case, the number
of events not accumulated represents approximately 1% of the total
number of events triggered between two laser pulses, which are likely
due to consistent noisy pixel activations, even when no light source is
present. In contrast, in the case of jet flow, where the time interval
between consecutive laser pulses is significantly larger, the behavior is
much clearer. The event count decreases sharply and stays near zero
during the period between the end of one laser pulse and the start of
the next.

In some instances, very bright particles may trigger multiple acti-
vations of the same pixel within a single laser pulse. These multiple
triggers are treated identically to single activations.

The resulting pseudo-images are binary, with pixel values of 0
indicating no activation and 1 indicating that the pixel was activated
at least once.

For the jet flow, characterized by larger particles and longer laser
pulse duration, the raw pseudo-images display particle-like bodies with
diameters spanning a few pixels. Single-pixel activations due to noisy
events, which account for an average of ∼8% of the total positive events,
are removed using a convolutional filter. This filtering process is con-
ceptually similar to morphological erosion in binary image processing,
which is commonly used for noise reduction [37]. In contrast, for the
more challenging channel flow case, only single-activated pixels are
generally observed, as the dimensions of the imaged particles on the
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Fig. 4. Back of the square rib case: Example of positive event-rate from the EBV camera with a pulsating laser. (a) A histogram shows event bursts corresponding to the first
three laser pulses. The green, blue, and red dashed lines indicate the beginning and end of the laser pulse, as well as the end of the accumulation time, respectively. (b) The total
number of events accumulated for the first ten pseudo-snapshots is displayed. The first green line marks the initial trigger signal from the high-speed CMOS camera.
Fig. 5. Comparison of input images for PIV processing: conventional PIV camera image (a,b) and EBV camera pseudo-snapshot (c,d). On the left, the full field of view (a,c). On
the right, the zoomed red squared area (b,d). Both images correspond to the same laser pulse and have undergone pre-processing.
sensor are typically on the order of 1–2 pixels, owing to the small size
of the seeding particles. As a result, no clear distinction can be made
between actual particles and noisy activations.

Subsequently, Gaussian smoothing with a kernel size of 0.75 pixel is
applied to the raw images to prepare them for processing by standard
PIV algorithms. In Fig. 5, an example of snapshot from the jet exper-
iment used in PIV algorithm processing is shown for both acquisition
technologies. The pseudo-snapshot from the EBV camera (bottom) has
been filtered as previously described. For the conventional PIV camera,
cumulative minimum background removal was applied to the snapshot.

2.4. PIV processing

The raw image sequences were processed using PaIRS [38], an
open-access PIV code developed at Università Federico II di Napoli.
Matching PIV processing parameters were applied to both CMOS and
EBV camera images for each experiment. For the jet flow case, an
iterative multi-grid/multi-pass image deformation algorithm was used,
with final interrogation windows of 32 × 32pixel and a 75% overlap.
In the channel flow case, the final interrogation windows were 48 ×
48pixel, also with a 75% overlap.

The use of simple 2-frame cross-correlation processes was cho-
sen to evaluate real-time applications. For EBIV, significantly better
6 
results can be achieved when applying a multi-frame algorithm, partic-
ularly in high-speed velocimetry cases like the square rib experiment.
For the same reason, no post-processing filtering has been applied to
the velocity fields, if not standard validation criteria during the PIV
processing.

Fig. 6 illustrates the analysis for the presence of peak locking.
In the jet flow experiment, no significant peak locking was observed
(Fig. 6a,b). However, the situation is different in the squared rib case,
where all velocity measurements using EBIV exhibit clear peak-locking
(Fig. 6d). Similarly, conventional PIV measurements still display peak
locking, especially in the far-back region of the flow (Fig. 6c).

Peak locking is expected in the EBIV measurements since the binary
pseudo-images generated by the EBV camera limit the sub-pixel accu-
racy typically achievable with conventional PIV. Whereas applying a
Gaussian filter can smooth out peak-locking effects for larger particles,
such as those imaged in the jet flow, this method proves ineffective in
the air experiment. Here, most particles appear as single-pixel activa-
tions, which prevents the filter from alleviating the issue, resulting in
particle displacements being rounded to integer values.

The PIV acquisition, on the other hand, was characterized by a
magnification factor that was double that of the EBV camera due to the
larger pixel size. This allowed for the visualization of larger particles
but required the lowest possible lens aperture (𝑓 ) to ensure sufficient
#
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Fig. 6. Pixel displacement computed over 150 snapshots for both experiments. The top row (a, b) shows results for the submerged water jet flow, while the bottom row (c, d)
displays the channel flow with a square rib in the far-back region. The left column (a, c) corresponds to PIV measurements, and the right column (b, d) to EBIV data.
particle brightness. However, this reduced the diffraction spot size of
the particles (with the diffraction spot size 𝑑𝑠 ∝ 𝑓#), ultimately leading
to peak-locking in the PIV measurements as well.

As previously stated in this section, the velocity fields were inter-
polated onto a common grid for both cameras. Since the focus of the
study is on mode extraction using POD, interpolation artifacts are ex-
pected to primarily affect the higher-order modes, without significantly
impacting the analysis presented here. The grid dimensions and total
number of grid points 𝑁𝑝 obtained for the jet flow and the three square
rib cases – front, back, and far-back – are presented in Table 2.
7 
Table 2
Comparison of grid dimensions and total number of grid points 𝑁𝑝 for the considered
experimental datasets.

Grid dimensions 𝑁𝑝

Jet flow 81 × 152 12 312
Channel flow front 48 × 62 2976
Channel flow back 52 × 93 4836
Channel flow far-back 56 × 83 4648
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Table 3
Summary of training and testing dataset dimensions for jet and channel flow experi-
ments.

Dataset 𝑁𝑡 𝑛̂𝑡 𝑁̃𝑡

Jet flow 3500 2000 500
Channel flow 30 000 2000 10 000

2.5. Modal analysis of PIV and EBIV data

In order to assess the performance of EBIV in identifying low-order
coordinates, a modal analysis was conducted using Proper Orthogonal
Decomposition (POD) via the snapshot method by Sirovich [36]. The
napshot matrix U has dimensions 2𝑁𝑝 ×𝑁𝑡 and is formed by stacking

individual velocity snapshots u𝑖 as columns:

U =
[

u1 u2 ⋯ u𝑁𝑡
]

, (4)

Applying POD to this matrix yields the following decomposition:

U = 𝛷 𝛴 𝛹⊤, (5)

where 𝛷 contains the spatial modes as its columns, 𝛹 contains the
temporal modes as its columns, and 𝛴 is a diagonal matrix of singular
values 𝜎.

The synchronized experiments enabled a comparison not only of
the spatial modes, but also of the temporal modes obtained by the
two measurement techniques. This result is crucial for flow control
purposes, as it addresses whether EBV technology can capture the same
flow dynamics as conventional PIV cameras, thus allowing real-time
responses to flow changes.

A direct comparison of the temporal modes obtained from EBIV and
PIV measurements is not directly possible, since the two corresponding
spatial bases are not necessarily ‘‘aligned’’.

For this reason, a common spatial basis was established, and the
velocity results were projected onto it. A training subset 𝑈̂ ∈ R2𝑁𝑝×𝑛̂𝑡

of velocity fields was extracted from the PIV measurements for both
experiments. These fields were randomly sampled from the first 3 ⋅ 103
snapshots for the jet flow and the first 20 ⋅ 103 for the channel flow.
In both cases, 𝑛̂𝑡 was set to 2000. The training set was used to create a
ommon spatial basis from the PIV data, 𝛷̂PIV𝛴̂PIV, by applying Singular

Value Decomposition (SVD) to 𝑈̂ . Afterward, a testing dataset 𝑈̃ ∈
R2𝑁𝑝×𝑁̃𝑡 , comprising all the final 𝑁̃𝑡 velocity snapshots, was extracted
from each measurement and projected onto the common basis.

The computation of the spatial basis 𝛷̂PIV𝛴̂PIV can be run offline,
i.e. it forms part of the training and does not necessarily require real-
time processing. The temporal coefficients 𝝍̃ 𝑗 of a generic snapshot ũ𝑗
in the testing set, on the other hand, should be computed in real-time,
following this operation:

𝝍̃ 𝑗 = ũ⊤𝑗 𝛷̂PIV𝛴̂
−1
PIV, (6)

In this work, however, both operations are performed offline.
Table 3 summarizes the details of the projections into the common

basis.

3. Flow statistics and spectra comparison

3.1. Submerged water jet flow

First, the jet flow experiment is considered. Representative velocity
profile statistics are presented in Fig. 7, exhibiting consistent behav-
ior throughout the entire domain. Velocity profiles are extracted at
∕𝐷 = 2 and normalized using the jet centerline velocity 𝑈𝑐 , which

is estimated as the velocity at this specific 𝑥∕𝐷 location, for 𝑦∕𝐷 = 0.
Both measurements are normalized using their respective 𝑈𝑐 . Very good
agreement is observed between the two measurements. The primary
discrepancy in EBIV lies in the average radial velocity component, 𝑉 .

Given that the magnitude of this component is considerably smaller o

8 
Fig. 7. Statistics comparison between the conventional PIV (black dashed line) and
the EBIV (red line) results. Statistics are plotted at the longitudinal location 𝑥∕𝐷 = 2.

than that of the streamwise velocity, this discrepancy may stem from
lignment uncertainties. Additionally, the more general non-symmetric
ehavior of 𝑉 could result from the non-canonical jet configuration:
he jet is submerged but features a free upper surface, which promotes
low deflection towards the free surface.

A notable difference between the two measurements is observed in
he spectral content in time of the velocity components. Fig. 8 illus-
rates the behavior of the PSD of the normalized fluctuating component
f the axial velocity 𝑢∕𝑈𝑏 in the flow domain. Analogous results have
een observed for the radial component 𝑣. Fig. 8b and c compare the

PSDs from PIV and EBIV computed at the grid points (2, 0) and (5, 0.5),
n non-dimensional coordinates, corresponding to the jet core and shear
ayer, respectively. These points are highlighted by the red diamonds
n Fig. 8a. Good agreement is observed in the frequency range St < 1.5,

where the Strouhal number St is obtained normalizing the frequencies
y the nozzle diameter 𝐷 and the jet bulk velocity 𝑈𝑏. At both points,

EBIV exhibits different behavior for frequencies associated with St >
1.5, but with opposite trends in the two regions of the jet. In the
ore, the energy is significantly higher at higher frequencies, whereas

within the shear layer, it is lower. This difference can be attributed to
he higher noise level in the pseudo-images generated from the EBV
amera data stream. The noise, not tied to any specific frequency, is
istributed across the entire spectrum, resulting in the core in a higher
lateau reflecting its intensity. This occurs because the core area is
rimarily dominated by the shedding frequency of the jet vortex rings.
n contrast, the shear layer is characterized by a broadband turbulent
pectrum. The different behavior in the shear layer is ascribed to a
igher number of outliers detected during the EBIV processing and
heir subsequent removal, leading to lower energy content. The filtering

ut of the higher frequency content can be ascribed to the higher
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Fig. 8. Power Spectral Density (PSD) of the normalized 𝑢∕𝑈𝑏 velocity component of the jet flow. The red box compares core (b) and shear layer (c) measurements. Locations are
marked by red diamonds in the top plot. The black (d,e) and cyan (f,g) boxes represent PSD maps along 𝑦∕𝐷 = 0 and 𝑦∕𝐷 = 0.5, respectively. Left (d,f) shows PIV results, while
right (e,g) shows EBIV results.
measurement uncertainty.
The maps displayed in plots d, e, f and g of Fig. 8 are generated

by calculating the PSD at each grid point along lines parallel to the
𝑥-direction, specifically at 𝑦∕𝐷 = 0 (Fig. 8d, e) and 𝑦∕𝐷 = 0.5 (Fig. 8f,
g). These lines are depicted on the velocity map of Fig. 8a with black
and cyan dashed lines, respectively, and the maps are outlined with
corresponding color-coded frames. Results from PIV are shown on the
left (Fig. 8d, f), while those from EBIV are presented on the right
(Fig. 8e, g).
9 
In general, the characteristics observed in the single-point PSD hold
for the entire flow domain. The most energetic frequencies are accu-
rately described by EBIV, both in the shear and core regions. However,
for St > 1.5, corresponding to frequencies 𝑓 > 10Hz, significant
differences arise: higher PSD values are observed in the core, while
attenuation at higher frequencies occurs in region of high turbulence.
The latter trend is evident throughout the maps related to the line
𝑦∕𝐷 = 0.5, and in the case of 𝑦∕𝐷 = 0 for 𝑥∕𝐷 ≥ 4, corresponding
to the core collapse.
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Fig. 9. Average flow velocities 𝑈 (a) and 𝑉 (b) in the 𝑋 and 𝑌 directions, respectively, for the channel flow experiment, normalized by the free-stream velocity 𝑈∞. In both
figures, the top row presents the PIV results, while the bottom row shows the EBIV results. Velocity isolines corresponding to specific velocity values are displayed. The black
horizontal line indicates the 𝑌 ∕𝐻 coordinate for which the second-order statistics are presented in Fig. 10. The red diamonds mark the locations of the PSD plots in Fig. 11.
3.2. Channel air flow with squared rib

Fig. 9 presents the average velocities in the 𝑋 (Fig. 9a) and 𝑌
(Fig. 9b) directions, 𝑈 and 𝑉 , for both PIV (top) and EBIV (bottom),
normalized by the free-stream velocity 𝑈∞. The figure also includes iso-
lines with specific velocity values labeled directly on the lines. Overall,
EBIV reliably captures the flow statistics, particularly the reattachment
point of the wake, which occurs approximately 7𝐻 downstream of the
rib, as well as the recirculation areas both in front of and behind the
obstacle. The 𝑉 component shows more noticeable differences, espe-
cially in the 0-velocity isolines. However, given the small magnitudes
involved, these discrepancies can likely be attributed to alignment
issues.

Fig. 10 shows part of the normalized second-order statistics. Specif-
ically, the Reynolds shear stress, 𝑢𝑣∕𝑈2

∞, and the Turbulent Kinetic
Energy (TKE), (𝑢2 + 𝑣2)∕(2𝑈2

∞), are compared along the dashed line
at 𝑌 ∕𝐻 = 1.5, as shown in Fig. 9. PIV results, considered as the
10 
reference, are represented by black lines, while EBIV measurements are
plotted using red markers with a continuous line. Similar results can be
observed throughout the flow domain.

Good agreement is observed across most of the streamwise direc-
tion. However, notable discrepancies appear at the edges of the FOV for
the TKE, particularly in the region behind the rib. The instantaneous
velocity snapshots contain outliers due to a lack of particles in the
EBIV images. While this issue can be mitigated by applying multi-
frame cross-correlation (CC) processing, simpler two-time-step CC was
considered for the purposes of this study. The main argument is that we
aim to compare the capability to extract ROMs from EBIV and PIV data
assuming the most slender processing possible for EBV images, in view
of future online implementation. The particle deficit is not due to insuf-
ficient laser intensity but rather the large number of events processed
by the EBV sensor and the non-uniformity of the laser intensity across
the sheet. Operating near its event-processing capacity, the EBV sensor
primarily captures the most intense particle scatter. With the laser sheet
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Fig. 10. Average normalized second order flow statistics for the channel flow experiment, along the horizontal line 𝑌 ∕𝐻 = 1.5. In black, the reference values from PIV. In red,
the results from EBIV. For sake of representation, only one marker every 7 is shown.
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having a Gaussian intensity distribution across the horizontal FOV,
most particles are captured at the center of the FOV. The edges of
the FOV suffer from a lack of particles, leading to increased velocity
fluctuations (𝑢 and 𝑣). While these fluctuations were filtered out in
he averaged velocities shown in Fig. 9, they become apparent in

the second-order statistics. This issue was partially mitigated in other
measurement regions by further expanding the laser sheet to achieve
a more uniform light intensity across the plane, resulting in better
agreement.

The PSD of the normalized x-velocity component 𝑢∕𝑈∞ is compared
etween PIV and EBIV in Fig. 11. The PSD is calculated at two sample

points, defined in terms of 𝑋∕𝐻 and 𝑌 ∕𝐻 : point A = (0.5, 0.5) and
oint B = (7, 1.5), as indicated by the red diamonds in Fig. 9. Fre-

quencies are normalized to Strouhal numbers defined as St = 𝑓 𝐻
𝑈∞

. No
pecific frequency signature can be observed in the flow field. A peak

in the velocity spectra was expected due to vortex shedding behind the
rib. However, the flow exhibited significant three-dimensionality, likely
caused by the mounting of the obstacle in the channel, which generated
side effects. It is probable that the out-of-plane motion suppressed the
typical vortex shedding signature [39], resulting in a more uniformly
distributed turbulent spectrum.

In general, EBIV exhibits a significantly higher noise level compared
to PIV, resulting in an elevated plateau of the PSD at higher frequencies.
This plateau is found to be of similar magnitude for both the 𝑢 and

PSDs and is primarily dependent on the location of the sample
point. Overall, this finding is consistent across the full flow domain
nd demonstrates that EBIV can effectively capture the most energetic

frequencies of the flow, albeit above a noise floor that is several orders
of magnitude higher than that of PIV.

4. Modal analysis

A comparison of the energy distribution of the modes, derived from
he squared singular values 𝜎, is presented in Fig. 12. For both the jet
low (a) and the far-back region of the channel flow (b), a comparison

of the squared singular values (left) and the cumulative sum of 𝜎2𝑘
(right) is shown. The reference from PIV is indicated in black, while
the EBIV results are shown in red. Each sequence is normalized by the
cumulative sum of squared singular values from the PIV measurements.

In both cases, EBIV correctly identifies the significance of the dom-
inant modes. However, the cumulative energy plot reveals that EBIV
measures higher energy than PIV. In the jet flow experiment, the
overshoot in energy is limited to 1% compared to PIV. In contrast,
 t

11 
Fig. 11. PSD of the normalized 𝑢∕𝑈∞-velocity fluctuation in the points A = (0.5, 0.5)
and B = (7, 1.5), indicated by red diamonds in Fig. 9. The frequencies are normalized
as St = 𝑓 𝐻

𝑈∞
.

in the channel flow experiment – especially in the back region – the
overshoot reaches up to 25%.

In the jet flow case, EBIV slightly overestimates the energy of
he first few modes, but the results show that the energy of higher-
rder modes is slightly lower than that of PIV, compensating for the
nitial discrepancy and leading to a minor overall overestimation of
urbulent kinetic energy compared to PIV. This discrepancy, around
%, is likely due to a misalignment between the two flow fields rather
han an inherent limitation of the measurement technique, as it is not
onsistently observed across other datasets.

For the channel flow, the first and most energetic modes are well
reconstructed by EBIV. However, higher-order modes exhibit greater
contamination by noise, resulting in a cumulative energy sum that is
1% higher than that of PIV. The most significant deviation is observed

in the wake region behind the rib, where EBIV overestimates the total
nergy by up to 25%, largely due to the presence of outliers at the edges

of the domain, as discussed in Section 3.
The comparisons between the projected temporal mode coefficients

̃ j, with respect to a common spatial basis, 𝛷̂PIV𝛴̂PIV, as described in
q. (6), are presented in Fig. 13. Modes 1 and 80, corresponding to

the jet flow (Fig. 13a) and the channel flow (Fig. 13b) are shown. On
he left, the values of the projected temporal mode coefficients 𝜓̃ are
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Fig. 12. Mode energy comparison for two experimental datasets: (a) jet flow and (b) channel flow with a square rib, far-back region. Each plot presents the energy distribution
per mode (left) and the cumulative energy (right), both normalized by the total energy from PIV measurements. Black triangular markers represent PIV results, while red lines
correspond to EBIV data. For clarity, only the first 103 modes are shown on the left plot and the first 3.5 × 103 modes on the right. Both plots use logarithmic scales on both axes.
Markers are distributed logarithmically across the plot to better represent the variation in the data. A linear zoom-in is provided for better visualization: in the single-mode energy
plot, the first 10 modes are emphasized, while in the cumulative energy plot, modes between 3400 and 3500 are enlarged.
plotted, normalized by the square root of the number of snapshots 𝑛𝑡
in the training dataset used to compute the common spatial basis. The
reference value from PIV is shown in black, while the results from EBIV
are depicted in red. The projected temporal modes are plotted for a
short sequence lasting 10 convective units within the testing set. On
the right, the PSD of the aforementioned projected temporal modes 𝛹̃
is shown, maintaining the same color coding as before.

Even for higher mode numbers, which are typically subject to noise,
EBIV demonstrates its ability to accurately capture the same dynamics
as PIV. In the channel flow case, the temporal modes from EBIV exhibit
more fluctuations but generally follow the primary trends of the mode.
This behavior is consistent across the entire flow domain. Moreover, the
PSD plot confirms the same trend observed in the PSD of the fluctuating
velocity fields. In the jet flow, the high-frequency plateau is higher for
the PIV measurements, as shown in Fig. 8, where the PSD in the mixing
layer – energetically dominant in the field – exhibits the same behavior.
The low-frequency component is well reconstructed by EBIV, even for
relatively high mode numbers.

A different behavior is observed in the channel flow experiment.
Low-order modes accurately capture the high-energy low-frequency
content but plateau at a higher level at higher frequencies. For higher-
order modes, an offset is noticeable at lower frequencies, while the
noise plateau approaches the main frequency energy level, indicating
12 
that noise becomes increasingly dominant. Overall, across both mea-
surement techniques and flow conditions, the high-frequency plateau
increases with higher mode numbers, confirming the expected correla-
tion between mode number and noise susceptibility.

More generally, assuming the PIV results as the ground truth, the
normalized root mean square error (RMSE) between the 𝑖th EBIV
and PIV projected temporal coefficients 𝜓̃𝑖, scaled by the 𝑖th common
singular value 𝜎̂PIV,𝑖, can be introduced. This error is defined for the 𝑁̃𝑡
testing subset as follows:

𝜖𝜎̂𝛹̃𝑇 (𝑖) =

√

√

√

√

√

√

𝑛̂𝑡
𝑁̃𝑡

∑𝑁̃𝑡
𝑗=1 𝜎̂

2
PIV,𝑖

(

𝜓̃PIV,𝑖(𝑗) − 𝜓̃EBIV,𝑖(𝑗)
)2

∑𝑛̂𝑡
𝑘=1 𝜎̂

2
PIV,𝑘

(7)

Note that the denominator in Eq. (7) is related to the normalization
of the error.

The projection errors, calculated only for the testing dataset, are
shown in Fig. 14 for both the jet flow (blue) and the three regions of
the channel flow experiments: front (red), back (purple), and far-back
(green).

Lower-order modes, despite exhibiting small errors in their shape,
contribute significantly to a higher 𝜖𝜎̂𝛹̃𝑇 because they have higher
energy. In contrast, higher-order modes have the opposite behavior. As



L. Franceschelli et al.

p

t

c

Experimental Thermal and Fluid Science 164 (2025) 111425 
Fig. 13. On the left, the projected temporal mode coefficients 𝜓̃ for modes 1 (top) and 80 (bottom) are shown over a duration of 10 convective time units. These modes were
obtained by projecting the fluctuating velocity fields onto a common spatial basis 𝛷̂PIV𝛴̂PIV, derived from the PIV measurements. The jet flow is shown in (a), and the far-back
region of the channel flow in (b). The dashed black line with markers represents the results from PIV, while the red line represents the EBIV results. The values are normalized
by the square root of the training dataset’s dimension, 𝑛𝑡, used to compute the common basis. Only one marker out of every ten is displayed. On the right, the PSD of the two
rojected temporal modes is color-coded according to the measurement technique.
u

the weight of these modes decreases more rapidly than the error in 𝛹̃ ,
he overall 𝜖𝜎̂𝛹̃𝑇 gradually decreases with increasing mode order.

Overall, the error remains within a few percentage points, with the
back region of the channel flow being the most affected, showing an
initial error of approximately 8.5%. Notably, the other regions of the
channel flow exhibit errors in the same order as those observed in the
jet flow.

The accuracy of spatial mode reconstruction is evaluated using
osine similarity. In this case, no projection onto a common basis is

performed. Instead, the spatial modes 𝛷 are directly compared after
 t

13 
being computed via Singular Value Decomposition (SVD), on the full
dataset 𝑁𝑡. The comparison is made between the 𝑖th spatial mode from
PIV and the 𝑗th spatial mode from EBIV. Mathematically, the cosine
similarity matrix 𝐶 𝑆 ∈ R2𝑁𝑝×2𝑁𝑝 is computed as the scalar product
between the spatial modes of the two measurements:

𝐶 𝑆 = 𝛷𝑃 𝐼 𝑉 ⋅𝛷𝑇
𝐸 𝐵 𝐼 𝑉 (8)

No normalization is required, as the spatial modes already possess a
nitary norm by definition. Ideally, if all spatial modes were identical,
he cosine similarity matrix would display a diagonal of ones (red in the
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Fig. 14. Root Mean Square Error (RMSE) of the 𝑖th projected temporal modes 𝛹̃𝑖 between PIV and EBIV, scaled by the corresponding singular value 𝜎̂PIV,𝑖. The blue line represents
the RMSE for the jet flow experiment, while the red, purple, and green lines correspond to the front, back, and far-back regions of the channel flow, respectively. The entire set
of 𝑛̂𝑡 modes is presented.
Fig. 15. Cosine similarity matrix 𝐶 𝑆 between the spatial modes 𝛷 from PIV and EBIV, in the case of the jet flow (a) and the back-rib region of the channel flow (b). Values of
1 indicates full similarity, 0 orthogonality of the modes and −1 phase opposition. Only the first 200 modes are shown. The area squared in black represents the zoom-in window
for the first only 30 modes. The dashed line indicates the matrix diagonal.
map). However, due to increasing noise contamination and potential
phase opposition, the cosine similarity values tend to decrease, become
negative (blue in the map), or cause highly similar modes to diverge
from the diagonal. Additionally, cross-talk between neighboring modes
results in blurred similarity values around the diagonal. Fig. 15 presents
the cosine similarity matrices for the jet flow (Fig. 15a) and the back
region of the squared rib measurements (Fig. 15b). The first 200 modes
per case are displayed, with a zoom-in area focusing on the first 30
modes.

In both cases, the main diagonal gradually fades, indicating a
spreading of corresponding modes into adjacent ones for the other
measurement technique. Overall, the jet flow dataset exhibits better
behavior, with the fading occurring consistently along the main diag-
onal. In contrast, the higher noise contamination in the channel flow
causes the 𝑖th PIV mode to spread into higher-rank EBIV modes. This
pattern is observed across all investigated regions. Despite this, very
good correlation is still seen for the most energetic modes.

Overall, EBIV accurately captures both the main spatial and tempo-
ral characteristics, demonstrating robustness to noise in the raw data
and producing results comparable to PIV even at higher mode numbers.
14 
For the jet flow, the primary discrepancy lies in estimating the singular
values for the most energetic modes (see Fig. 12), exhibiting an error
of approximately 10%.

Finally, a Low-Order Reconstruction (LOR) of the velocity fields
ũLOR,𝑟 ∈ R2𝑁𝑝×𝑁𝑡 is obtained by reconstructing the flow using only the
first 𝑟modes from the Proper Orthogonal Decomposition (POD) for both
PIV and EBIV data. The reduced-order approximation of the velocity
field is given by

ũLOR,𝑟(𝑥, 𝑡) =
𝑟
∑

𝑖=1
𝛹𝑖(𝑡)𝜎𝑖Φi(𝑥) (9)

The reconstruction is performed for increasing ranks 𝑟, and the resulting
LORs for PIV and EBIV are compared to the full-rank PIV velocity field
uPIV(𝑥, 𝑡). This comparison is aimed at evaluating the dimensionality
reduction performance of EBIV.

To quantify this evaluation, an error metric 𝛿(𝑟) is introduced.
This metric measures the time-averaged deviation of the reduced-order
approximation ũLOR,𝑟 from the full-rank PIV velocity field uPIV. For each
rank 𝑟, the point-wise root mean square error (RMSE) is computed for
all velocity components across the entire flow field and averaged over
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Fig. 16. LOR error 𝛿 for both experiments, referenced to the full-rank velocity field computed via PIV, as function of the truncation rank 𝑟. The experiments are represented with
onsistent marker types: diamonds for jet flow and circles for channel flow. The measurement techniques are color-coded, with black representing PIV and red representing EBIV.
or visualization purposes, only the first 3500 rank approximation errors are plotted, with markers equally distributed on a logarithmic scale.
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the time series. The error is normalized by the maximum turbulent
inetic energy (TKE) observed in the PIV measurements, resulting in

the following expression for 𝛿(𝑟):

𝛿(𝑟) = 1
𝑇 𝐾 𝐸max

⟨

‖

‖

uPIV(𝑡) − ũLOR,𝑟(𝑡)‖‖2
⟩

𝑡
√

2𝑁𝑝
(10)

where ‖⋅‖2 represents the 𝐿2-norm over the spatial domain and the
angle brackets ⟨⋅⟩ denote time-averaging over the acquired time series.
The obtained values for the jet flow experiment and the back region of
the squared rib in the channel flow are shown in Fig. 16.

The error from the PIV measurement tends to zero, since includ-
ing more and more modes in the LOR, the low-rank approximation
approaches the full-field reconstruction, considered as reference. For
the EBIV measurements, the error reaches a minimum value of approx-
imately 0.5% in the jet flow case as the rank increases. In contrast, for
the channel flow, an optimal rank that minimizes the error is observed
between r = 100 and r = 200. At this range, the error is comparable to
that of the jet flow but remains a few times higher. Beyond this rank,
the error 𝛿EBIV begins to increase and subsequently stabilizes.

5. Conclusions

In this study, we investigated the potential of using neuromorphic
vent-Based Vision (EBV) cameras for data-efficient low-order coor-

dinate estimation in turbulent flows. More specifically, the Reduced-
rder Modeling (ROM) performance of pulsed Event-Based Imaging
elocimetry (EBIV) is compared to conventional PIV, using synchro-
ized measurements for comparison, in the cases of a submerged water
et and a channel air-flow with a square rib.

Our findings highlight that EBIV successfully captures flow statistics
nd dominant spectral content. Although the data exhibit higher noise
ompared to PIV, leading to increased total energy and discrepancies
n high-frequency spectral density, EBIV reliably identifies the same
ominant flow structures and dynamics as PIV, including their asso-
iated energy. The distortion of low-order modes – critical for control
 remains minimal, with noise primarily affecting higher-order modes
y elevating their energy. More specifically, in the water jet case,
lightly higher mode energy is associated with the first few modes.
owever, the cumulative mode energy aligns well with PIV due to
omparable noise levels in the higher-order modes. In the channel air-
low case, the most relevant modes are well reconstructed, although

a significantly higher cumulative energy is observed, attributed to the
elevated noise in the higher-order modes. Finally, Low-Order Recon-
truction (LOR) demonstrate performance comparable to conventional
IV measurements, even at relatively high-order modes. This confirms
BIV’s potential to provide a reliable foundation for ROM of flow dy-
amics. The higher sensitivity and lower data rate of EBV cameras make
15 
them particularly attractive for real-time applications requiring low-
order representations, such as predictive modeling and flow control.
Nonetheless, challenges related to noise and event processing need to
e addressed before effective control can be achieved.

It is important to emphasize that conventional PIV algorithms and
experimental setups have been implemented, albeit applied to a novel
technology. The authors believe that developing a dedicated event-
based data-processing framework and fine-tuning the experimental
setup – such as optimizing seeding density – can significantly enhance

easurement quality. Furthermore, the authors would like to highlight
that multi-frame processing greatly improves the quality of the results,
particularly for EBIV. However, keeping in mind the goal of evaluating
he real-time applicability of this technology, only simple dual-frame

processing has been employed.
In conclusion, this study highlights the promising capabilities of

EBV cameras in the field of flow diagnostics and control. Despite chal-
lenges such as noise levels and event rate constraints, the significant
reduction in data volume, enhanced sensor sensitivity, and innovative
data representation position EBIV as a strong candidate for real-time,
maging-based applications.

Future efforts should focus on developing more efficient data pro-
cessing methods, integrating them directly into EBV camera electronics,
nd improving robustness to latency. These advancements will be cru-
ial for the deployment of EBIV in real-time, closed-loop flow control
ystems.
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