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NEW VEGETATION PRODUCTS FROM IMAGING SPECTROSCOPY: PHYSICAL MEANING,
QUANTITATIVE INFORMATION, UNCERTAINTIES AND VALIDATION

Jose F. Moreno

Faculty of Physics, University of Valencia, 46100 Burjassot, Valencia, Spain — Jose.Moreno@uyv.es

Advanced scientific usage of satellite vegetation products in global models of carbon and water
cycles, and climate models with improved predictive capabillities, as well as the usage of vegetation
products in emerging applicators (precision agriculture, food security, phenotyping, biodiversity) are
demanding new vegetation products that can provide the necessary inputs. Such new products must
satisfy four main characteristics: have a precise physical meaning, represent quantitative well-defined
information, have quantitative estimates of uncertainties and be subject to a systematic rigorous
validation. Among the new products recently introduced, or to be soon available from new satellite
systems are: chlorophyll fluorescence emission spectrum, decomposition of light absorption by
elementary pigments, dynamical changes in leaf pigments with stress adaptations and energy dissipation
cycles (xanthophylls), plus more precise quantification of biochemical constituents and more precise
structural information, and high-level products such as actual photosynthetic (electron transport) rates
and vegetation stress indicators (potential versus actual photosynthesis, photoprotection adaptations,
non-photochemical energy dissipation). The combined usage of such products in dynamical models of
vegetation will also allow derivation of improved estimates of carbon assimilation (Gross Primary
Productivity) and evapotranspiration rates, with an explicit coupling of dynamical effects in the
combined energy-water-carbon cycles.

Among the different new products mentioned above, the chlorophyll fluorescence emission deserves
special interest as new type of information, particularly when the full spectral emission is available, with
direct implications for improvements in the modelling of photosynthesis light reactions and quantitative
estimation of stress effects reducing photosynthetic capacity.

The possibility to derive such new type of information, in a consistent and systematic manner from
satellite data with global coverage, will be made possible with several new satellite systems currently
under development, in particular the Fluorescence Explorer (FLEX) mission, but also exploiting in parallel
ESA Copernicus Sentinel systems, like Sentinel-2/3 and CHIME, and other satellite systems.

All such new vegetation products are not yet operative, some are more mature and some are still in
an early state of prototype development. Then, itis very important to provide each product with a proper
estimate of the corresponding uncertainties, with explicit confidence intervals, using the corresponding
statistical distribution for each product. Special care is put in deriving the corresponding uncertainties at
each processing step and propagating the uncertainties from one step to the next by using the full
covariance matrices. Explicit separation of systematic and random uncertainties are considered at each
processing step and separately propagated in the derivation of the final uncertainties. This strategy is
relevant for all users and applications, but results of special interest for those applications exploiting data
assimilation into dynamical models of land processes, which is one of the key targets for all such
developments. A proper, quantitative, and statistically sound validation of such new vegetation products
has to be developed, where the associated uncertainties in satellite products and field data are
consistently considered.

A complete set of activities are taking place to provide the new products in an operational manner in
the coming years, opening new perspectives towards science and applications.
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Abstract

Hyperspectral technology has led to a giant leap in the field of remote sensing. The increasing demand
for hyperspectral images across the globe and their adoption in several research applications has raised
their visibility. For the large thematic domain dealing with research and applications for aquatic
ecosystems, imaging spectrometry offers clear advantages due to the narrow spectral features that
water components cause on observed reflectance. The availability of a contiguous spectrum makes
algorithms more effective in a wide variety of waters with varying water column depths and bottom
reflectance and lead to more successful retrieval of a larger number of properties to derive meaningful
information of aquatic ecosystems conditions.

Since several decades, imaging spectroscopy have been used for aquatic ecosystem mapping for the
retrieval of parameters describing water quality, aquatic vegetation diversity, floating matter and benthic
substrate types. Following the launch of Hyperion, a new generation of spaceborne hyperspectral sensors
is now available (e.g., EnMAP) for improving water resources monitoring, while future missions are also
under development (e.g., CHIME). Along with such class of hyperspectral missions, typically covering the
400-2500 nm wavelength range with a spatial detail of about 30 m, other missions as PACE for oceans or
FLEX for terrestrial vegetation are going to provide novel data for observing aquatic ecosystems status
and health.

In such a context, this contribution aims to review the exploitation of data gathered from the PRecursore
lperSpettrale della Missione Applicativa (PRISMA), after 5 years of operation for studying aquatic
ecosystems. To the aim, an overview of standard PRISMA products at 30 m spatial resolution, including
both top-of-atmosphere radiance and bottom-of-atmosphere reflectance is presented along with the
common challenges of remote sensing of water quality, such as the non-covarying water consfituents,
adjacent effects and the complexity of the atmosphere. The contribution then focuses on the community
efforts for developing and testing ad-hoc procedures for correcting PRISMA data by atmospheric and
adjacency effects, as well as for sun glint contamination. The results are evaluated against reference
measurements of water reflectance, gathered from both in situ infrastructures and airborne campaigns
acquired over globally distributed inland and marine waters. The developing and testing of algorithms for
the estimation of water constituents, phytoplankton pigments diversity, bottom properties and floating
matter, such as aquatic vegetation and scum, are then presented as use cases. These uses cases are
presented thanks to the recent achievements of the hyperspectral water community for a variety of sites
including rivers, lakes, arfificial reservoirs, lagoons, estuaries and coastal waters, located both in Italy and
at international sites. Finally, the synergistic use of PRISMA with different types of sensors is discussed to
demonstrate the need for a multi-scale/multi-sensor approach for studying water resources and for
developing applications of societal importance, such as the areas of water quality hazards and of
regional biodiversity hot spofs.
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Abstract

The new and upcoming spaceborne imaging spectroscopy missions offer new ways for analysing and
monitoring terrestrial ecosystems. A better understanding of the processes related to ecosystem changes
will confribute to a more sustainable land management and, hence, to climate change mitigation.
Peatlands play an important role in the context of global climate change, but especially peatlands under
agricultural land use are often overlooked in Earth observation research with regard to theirrole as carbon
sink, storage or source. While intact peatlands are carbon sinks and represent an important carbon
storage, peatland degradation leads fo high carbon emissions, due to the mineralisation of the organic
soil layer that is characteristic to the peatland. In Europe, for example, 50 % of the peatlands are
degraded, especially through drainage, and confribute 5% of the total greenhouse gas emissions. Only
the conservation of (near-) natural peatlands and the rewetting of degraded peatlands will lead to
positive effects regarding climate change mitigation. Both, the conservation and the process of rewetting
require detailed spatial information, e.g. on the vegetation composition or biomass, and a consistent
monitoring, e.g. of vegetation drought periods or shrub encroachment. Time series of imaging
spectroscopy data can support such mapping and monitoring and complement existing fime series of
multispectral or microwave data. However, especially the monitoring of rewetted peatlands and the
processes of these novel ecosystems calls for new or adapted approaches for analysing the imaging
spectroscopy time series. In this talk, a brief infroduction into the role of peatlands within global climate
change research is given, followed by an overview of peatland related imaging spectroscopy research
in combination with other related Earth observation products. The talk concludes with ideas for next steps
in bringing the newly available data and existing challenges together.
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As part of the European Copernicus Programme, the Copernicus Hyperspectral Imaging Mission for the
Environment (CHIME) will provide routine hyperspectral observations globally over land and coastal
zones in support to European Union policies for the management of natural resources, ecosystem
services and societal benefits. This unique visible-to-shortwave infrared spectroscopy-based
observatory will provide key unique contributions in fulfilling user requirements in many domains
including for example sustainable raw materials exploitation, resilient agriculture with a focus on soil
protection and soil-health restoration, correct use of nutrients, effective water management, food
security and the protection of biodiversity. By sampling many specific absorption features of the
surface and the atmosphere, and by exploiting the information content of the full continuous VSWIR
spectral signature, CHIME measurements and derived Level-2 products will be diagnostic for
geophysical surface properties such as plant functional traits (e.g., nitrogen content, leaf water
content), soil properties (e.g., soil organic carbon content) and minerals abundance (e.g., kaolinite).
Moreover, several secondary applications will benefit from the routine provision of CHIME Level-1 and
Level-2 products, e.g., coastal and inland water quality monitoring (e.g., phytoplankton pigments),
methane and CO, emission detection from point sources, snow and ice light absorbing impurities. A
thorough analysis of the user requirements as expressed by the Copernicus users has been performed
since the early development stage of the mission. Building on that, a set of mission requirements for
the space and ground segment traceable to these user needs has been defined by ESA and the CHIME
Mission Advisory Group in the Mission Requirements Document (MRD).

For the development of the Space Segment Contract (Phase B2/C/D/E1) Thales Alenia Space (France)
as Satellite Prime and OHB (Germany) as Instrument Prime were selected. Currently there are two
satellites foreseen and each of the satellites will embark a HyperSpectral Instrument (HSI) which is a
pushbroom-type grating Imaging Spectrometer with high Signal-to-Noise Ratio (SNR), high radiometric
accuracy and data uniformity. HSI is characterised by a single telescope, and three single-channel
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spectrometers covering each one-third of the total swath of ~130 km. Each spectrometer has then a
single detector covering the entire spectral range from 400 to 2500 nm. With two satellites in orbit,
the mission will provide global coverage of land and coastal areas every 11 days with a spatial
resolution of 30 m (Figure 1). This baseline is compliant with the mission requirements defined in the
MRD and traceable to the requirements expressed by the Copernicus users.

CHIME data will be pre-processed onboard the satellite within the dedicated Data Processing Unit,
allowing cloud detection and compression using machine learning techniques. Once transmitted via
Ka-Band antenna to the ground, the CHIME data will be processed by the Copernicus Ground Segment
and disseminated through the Copernicus Data Space Ecosystem (Level-1 and Level-2 core products;
https://dataspace.copernicus.eu/). Additional demonstration products and higher-level prototype
products related to key vegetation, soil and raw material properties are also being prototyped. A full-
fledged End-to-End (E2E) simulator is being developed to support the CHIME mission development. It
embeds the Observation Performance Simulator (OPSI) and includes a full forward and inverse
modelling of CHIME data products and preliminary retrieval algorithms, with the main aim of assessing
the CHIME performance with respect to the requirements set in the MRD and flowed down in the
System Requirements Document. In parallel to the CHIME E2E, a specific relevant activity was kicked-
off in 2023 for the development of the future operational processors of the CHIME Level-2 products.
These activities will exploit data collected during the CHIME campaigns in 2018, 2020 and 2021 with a
combination of airborne and (in 2020 and 2021) spaceborne spectrometers deployed by ESA, NASA,
DLR and ASI, supported by ground teams from numerous European institutes.

In this contribution, the main outcomes of the CHIME activities carried out in Phase A/B1 and B2, as
well as the ongoing and planned activities for Phase C/D/E will be presented, covering the scientific
support studies, the technical developments, and the user community preparatory activities. The
status of the ongoing cooperation between ESA, ASI, DLR and NASA towards increasing synergies of
current and future imaging spectroscopy missions in space will be reported as well.
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Challenge

CHIME (Copernicus Hyperspectral Imaging Mission for the Environment), planned to be launched in 2028,
aims to complement the existing Copernicus satellites for observing land and coastal areas. The mission
is synergetic with Sentinel-1, -2, -3 and LSTM, and also with other international hyperspectral missions such
as SBG, EnMAP (by DLR) and PRISMA (by ASI).

The imaging spectrometer covers the visible, near and shortwave infra-red spectral range from 400 nm to
2500 nm at infervals of at most 10 nm and at spatial resolutions of at most 30 m. These Earth observation
capabilities will in particular support services for food security, agriculture and raw materials.

Based on Top-Of-Atmosphere (TOA) radiances in cartographic or sensor geometry, Bottom-Of-
Atmosphere (BOA) reflectance will be generated fulfiling the CEOS ARD surface and aquatic reflectance
specifications. Also, a range of higher-level high priority products related to canopy & leaf level and soil
& mineralogy will be provided.

Methodology

CHIME Level 2A and 2B processors will be provided as open source and integrated in the Copernicus
Expansion Mission Product Algorithms Laboratory (CEM-PAL) and for Level 2A in ESA’'s operational
processing environments for systematic product generation and distribution to users.

The CHIME Level 2A processor will use several features of PACO (Python-based Atmospheric COrrection),
duly optimized for CHIME, and optimized atmospheric corrections for land and water surfaces. First, it
masks pixels, e.g. land-water, cloud-haze-cirrus-clear. It then derives atmospheric parameters based on
mission-external Copernicus Atmosphere Monitoring Service (CAMS) and mission-internal instrument data.
Next, it determines the reflectance for all types of terrain using the Copernicus DEM and based on Look-



Up-Tables containing various atmospheric profiles and radiative transfers using libRadTran. Finally, the
surface anisotropy quantified by Bidirectional Reflectance Distribution Function (BRDF) models is
corrected.

The CHIME Level 2B processor will apply well-established approaches for the retrieval of Canopy and Leaf
Nitfrogen and Water Content, Leaf Mass per Area for vegetated pixels, and Soil Organic Carbon (SOC)
content and Kaolinite abundance for non-vegetated pixels. Due to the influence of cover fractions of
green photosynthetic active vegetation (PV), dry non-photosynthetic vegetation (NPV) and bare soil per
pixel, these will be estimated by an improved and tailored pixel masking.

Results

To derive the atmospheric profile, air temperature and total ozone columns are exfracted based on
CAMS. Aerosol Optical Thickness (AOT) retrieval is based on dark reference areas in different wavelength
ranges, e.g. 2100 nm, 660 nm, 470 nm for land and 850 nm, 660 nm for water, and especially in typical
spectral relafions. Water Vapour (WV) is estimated based on absorption regions at 945 nm, 1130 nm.
Other molecular absorbers are expected to have constant mixing ratios.

Vegetation products are based on a hybrid model blending the physics described by coupled canopy-
leaf radiative tfransfers related to multiple states of vegetation characteristics and the efficiency of
machine learning regression algorithms. For SOC content products, first dominant soil pixels are selected
and then a SOC reference soil database is used for the parametrization of the machine learning retrieval
model. For kaolinite abundance products, first kaolinite-bearing pixels are selected and then the kaolinite
abundance and uncertainty are determined using machine learning techniques.

The uncertainty analysis for the outputs considers the input uncertainfies and uncertainty free diagrams
for the processing fo account precisely for error contributors and to achieve consistency for Level 2A and
2B. Propagation is performed through analytical or Monte Carlo methods, depending on the applicability
of assumptions on Gaussian probability distributions and linear measurement functions in the range of
errors.

Ouvutlook for the future

L2H/F (harmonized / fused) extends Level 2A processing based on CHIME and SBG Level 1C products by
considering co-registration to a reference image, inter-calibration, and spectral band adjustment, to
obtain denser (and longer) time series.

The realization of Level 2A and 2B processors will start by Q4/2023 and first prototypical versions are
expected for Q4/2024 and Q2/2026, respectively, and final operational versions one year before CHIME
satellite launch.

In particular after launch, the Calibration and Validation (Cal/Val) of Level 2A and 2B products will
extensively consider uncertainty information to ensure the mission performs within specified limits and to
verify the accuracy of the derived products, usually by comparing it fo a reference standard traceable
to the International System of Units (SI) or to other internationally accepted standards and to independent
ground-based measurements, e.g. RadCalNet and AERONET, or other mission products like NASA SBG
and ESA TRUTH.
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Challenge

Kaolinite abundance is one of the high-priority spectral products defined by the CHIME Mission Advisory
Group. Within the CHIME E2E consortium, GFZ is responsible for the development of a suitable retrieval
module that also provides uncertainties. This fask contains two major challenges: (i) Kaolinite often occurs
together with other spectrally similar clay minerals such as ilite and smectite as well as the members of
the kaolin group including dickite and halloysite. This results in the overlapping of diagnostic absorption
features of kaolinite (i.e., at around 2165 and 2207 nm) with the noted minerals, making spectral-based
identification and quantification a challenge (ii) There is no agreement on the meaning of "abundance”
in the geologic remote sensing community. The term “spectral abundance” refers to the proportion of a
pre-defined endmember within a pixel spectrum. In our development, we aim to minimize the impact of
the selection and yield areal abundance maps by considering the spectral variability and intfimate
mixtures of kaolinite. Furthermore, we investigate the possibilities and limitations for deriving volumetric
abundance (or proportion), which is the most sought-after parameter for kaolinite and other clay minerals
considering the limitations imposed by the coating effects of kaolinite.

Methodology

To meet these challenges, we use a two-step approach. In the first step, we pre-select pixels that contain
a minimum proportion of kaolinite. A sequence of various selection steps is applied to CHIME L2A data
considering available information about surface type, data quality, and reflectance uncertainty. The
most important step is the classification of kaolinite-bearing pixels using an artificial neural network
(multilayer perceptron). The model was frained in advance by using an enriched spectral library,
generated by linearly mixing the main surface cover types and minerals with kaolinite. The fraction of
kaolinite in the training data ranges between 5-100 %.

In the second step, pixel spectra are analyzed for their kaolinite content. For this purpose, two methods
are currently implemented. The first method is based on a spectral feature, which is composed of the
friangle area (TRF) defined by the BOA reflectance at 2193, 2210, and 2219 nm. Tests showed that this
feature is less sensitive to spectral mixtures with other clays compared to, forinstance, the commonly used
continuum-removed absorption depth of kaolinite at around 2200 nm. The second method is based on
Gaussian progress regression (GPR). Both methods are also frained in advance using synthetic mixtures.

For the derivation of the required uncertainty products, classical error propagation is performed for the
TRF method, whereas for the GPR method, the uncertainties are taken directly from the model.

Results



The validation of the two processing steps shows excellent results. For example, a classification accuracy
of over 98% was achieved for the preselection step considering independent synthetically mixed specftra.
Figure 1 shows the results for the two implemented kaolinite abundance retrieval methods. The R2 for the
TRF and GPR methods are 0.874 and 0.976, with the RMSE of 0.086 and 0.037, respectively. Here, the
machine-learning approach is still more convincing, but this remains to be verified by real applications.

The new L2BM module was also tested with EnMAP data. For this purpose, the refrieval models were
frained separately with EnMAP resampled spectra. Figure 2 (left) shows the EnNMAP sub-scene and the
map of the areal abundance of kaolinite. The results look very reasonable, but cannot be easily validated
in the field.

Therefore, a further step in the direction of volumetric abundance would be important, since XRD can be
used to determine the actual kaolinite abundance from field samples. Figure 3 (right) shows the first result
by comparing areal and volumetric abundances. As expected, volumetric abundance above 20%
cannot be really derived using areal abundance. Kaolinite coatings of e.g. quartz grains pretend a much
higher abundance to the satellite sensor in comparison to XRD analyses, where the samples are crushed
fo powder. This can also be seen in the saturation of kaolinite absorption.

Outlook for the future

Methodologically, we will extend the training and validation data, in particular, and supplement it with
direct field measurements. In the case of volumetric abundance, we plan to analyze and model the
important range of 0-20% in more detail. For this purpose, comprehensive mixing experiments in the
laboratory are planned.

Validation Of Kaolinite Abundance Validation OF Kaolinite Abundance

1=

0.9 R"2 = 0.874
- RMSE = ©.9B6

8.8

Reference
®
Reference

Figure 1: (a) Accuracy assessment of TFR and GPR methods.
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Figure 2: EnMAP RGB (subset) and retrieved areal kaolinite abundance (kaolinite open pit mine, Hirschau, Germany)
(left) and areal versus volumetric abundance correlation plot of field and product samples (right).
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Challenge (800 - 1000 characters incl. spaces)

Soil Organic Carbon (SOC) is, according to the United Nations, one of the most relevant soil properties
directly related to the climate change. It is one of the high-priority products defined by the CHIME Mission
Advisory Group. In the frame of the development of CHIME activities, an international consortium is
developing an End-to-end (E2E) simulator including a suitable SOC content refrieval module. This task is
confronted to the following challenges: (i) the assumption of pure bare soil is difficult fo be assessed within
a spatial resolution of 30 m. (i) The 110 km swath is infroducing variation in the viewing angle and effects
such shaded soil fraction. (i) Currently, research on SOC is considered only at local scale and is based
on the use of a local database to parametrize the machine learning retrieval model. (iv) Finally, the
proposed approach should be robust enough and not increase uncertainties that might be present in
the input data.

The L2BS module implements the algorithms for retrieval SOC content that minimize the impact of the
different challenges. We investigate the potential and limitations of different parametrization of machine
learning model and compare it with a band analysis method. The latest status of the L2BS module is
presented as tested on PRISMA and ENMAP images acquired on selected test areas.

Methodology (1200 - 1500 characters incl. spaces)

The proposed method to meet challenges (i) and (iv) is a two steps approach. First a pixel preselection
sub-module is applied to CHIME L2A data by applying different spectral analysis in order to identify non-
water (NDRBI), non-green (NDBI) /dry (NCAI) vegetation, no moisture pixel (NSMI). The different indices
are calculated and compared to a threshold to remove non desired pixel. After this step, we consider
that the pixel is a pure bare soil pixel.

The second step is the SOC retrieval approach. Two methods are currently implemented. The first method
is extracted a spectral feature which corresponds to the inverse of the slope defined by the BOA
reflectance at 400 and 600 nm. The SOC content is estimated by calculating linear regression parameters
(Gain and offset) using a local database. With this mathematical approach, uncertainties can be
calculated and propagated through the module. The second method is using the Gaussian progress
regression (GPR) which allows to retrieve uncertainties directly from the model. Both methods are trained
in advance using local database including variability in the input spectrum to “simulate” errors in the input
data.
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Results (1200 - 1500 characters incl. spaces)

The validation of the two processing steps shows encouraging results. Our preliminary estimation using
synthetic scene has a R? of 0.8 and a RMSE < 3. We also use a real dataset that has been acquired by
HySpex sensor and was provided with courtesy from the EnMAP Preparatory Flight Campaign. The data
serves as input for the SGM and after running the E2E phase A/B1 simulator, a CHIME L2A data has been
generated and finally the L2BS module has been applied using SOC ground truth data for model
calibration. Figure 1 shows a visual comparison between SOC map prediction using two-step PSLR
approach applied to HySpex airborne imagery (a) and the SOC map prediction using simulated CHIME
data and the L2BS module (b). Similar spatial patterns are clearly visible and areas with very high SOC
content are correctly depicted. We also obtained a RMSE of 3.22 over the whole region of inferest which
isreduced to 1.86 using all pixel having a square of errors less then 15 corresponding to 80% of the selected
region. We have also implemented the GPR method to retrieve SOC content and we obtain a R? of 0.89
with a RMSE of 2.31 proving that the machine-learning approach is more convincing and needs o be
verified by real applications.

Outlook for the future (800 - 1000 characters incl. spaces)

Based on the ongoing work and preliminary results, future work will be devoted fo i) expand the number
of test areas using EnMAP/PRISMA images to test the SOC retrieval algorithm including a wider range of
variability in soil characteristics (e.g., texture) than the amount of SOC; ii) generalize the SOC retrieval
methods to achieve performance that is less dependent on local SSL and local pixel conditions (e.g., soil
moisture); (iii) refine the procedure to select bare soil pixels by minimizing the effects of photosynthetic
vegetation, moisture, and non-photosynthetic vegetation (e.g., crop residues); (iv) evaluate the impact
of observation angle in SOC recovery.

(a) 7 (b) Precision of the GPR prediction
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Figure 1 Left: SOC maps for airborne HySpex (a) using the two-step PLSR approach (b) simulated CHIME imagery.
Right: Accuracy assessment of the GPR method.
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Challenge

The forthcoming Copernicus Hyperspectral Imaging Mission for the Environment (CHIME) is an imaging
spectrometer satellite mission that can capture reflected radiation from the visible to the shortwave
infrared (400-2400 nm). CHIME will routinely acquire hyperspectral imagery across the globe to support,
among others, cropland and biodiversity monitoring applications. While the mission will process spectral
data from levels 1 o 2A (bottom-of-atmosphere reflectance), it also plans to produce prototype higher-
level surface products, such as a diversity of vegetation products.

In preparation for CHIME, ESA has initiated a full end-to-end (E2E) performance simulator called CHEES.
This E2E aims to provide redlistic synthetic datasets that go through all essential processing modules,
including validation of the generated products. Specifically, the L2B Vegetation Processor (L2BV) is
responsible for retrieving a set of leaf and canopy vegetation fraits. CHIME's Mission Advisory Group (MAG)
has identified a set of priority vegetation traits: leaf nitrogen content (LNC), leaf mass area (LMA), leaf
water content (LWC), canopy nitfrogen content (CNC), and canopy water content (CWC). The L2BV
Processor is also prepared fo retrieve the following vegetation traits: leaf chlorophyll content (LCC), leaf
area index (LAI), canopy chlorophyll content (CCC), fractional vegetation cover (FVC), and fraction of
absorbed photosynthetically active radiation (FAPAR). This presentation reports on the latest status of the
CHEES L2BV Processor.

Methodology

Starting with the reflectance product processed by L2A, the purpose of the L2BV module is to quantify a
collection of vegetation traits. To achieve this, so-called hybrid models were developed. Hybrid models
take advantage of the physical soundness of radiative fransfer models (RTM) and the flexibility of machine
learning regression algorithms (MLRA) to build nonlinear relationships between spectra and vegetation
fraits. As RTM, the latest version of SCOPE (v.2.1) was used to generate training datasets. The training data
was further optimised both in the spectral and sampling domains. The key steps of the pursued workflow
are summarised below:

1. With SCOPE v.2.1, we generated a dataset with 2000 simulations for training, covering a broad
variability for all the selected leaf and canopy traits.
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2. To account for spectral collinearity, the spectral dimension of the training dataset was reduced
through principal component analysis (PCA). To account for redundancy in the sampling
domain, the fraining dataset was then optimised, and reduced, through active learning (AL). The
AL step works as follows: for a portion of the training dataset, the AL technique evaluates the
fraining dataset against real data, i.e. coming from airborne and field campaigns over croplands.
It then keeps only the simulations that improve the validation of the model. Additionally, a
diversity of bare soil samples was added to the final fraining dataset in order to account for non-
vegetated surface pixels.

3. Three different MLRAs were trained in order to take the top-performing one when compared to
simulated scenes. Gaussian process regression (GPR) was selected as a benchmark algorithm
given its excellent performance and the provision of associated uncertainty estimates. As back-
up algorithms, kernel ridge regression (KRR) and neural networks (NN) were additionally
evaluated as appealing algorithms. For these two algorithms, associated uncertainty is
calculated through bootstrapping. The L2BV Processor has been prepared to run these three
algorithms, but the best-performing model is selected as the baseline model.

4. The different versions of the models are evaluated against a reference scene consisting of L2A-
like reflectance with associated input layers. The scene comprises three vegetated classes
(scarce, medium, and dense), wherein all soil, leaf, canopy, and geometry variables were
ranged. In this way, the model's predictive accuracy can be evaluated, either for the enfire
scene, per class, within variable limits, or as a function of an NDVI filter. A normalised root mean
squared error (NRMSE) of 10% was set as a mission requirement (MR) for a variable to consider the
model as pass to acceptance.

An overview of the developed workflow is provided below, in Figure 1.
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Figure 1. Workflow of the methodology used fo train and select best performing models for the E2E simulator.

Results
The latest version of the models was evaluated against the simulated CHIME-like L2A reference scene.

Scatterplots of the leaf and canopy variables are shown in Figure 2. Maps obtained from the reference
scene are shown in Figure 3.
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Regarding the leaf variables, both the pricrity variable LWC and also LCC passed the MR with NRMSE of
10% (R% 0.94) and 10% (R2: 0.95), respectively. However, the priority variables LNC and LMA totally failed.
Those models cannot be considered valid, and alternative retrieval strategies are under exploration.

Regarding the canopy variables, these models are more successful. In part, thanks to the contribution of
LAl in the upscaling of the leaf variables to canopy. LAl approached the MR threshold with a NRMSE of
10.2% (R2:0.87). CWC passed the MR with a NRMSE of 9.4% (R2: 0.94) and CCC is close to passing the MR
with a NRMSE of 11.4% (R2: 0.94). Also the priority canopy variable CNC is in the direction of reaching the
MR, with a NRMSE of 13.7 (RZ 0.78). Finally, FVC was also close to passing the MR, with a NRMSE of 11.4%
(R2:0.86).

An important remark is that the reference scene ranged in LAl from 0 to 8, which might be considered
excessively high, especially in the context of croplands. Restricting the reference scene to a LAl maximum
of é resulted in a general improvement for the remaining variables, with notable cases occurring for CCC
and LAI, which decreased their NRMSEs to 7.6% (R2: 0.96) and 9.1% (R2: 0.92), respectively, well below the
MR.

LCC (pg/fcm?) LMA (g/cm?) LWC (g/em?)
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Figure 2. Scatterplots of the assessment of the models v2.1 versus the simulated scene.
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Figure 3. Retrieved maps over L2A-like synthetic 300x300 scene with the models v2.1.

Outlook for the future
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With respect to ongoing developments, dedicated efforts are planned to improve the leaf priority
variables LNC and LMA. The following strategies will be pursued:

e Exploring alternative spectral processing methods, such as spectral transformations, band
selection, and alternative dimensionality reduction strategies, in combination with available
MLRAs.

e Collecting additional campaign data to improve model tuning.

Another important aspect of improving the hybrid models is to explore their predictive power for more
heterogeneous surfaces, such as forests and natural vegetation. This would involve including simulations
from 3D radiative transfer models (RTMs), such as DART, as well as tuning and validating against field data
collected from those surfaces. We expect to present inifial results in these directions.
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Challenge

In most climates, absorbed solar radiation primarily drives a snowpack’s energy balance. Snow albedo,
the most important intrinsic snow property to retrieve, depends on the size of snow grains and
concenfration, size, and opftical properties of light-absorbing particles. In Earth’'s middle Iatitudes,
mountains cover about a quarter of the land area but provide half the water resources. Therefore,
retrieval of mountain snow properties must account for variations in reflectivity that the tfopography
causes and deal with the likelihood that most mountain snow pixels are mixed with vegetation, soil, or
rock. We must thus estimate the albedo by refrieving snow properties and modeling albedo, rather than
measure the pixel albedo directly with the spectrometer.

How accurately and how frequently must snow properties be estimated? Will future missions CHIME and
SBG meet these accuracy requirementse Can supporting imagery from multispectral sensors help meet
needs for frequent retrievalse

Methodology

The U.S. National Academies’ Thriving on Our Changing Planet (2018) clarifies a specific need for
measurement of snow albedo: “Spectral albedo of subpixel snow and glaciers at weekly intervals to an
accuracy to estimate absorption of solar radiation to 10%.” We adopt this specification as a benchmark
need for snow albedo. Note that estimating absorption to £10% is a more stringent requirement than
estimating albedo to that accuracy.

We simulated the broadband absorptivity (1-albedo), over a range of solar zenith angles, locall
ilumination angles, and snow grain sizes for both clean and dirty snow. The delta-Eddington radiative
fransfer algorithm calculated the spectral albedo, assuming deep snow. Grain radii ranged from 50 um
fo 1800 ym. For the dirty snow, the simulation combined a 100 ug/g concentration of San Juan Dust of
radius 2.5 um with a 100 ng/g concentration of black carbon of radius 0.25 um.

For the atmospheric radiation, we used a mid-latitude winter atmosphere at 3000 m elevation. The solar
zenith and local illumination angles are separately included because they affect the spectral snow
albedo and the spectral distributions of the direct and diffuse irradiance.

To examine the temporal variability of snow albedo, we examined seven years of measurements from
the Mammoth Mountain snow study site. With interpolating splines, we estimated all noontime
measurements for the snow-covered seasons of each year, and we identified the “peaks” (local
maoxima) and “valleys” (local minima) in the fime series.

Resulis

Figure 1, for solar zenith 60° and local illumination 50°, provides an example of useful information for setting
performance criteria in the design of spectroscopy missions. Setting the accuracy on grain size retrievals
to the square root rather than the value itself takes advantage of the relationship of spectral albedo o
square root of grain radius being closer to linear than to grain radius itself.



The right-hand graph in Figure 1 shows that at these solar zenith and local illumination angles, getting the
RMS error of the square root of grain radius to ~20% for clean snow and ~15% for dirty snow would enable
estimating net solar radiation to 10% RMS error. The reason for the slightly tighter criterion for dirty snow lies
in the combined effect of snow grain size and light-absorbing particles extending over the whole solar
spectrum, whereas grain size itself has negligible effect on albedo of clean snow in the visible spectrum.
We also find that existing retrieval algorithms can estimate snow properties at fractional snow cover values
of 0.3 or greater, at illumination angles less than 65°-70°.

Analysis of in situ data from the Mammoth Mountain snow study site (Figure 2) shows that changes in
albedo average 5-day recurrence intervals. In the seven snow seasons (1,555 days) analyzed, we
identified 163 peaks (local maxima) and 157 valleys (local minima).

Outlook for the future

To extend the analysis, we need to translate the measurement accuracies of top-of-atmosphere
radiances to the retrieval algorithms and ascertain whether the CHIME and SBG designs meet the
necessary accuracy and precision. We must cover the full range of solar zenith and local illumination
angles, atmospheric properties, fopographic surfaces, and surface roughness, so that we can clarify the
conditions under which we can estimate net solar radiation to 10% RMS error. Finally, we need to explore
the trade-offs between using mission-provided surface reflectance retrievals versus specific forward
atmospheric models that account for bright surfaces.

Also ripe for exploration is the fusion of hyperspectral with multispectral data to obtain information about
albedo changes during intervals between CHIME and SBG overpasses.
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Figure 1. Left graph shows the broadband absorption with £10% error for a range of snow grain radii from
50 ym to 1800 um. The right graph shows the percent error in the square root of the grain size that meets
the £10% error criterion. The x-axes use the square root of the grain size because the relationship with
albedo is closer to linear than with grain size itself.
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Figure 2. Progression of broadband albedo at the Mammoth Mountain snow study site for water year
2017. The black circles show the peaks (local maxima) in the albedo time series, the red circles show the
valleys (local minima).
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Challenge (800 - 1000 characters incl. spaces)

Hyperspectral space-borne sensors represent the next generation of EO technologies which are crucial
to map and model the rapid ecosystem changes due to anthropogenic activities and climate change.
Cenftral to the effective use of the information generated from these systems by the user community, is
the validation of, for example, satellite surface reflectance products for various terrestrial and aquatic
ecosystems. Cutting edge in-situ validation efforts now focus on the use of unmanned aerial vehicles with
hyperspectral imager payloads (UAV-HSI), which provide rich spectral data at ultra-high spatial resolution
(e.g. 3-10 cm). Here we reveal a new UAV-HSI infegration taking advantage of the payload and flight
capacity of the DJI T30 Agras. We modified the payload of the T30 to integrate a full range HSI (400-2500
nm), the Mjolnir V§-620. Our second objective is to showcase the superb geometric and radiometric
quality of the HSI data acquired over three large areas at the Mer Bleue Peatland Observatory Cal/Val
Supersite.

Methodology (1200 - 1500 characters incl. spaces)

Our integration of the HySpex Mjolnir VS-620 hyperspectral sensor (6.7kg) and other components such as
the inertial navigation system (INS) antenna, HSI power source and radio link, required a modification of
the DJI T30 payload. The T30 with the original payload of a 30L tank designed for agricultural spraying, is
capable of heavy lifting and precise flight control. Following aerospace design and fabrication
guidelines, a plate capable of integrating the different components, including a gimbal for the sensor
was developed. After the full integration of the system, wind tunnel, vibration and endurance tests were
performed. To assess the radiometric and geometric quality of the HSI data, a flight plan was developed
in ArcGIS 10.7.1 to acquire three 150m x 150m areas (2.25 ha each) at Mer Bleue, near-coincidentally with
an EnMAP overpass. As the system total weight was >25 kg, a Special Flight Operation Certificate from
Transport Canada was required. The day of the UAV-HSI data acquisition, near-Lambertian 1%, 5% and
40% panels previously characterized in the laboratory, were deployed. In addition, an in-situ field spectra
of representative hummocks and hollows were collected with an ASD FieldSpec3 along the Mer Bleue
boardwalk. The VS-620 imagery was processed to the bottom of the atmosphere reflectance using
manufacturer applications (HySpex RAD, HySpex NAV), POSPac 9.0, PARGE and DROACOR packages.
The FieldSpec data were processed with the ASDToolkit.
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Results (1200 - 1500 characters incl. spaces)

The total weight of RPAS HSI system is ~ 43 kg, which allows for a data collection time of around 15 minutes,
with only 60-70% of the drone battery depleted (i.e. safety measure). Wind tunnel results showed that the
system is stable with a wind tolerance up to 14 m/s, but given the requirement of low winds for UAV-HSI
data acquisition due to safety and data quality considerations, the system would only be used with wind
speeds up fo 7 m/s. The vibration fest showcased the importance of the gimbal and dampener
implementation, which shows a decrease in the vibrational forces from 0.699g to 0.075g between the
plate and the HSI. During the Mer Bleue UAV-HSI campaign, despite partial cloud cover, we were able to
complete the HSI data collection for the 3 areas, and repeat one area during an EnNMAP overpass, for a
fotal of 9 hectares. Figure 1A shows a mosaic of Area 1 resampled to 10 cm pixel size with 390 spectral
bands, which in practical terms represents more than 500,000 individual spectra useful for the validation
of the EnNMAP reflectance product. Figure 1B reveals the panel reflectance generated from the nominal
reflectance panels. Finally, Figure 1C shows a preliminary evaluation of the spectra from the system,
revealing key spectral features around 550 nm for the hummocks composed of shrubs and other green
vascular plants, and the 650 nm pecak for moss vegetation dominated hollows.

Outlook for the future (800 - 1000 characters incl. spaces)

The validation of satellite reflectance products for satellite systems like Sentinel-2 are evolving towards
mafturity. However, the complexities and challenges of novel space-borne hyperspectral systems like
ENMAP and PRISMA, and future missions like CHIME (ESA), would greatly benefit from systems like the one
we developed. Covering areas at the hectometre scale, and capturing the spatial- spectral variability in
various ecosystem, would improve the confidence in the products generated by these space-borne
systems. Moreover, efforts like ESA’s Fiducial Reference Measurements for Vegetation (FRM4VEG) provide
a framework to develop protocols required for traceable in-situ measurements of vegetation-related
parameters for validation purposes, for example. We believe the upscaling methodology implemented
by our research group at Mer Bleue provides a clear example of practical traceable measurements from
lab to field, field to manned and unmanned airborne systems, and airborne to satellite validation.
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(A) UAV-HSI mosaic for Mer Bleue Peatland Observatory at 10cm spatial resolution and 390 spectral bands
from UAV HSI data acquired on July 24, 2023. (B) Nominal near-Lambertian target spectra (C) Example of spectra for
hollows and hummocks vegetation.
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Challenge

The varying illumination conditions within a vegetation canopy pose a major challenge for the assessment
of leaf traits via close-range imaging spectroscopy. The conventional approach of computing
reflectance with respect to the top-of-canopy (TOC) surface yields values which can be drastically
different from the optical properties of the leaves in the image due to the differences between the
illumination conditions at the TOC and at the leaf-level. This, in furn, will lead to errors in the estimation of
leaf biophysical and -chemical traits. The theory of spectral invariants can be used to solve this problem
as it links the TOC reflectance to the tfrue leaf reflectance via spectrally invariant parameters related to
the canopy structure and illumination conditions. Recently, the theory has been used to perform
ilumination correction for sunlit leaves in close-range TOC reflectance images. We present a new
formulation of the theory that applies also to any surface, sunlit or shaded, in a vegetation canopy. In
addition, we demonstrate a fast and efficient implementation of the illumination correction with random
forest (RF) regression.

Methodology

We formulated the reflectance signal recorded in a pixel of an ultra-high spatial resolution image with six
spectrally invariant parameters quantifying the illumination conditions on the leaf surface. To fest the
theory, we generated synthetic images of vegetation canopies with Monte Carlo ray tracing (MCRT)
using the measured spectra of leaves, bark, understory, and arfificial materials from various spectral
libraries in the simulated scenes. Next, we trained a RF algorithm on the MCRT output for estimating the
spectral invariants, which, in furn, were used to retrieve the true leaf reflectance. Different images were
used for training and validating the RF algorithm.

Finally, the performance of the RF algorithm was evaluated on real-life imaging spectroscopy data in the
visible and near-infrared range. The data were collected from a Diervilla Lonicera Mill. shrubbery in August
2022, Otaniemi, Finland using a Specim IQ camera (Fig. 1a), and from 5 different Brassica phenotypes
under drought stress conditions during June 2023 in Bonn, Germany, using the HyScreen imaging system.
The targets in the image were plant leaves and artificial surfaces (colored paper, plastic) inserted in the
canopy. The spectral properties of the materials in the images were determined using an Avantes
AVASPEC-ULS 2048x64TEC-EVO spectrometer with a bare fiber optic and a Spectral Evolution NaturaSpec
spectrometer attached to an Avantes AvaSphere integrating sphere.
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Resulis

The RMSE between the TOC reflectance produced by the MCRT program and the spectral invariant
theory were between 0.01 % and 1.00 % for each pixel, showing excellent agreement between the model
and the measurement. The main contributor to RMSE was the digital noise in the MCRT data. The
ilumination-corrected spectra were computed using the spectral invariant parameters from the RF
algorithm (Fig. 1) which showed good agreement with the field-measured reflectance (Fig. 2). The RMSE
for the RF-retrieved spectral reflectance factors of sunlit leaves and artificial surfaces the measured
images were between 0.3 % and 5.0 %. For the shaded pixels, RMSE ranged between 2.4 % and 19.7 %.
The proposed illumination-correction method is computationally efficient, with a computation time of less
than 1 s for a 512x512 image with 152 bands on a 12-core, 1600 MHz, Intel ® i5 processor.

Outlook for the future

Our results demonstrate that the illumination effects in close-range images can be corrected for with the
spectral invariant theory, and the true physical reflectance signals can be retrieved robustly and
efficiently. Existing methods, e.g.. leaf reflectance models, can be used to determine leaf biophysical
and —chemical traits. This can lead to significant improvements in applications requiring rapid acquisition
of the spectral characteristics of plant leaves, e.g., in high-throughput plant phenotyping. We
demonstrated that the theory of spectral invariants can be extended to pixels containing non-green
materials allowing for a better remote characterization of materials within or below vegetation.

(a) (b)

Figure 1. (a) TOC reflectance image in RGB and (b) the corresponding illumination-corrected reflectance
image. The scene contains plant leaves, a plastic leaf and red, green, and yellow paper.
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Challenge

With the advent of new hyperspectral satellite missions, we will be able to map global vegetation
parameters on a regular time scale. However, quantitative vegetation products, such as chlorophyll,
carotenoids and water content require robust validation to determine their uncertainties. To achieve this,
appropriate sampling campaigns should be designed to capture the variability of the traits between
vegetation types, within canopy positions or during different phenological phases. The variability of these
traits also controls the optical properties of the leaves, which are parameterized in radiative transfer (RT)
models. In nature, we observe large functional differences between evergreen tree species such as
Norway spruce and deciduous tree species. The fundamental question we ask is what is the variability in
tfraits of these broad forest types with respect to their phenology, canopy position, or intra-specific
variability among individuals of the same species. This will allow the design of appropriate protocols for
the validation and parameterization of RT models.

Methodology

In this study, we make use of arich dataset of ground-based leaf-level fraits collected at CzechGlobe at
several sites between 2006 and 2020. Deciduous species were sampled in 2019 and 2020 in the vicinity of
the ecosystem station ICOS Lanzhot. In total, seven campaigns were organized at different phenological
phases for 5 dominant free species - Quercus, Carpinus, Fraxinus, Tilia and Populus. Data on optical and
biochemical traits of Norway spruce were collected during several campaigns in the Czech Republic,
Finland, and Estonia between 2006 and 2020. These measurements also allowed us to investigate
geographical and temporal variability. All campaigns followed similar protocol - sampling was performed
by a tree-climber, who always sampled the whole branch from two locations - the illuminated and the
shaded part of the canopy. For conifer samples, we distinguished three age classes of needles - current
year, previous year and older, while for deciduous samples we sampled both larger and smaller leaves.
Leaf samples were collected from branches and analysed in the laboratory for chlorophyll, carotenoids,
water, leaf mass per area (LMA) and equivalent water thickness (EWT), while their optical properties
(reflectance - HCRF and transmittance HCRT) were measured in the ASD RTS-3ZC integrating sphere. For
spruce needles, we used the gap fraction method, which is unavoidable when measuring small samples
in special carriers.
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Results

For Norway spruce conifer samples, the trait data (leaf chlorophylls, carotenoids, water content and leaf
mass per area) show large variability within a single free crown due to needle age-classes and vertical
sampling positions (sun-exposed needles vs. shaded needles). The within-tfree variability of spruce fraits is
often greater than or comparable to the variability between-tree averages. Analysis of more than 300
spruce frees of different ages and growing conditions showed that 50% of free-averaged leaf chlorophyll
a+b content falls within a narrow range between 40 and 50 pg/cm2. Interestingly, we did not observe a
strong seasonal frend in spruce biochemical traits and leaf optical properties, the only notable differences
being in the visible range of the current year's needles. Our measurements of needle optical properties
also show little geographical and temporal variation. In contrast, broadleaves showed clear phenological
frends in both biochemical and opfical tfraits; as with spruce needles, variability among individuals was
low, and no significant differences were observed between canopy positions.

Outlook for the future

The results of this study provide new insights into the validation of future quantitative remote sensing
products over forest ecosystems, particularly for global products from hyperspectral satellite systems. We
propose a ground-based survey data collection method for robust validation that takes into account the
specificities of individual free species and the variability of their biochemical and optical traits. Ground
survey data for plant trait validation are scarce, especially when multi-temporal observations are
involved. Activities within the in-situ component of COPERNICUS should take this into account and
develop their own initiative for a pan-European data collection system for the validation of vegetation
products from current and future (e.g., CHIME) missions.
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Figure 1. Variability in leaf-level fraits of Norway spruce (left) and broadleaves (right) across vegetation
season. Upper — chlorophyll content, lower — leaf mass per area (LMA).
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Figure 2. Seasonal trends of leaf optical properties of Norway spruce (left) and broadleaves (right) as
measured in spring (red), summer (green) and autumn (blue). Bold line shows the average leaf
reflectance (HCRF) value and the corresponding area its standard deviation. Top column shows the entire
spectral range from 400 fo 2400 nm, while the bottom column highlights the VIS region from 400 to 700
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Challenge

One of the major environmental threats associated with industrial development is heavy metal (HM)
contamination. A challenge that is being undertaken in remote sensing in recent years is the
development of a method that can quickly Identify sites polluted by HM. One method of monitoring HM
contamination is to analyze their content in plant tissues. Among the plants considered as indicators of
HM content, frees are an important group. The identification of trees with higher metal content is based
on the assumption that increased HM concentrations interfere with the basic metabolism of plants, which
is reflected in the internal structure of the leaves, as well as in individual physiological, biophysical and
biochemical parameters. We can analyze these parameters in the form of spectral reflectance curves,
as well as vegetation indices.

The aim of the study was to answer the following research questions:

(i) Is there a relationship between the content of HM (Cr, Cu, Fe, Mn, Ni, Pb and Zn) in the leaves
of selected free species (Acer negundo, Betula pendula, Salix caprea) and their spectral signature in the
range from 350 - 2500 nm?

(i) Which spectral bands between 350 and 2500 nm have the greatest potential for identifying
HM in tree leaves?

Methodology

The study area included two dye industry waste dumps and an inactive ash and gypsum dump located
in the direct neighborhood of the former "Boruta" S.A plant (Poland, Zgierz cities (N 51°50'52"; E19°23'17")).
Three tree species were surveyed: goat willow (Salix caprea), box elder (Acer negundo) and silver birch
(Betula pendula). The field work was conducted in September 2022. The field studies included: (i) selecting
30 trees from each of the three study species; (i) collecting 100 leaves from the crown tops of each tree;
(i) measuring the spectral reflectance curve of selected leaves using an ASD FieldSpec 4 spectrometer
and Plant Probe in the spectral range of 350-2500 nm.

Then in the laboratory dried leaves were transferred to Teflon bombs, and the wet digestion was
performed using a mixture of HNO3, HCl and H202. The concentrations of metals (Cr, Cu, Fe, Mn, Ni, Pb
and Zn) were determined using the AAS method with Unicam 969 spectrometer. The mercury (Hg)
content was determined using a DMA-80 Analyser (Milestone Company).
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Next, the first-order derivative and the second-order derivative were calculated from the spectral curves.
Then correlation of the content of each heavy metal with the spectral reflectance curve was performed.
Spectral ranges depicting the changes in the spectral reflectance curve caused by high concentrations
of each heavy metal for each tree species studied separately were derived.

Expected results

The results obtained indicate that it is possible to determine spectral ranges for individual tree species in
which changes in reflectance values due to HM contamination are apparent. For example Cr
contamination, significant changes in the spectral curves were observed for Acer negundo in the 410-
673, 688-731 nm ranges for Salix caprea in the 420-508, 596-692, 731-1887, 2038-2399 nm ranges. Research
is currently underway to indicate whether these ranges are universal or dependent on the free species
and metal studied.

Outlook for the future

The results of the analyses indicate that it is possible to use imaging spectroscopy fo identify trees with
higher levels of heavy metals in their leaves. The next planned step will be to perform the analysis using
aerial hyperspectral data. Thus, the goal of further research will be to perform using hyperspectral data
and machine learning to mapping frees with higher heavy metal content.
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Challenge (800 - 1000 characters incl. spaces)

Recent and upcoming high-spectral resolution and imaging spectroscopy satellites for vegetation are
bringing opportunities to refine existing global vegetation products and define new ones. In this regard,
protocols to quantitatively assess the light partitioning within the photosynthetic antenna could be further
refined by the retrieval of effective pigment (f)JAPAR products. Besides Chl a, other photosynthetic
pigments are involved in the photosynthetic light absorption, either with an energy harvesting or energy
dissipation function. The latter involves the non-photochemical quenching (NPQ) of excessive energy.
Quantifying the partial energy balance mechanisms in an absolute manner has remained, however, a
challenging task, even at the leaf level. The reasons for this are (1) the strong spectral overlap of the
pigment’s absorption, (2) their unknown exact absorption behaviour in vivo, and (3) the relatively small
NPQ-related absorption changes compared to the spectrally more dominant Chl changes.

Methodology (1200 - 1500 characters incl. spaces)

In this work we address the issue of spectral overlap of the different photosynthetic pigments at the leaf
level, as a first step to define the effective pigment absorbances of Chl a, Chl b, beta-carotene and
xanthophylls. To achieve this, we propose a bottom-up spectral unmixing approach at the leaf level to
decouple the individual pigment APAR contributions and to exfract quantitative information on the
distribution of absorbed light based on leaf spectral data, matching expected spectral inputs similar fo
the FLEX-FLORIS spectral configuration.

To address the unknown NPQ-related absorption mechanisms, controlled leaf spectroscopy experiments
were performed. We used light fransients to observe the smooth xanthophyll-related absorption changes
upon the induction of NPQ. Both quick and slow absorbance changes were observed in the 500-800 nm
region and argued to be related to the pigment-protein dynamics whereby spectral properties of the
pigment bed are fine-tuned due to modified interactions between the chromophores. Gaussian fitting of
the quick 531-nm peak showed the kinetic behaviour driven by antheraxanthin.

Further, we developed a linear unmixing model to refrieve the effective absorption coefficients of the
different pigments. In this model we fit the effective absorbance A_eff as defined by the Beer-Lambert
law, i.e., where the extinction of light, measured by the sum of the scattered light, follows an exponential
decay according to an attenuation coefficient y(A) multiplied by a factor b.

Expected results (1200 - 1500 characters incl. spaces)

Using a pigment-based spectral unmixing of the estimated absorbance, a new strategy for the
disentangling the different fractions of absorbed photosynthetically active radiation at the leaf level is
presented. The effective energy absorbed by Chl a was used to calculate the fluorescence quantum



efficiency, which expresses the photon fate of emission versus the absorption, as a first early stress indicator
of the photosynthetic light reactions. Focussing on the retrieval of early-stress and photosynthesis-related
products, the specific aims here were (1) the quantitative retrieval of an APAR Chl a product to further
derive the fluorescence quantum efficiency (FQE), and (2) to test the retrieval of the subtle Xan-driven
absorption, indicative of the activation of the quick photoprotective mechanisms. Apart from the
extraction of the spectrally-dominant Chl a absorbance, our method demonstrates a first attempt and
proof of concept for the retrieval of the subfle NPQ-driven absorpfion behavior by the xanthophylls in the
500-600 nm region. It is shown that this small feature, which overlaps with all other pigment absorptions,
can be refrieved for leaves with a certain minimum threshold of Xan/Chl a accumulation.

Outlook for the future (800 - 1000 characters incl. spaces)

Upscaling the proposed spectral unmixing to larger spatial scales presents the difficulty of increased signal
complexity and consideration of structural effects. In particular, the background contribution to the
signal, including soil effects that add absorption in the blue-green region of the spectral range, is strongly
manifested and can lead fo unrealistic fitting of the pigment endmembers. The current retrieval of Xan-
driven absorption in the green region therefore needs to be further improved, for example by
incorporating stricter constraints based on a priori weight settings and additional soil-based endmember
approaches.
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Challenge

Sensor development advances accurate vegetation classification, enhancing a comprehensive
understanding of species spatial distribution and diversity. Applying hyperspectral imaging particularly
benefits the understanding of biodiversity based on the spectral properties acquired over a larger, spatial
scale. This is interesting for mire ecosystems, where especially Sphagnum mosses pose a challenge
regarding spectral separability. The separability of peat mosses can help to assess the current state and
dynamics in peatland ecosystems, which in turn reveal information about ecological processes, such as
carbon storage. This study examined the spectral variation of dominant Sohagnum mosses using multi-
source, multi-scale concepts as enabled by two hyperspectral sensors to model dominant Sphagnum
class distribution in an aapa mire in North Karelia, Finland.

Methodology

Using vegetation plot imagery of 32 plots captured with Specim IQ hyperspectral handheld camera
(400 - 1000 nm) and species inventory, we established spectral libraries containing species and plot-
spectra. The study site was further recorded with a hyperspectral sensor (Specim AFX 10, 400 — 1000 nm)
mounted at a UAV resulting in hyperspectral image of approximately 8 cm spatial resolution. Another
plot-level spectral liorary was created using this data by extracting the reflectance values of the plots.
We examined the spectral characteristics of the same species and plot types to understand the
variation as enabler or challenge for subsequent image analysis. We used the spectral library entries
and the recorded hyperspectral imagery to model dominant Sphagnum classes and mixed vegetation
across the study site using the Spectral Angle Mapper (SAM) algorithm. In addition to the vegetation
inventory, we measured the water table depth (WTD) at each plot. We investigate the relationship
between those measurements and a calculated Water Index (WI) using the near-infrared region
provided by the UAV-hyperspectral image. The Wi served as a second part of this study to evaluate the
classification performance, as moisture has a significant impact on spectral reflectance and species
tend to grow along a wetness gradient.

Expected results

Our study has shown that Sphagnum species can be clearly distinguished from other peatiand
vegetation. The data reveals further clear differences among the different drying stages of mosses as
recorded in the field. Among the genus Sphagnum, the separation is most evident for the visible region.
However, the first derivatives calculated from the reflectance data indicates only little variation
suggesting difficulties for further image classification. The SAM classification reached only moderate
accuracies; the best result with an accuracy of 0.55 was obtained when using a combination of all three
libraries (i.e., species-, plot-, and UAV-plot libraries). A closer look highlights the varying performance



among the dominant Sphagnum classes: mosses that grow at a larger hydrological range as indicated
by WTD and WI, that is, in the transition area from dry fo wet, are prone to misclassification. Lawns
consisting of Sphagnum balticum were classified with 0.78 and hummock-forming Sphagnum fuscum with
0.72 very well.

Outlook for the future

This study considered partficularly Sphagnum mosses to form spectral libraries with sufficient entries atf
species and plot level. Further studies should include also other vegetation, such as graminoid species,
and recording from different climatic conditions fo highlight the hydrological influence on spectral
signatures. To enhance the discrimination and classification results, the inclusion of shortwave-infrared
(SWIR) would be beneficial.
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Figure (a) Spectral reflectance profile recorded with a hyperspectral handheld camera (Specim IQ) of three mire
species present in one vegetation plot of 30 x 30 cm. Additional, average reflectance spectra of the entire plot
recorded with the same device and with the hyperspectral UAV (Unmanned Aerial Vehicle) sensor Specim AFX 10.
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Challenge (800 - 1000 characters incl. spaces)

The Secchi depth is a measure of the transparency of water. This measure has been
taken for centuries and is one of the longest-standing water quality records. Secchi
disks are a simple, low-cost tool for obtaining this measurement. However, the Secchi
disk approach is best suited to cover smaller areas. Estimated Secchi Depth from
Earth Observation can reduce this limitation. Hyperspectral measurements of ocean
colour are valuable due to their ability to reveal ecologically essential characteristics
to derive geophysical ocean properties and develop new applications. Estimating
the Secchi depth from hyperspectral water leaving reflectance can be an asset in
water resource management and decision support. These activities can be further
supported by quantified uncertainty, giving a better foundation for policy decisions.

Methodology (1200 - 1500 characters incl. spaces)

The work is based on the GLORIA data set of Secchi Depths. Constructing a robust estimation model for
Secchi Depth is challenging due to nonlinear responses to optical properties and complex physical and
biogeochemical processes in different waters. Past research has demonstrated the feasibility of using
machine learning techniques to effectively enhance remote sensing estimation of Secchi disk depth in
global lakes and reservoirs. Machine Learning models that can represent nonlinear responses well, such
asrandom forests (RF), have shown favourable performance. Mondrian Forests (MF) is a machine learning
algorithm utilized for regression tasks that belong to the family of RFs. Unlike standard decision tree
implementations, MFs do not restrict themselves to the leaf when making predictions. Instead, they
consider the entire free structure, making them a variant of random forests. MFs are especially beneficial
for large-scale regression problems where uncertainty plays a role. They can measure the uncertainty
linked with each prediction, which is helpful in real-world regression problems. This work investigates the
performance of MFs in estimating from hyperspectral reflectance. The MF model performance is
compared with other relevant ML models.

Results (1200 - 1500 characters incl. spaces)

The expected result of this study is a better understanding of the application of Mondrian Forests (MF) to
derive bio geophysical parameters of interest, exemplified by Secchi Depth, from hyperspectral remote
sensing reflectance of ocean colour. The expected results also include insight into how well the MF
approach compares with other Machine Learning approaches that attempt to quantify uncertainty.
When put alongside conventional ML methods that do not quantify uncertainty, the cost associated with
uncertainty quantification will also be discussed.



Outlook for the future (800 - 1000 characters incl. spaces)

The study aims to construct animproved estimation model using machine learning techniques to estimate
Secchi depth with uncertainty assessments from hyperspectral water-leaving reflectance. The expected
outcome is a better understanding of the application of Mondrian Forests (MF) to derive biogeochemical
parameters of interest, such as Secchi Depth, from hyperspectral remote sensing reflectance of ocean
color. The results can form a basis for similar model structures adapted to specific regions or satellites. With
a successful adaptation, the derived results from this study can provide a better foundation for decision
support. Future studies will look at if this approach can be adapted to existing earth observation systems.
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Challenge

In the study of lake and coastal water ecology, dependable measurements are paramount,
and phytoplankton primary production (PP) stands out as a key variable. Satellite remote
sensing is widely used to obtain surface PP estimates. Obtaining these estimates typically
involves a sequence of algorithms, each with its own level of uncertainty, beginning with the
atmospheric correction (AC) of satellite-measured top-of-atmosphere radiance. The AC
process generates remote sensing reflectance (Rs), the foundation for exiracting inherent
optical properties (IOPs). These IOPs, specifically phytoplankton absorption and particulate
backscattering, are subsequently employed in PP models. While advanced hyperspectral
missions such as NASA's Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) are engineered to
improve the fidelity of both Rs and IOPs, they cannot fully negate intrinsic uncertainties.
Traditional algorithms like Lee et al.'s, 2002 Quasi-Analytical Algorithm (QAA) fall short in these
optically complex waters, limiting their utility in PP models where understanding the
propagation of uncertainty is crucial for model design, optimization, and evaluation.

Methodology

Recent research has explored neural networks (NNs) like Mixture Density Networks and
Bayesian Neural Networks (O'Shea et al., 2023; Pahlevan et al., 2022; Saranathan et al., 2023;
Werther et al., 2022). These networks employ probabilistic modeling techniques to improve the
IOP retrieval and estimate associated uncertainty. While promising, discrepancies have
emerged in how well each network's intrinsic uncertainty aligns with actual retrieval errors
(Saranathan et al., (in prep.)). This raises questions: Are different probabilistic NNs comparably
reliable in identical aquatic scenarios?2 Or are the uncertainty estimates model-specific?

To clarify these aspects, our study undertakes a comparative analysis of six distinct probabilistic
NNs based on ensemble, mixture model, and variational inference frameworks. We target four
key objectives: 1) uniform evaluation of IOP retrieval uncertainties using a consistent model and
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dataset configuration, 2) assessment of the calibration quality across various NNs, 3)
differentiation between aleatoric (data-driven) and epistemic (model-driven) uncertainties,
and 4) investigation intfo methods for recalibrating poorly aligned uncertainty estimates.

Expected results

Anticipated results suggest that the NNs under evaluation will show effectiveness in retrieving
IOPs, with expected inter-model error rate discrepancies ranging from 3% to 15%. Despite likely
similar retrieval accuracy, we expect the quality of uncertainty calibration to vary significantly
among the tested models. By separating these uncertainties into aleatoric and epistemic
components, we will identify variations that appear to be model-specific. Some models are
expected fo produce high-confidence yet misaligned uncertainty estimates, while others will
likely be more accurately calibrated but with higher uncertainties. We plan to demonstrate
that these substantial calibration misalignments can be improved using a re-calibration
approach with an independent hold-out dataset.

These expected results carry multiple implications: they will highlight the inconsistent capability
of probabilistic NNs to provide well-calibrated uncertainties for IOP retfrievals and underscore
the importance of choosing the appropriate architecture for specific applications. Moreover,
we intend to show that recalibration techniques will be effective across different architectures,
provided a separate hold-out dataset is available.

Outlook for the future

The integration of estimated IOP uncertainties into PP models offers distinct advantages. PP
models are inherently sensitive to input parameters like phytoplankton absorption and total
particulate backscattering. Using NNs that excel in estimating these parameters improves the
robustness of PP models. The calibrated uncertainties permit the modeling of a distribution of
PP outcomes, quantifying the model's output uncertainty. This contributes directly to the
robustness of long-term ecological, food web, and climate change studies. Differentiating
between epistemic and aleatoric uncertainties helps understanding whether limitations in PP
models originate from input observations or the model architecture, guiding research efforts in
targeted model development. Additionally, the use of calibrated uncertainties allows for a
quantitative assessment of the expected benefits using hyperspectral resolutions.
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Challenge (800 - 1000 characters incl. spaces)

Cyanobacteria Harmful Algal Blooms (cHABs) cause environmental problems in aquatic ecosystems
and water quality. Monitoring initiatives, such as the LIFE project CyanoBloom, aim to establish algal
alert warning systems based on satellite and ground-based measurements for rapid response to defect
high levels of cHABs. When using optical instruments for monitoring and analysis, Chlorophyll-a (Chl-a)
and Phycocyanin (PC) are the primary fingerprints of cyanobacteria. While Chl-a is a ubiquitous
pigment in all phytoplankton communities, PC is solely in cyanobacteria. Different approaches, from
band ratios to neural networks, have been developed to isolate the contribution of cyanobacteria to
the total Chl-a and quantify PC concenftration. Technical advances in in-situ equipment allow us to
measure the concentration of different phytoplankion groups together with radiometric data,
enabling the creation of large databases for developing machine-learning algorithms that can
improve the detection of cyanobacteria and determine the alert levels.

Methodology (1200 — 1500 characters incl. spaces)

This research utilises two databases that contain collocated radiometric data (converted to Rrs:
Remote sensing reflectance) along with cyanobacteria and Chl-a concenfration (ug/l) in-situ
measurements from spectrofluorimeters. The first database comprises data from a diverse range of
inland water bodies in Germany (SpecWa from Maier et al., 2020); while the second database consists
of various measurements taken within Lake Balaton in Hungary. These two databases offer a wide
range of optical and frophic conditions of the lakes. One of the objectives of this study is to serve as a
proof of concept for hyperspectral satellite sensors. To achieve this, we conducted a spectral
convolution using the spectral response function (SRF) of the ENMAP sensor, allowing us to simulate and
identify the relevant wavelengths of the sensor. To fully exploit the potential of machine learning, we
evaluate different regression algorithms to estimate Chl-a and cyanobacteria, including linear and
non-linear models like Random Forest, XGBoost, Gaussian Processes and Neural Nets.



Results (1200 — 1500 characters incl. spaces)

The results of the study are focused on different issues: i) dataset preparation and analysis; ii)
application of the machine learning models, including feature selection and hyperparameter tuning; iii)
model comparison through regression performances, accuracy of the models and statistical analysis.
We will perform a comparison with other methods of cyanobacteria detection based on
semi-analytical procedures, like band ratios. Derivative algorithms, based on the quantification of the
curvature in the spectra due to absorption and scattering, will also be evaluated.; iv) application of the
models on EnMAP imagery. The results will offer insights into the performance of data-driven models
when handling high-dimensional data. They will also determine whether the improvements, by
including the entire wavelength spectrum, can outperform the methods based on specific wavelength
selection.

Outlook for the future (800 - 1000 characters incl. spaces)

Derivation of water quality parameters and associated products from remote sensing is critical for the
rapid and extensive monitoring of inland and coastal waters. Operational products and services based
on multispectral data are a reality, but further work could be done on the accuracy of the estimations.
Hyperspectral sensors like PRISMA, EnNMAP and future missions like CHIME or PACE will add new spectral
information and hopefully help to better understand some essential features in determining
cyanobacteria concentration and other types of HABs. With this work, we expect to also improve the
identification of phytoplankton communities by better accounting for concentrations of algae types or
cell sizes/structures with specific functions.
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Challenge (800 - 1000 characters incl. spaces)

To study primary production in oceans and lakes it is of great importance to distinguish phytoplankton
species. One possible tool to study this on large spatial scale is hyperspectral imaging (HSI) from space.
For distinguishing phytoplankton groups like diatoms and flagellates in HSI data, the challenge lies in
identifying the optimal (combinations of) spectral bands. In this work we focus on frying to detect the
presence of the diatoms and flagellates groups in spectral signatures coming from HSI. Machine learning
algorithms (ML) are possible candidates to identify phytoplankton groups from spectral signafures. The
performance of ML and other classical data analysis methods are evaluated in this paper. Once we can
distinguish phytoplankton groups in HSI data, the HSI observations can be used to correct ocean models.
These models can give insight into the ecosystems on high spatiotemporal dimensions.

Methodology (1200 - 1500 characters incl. spaces)

To train ML networks, large, labelled datasets (thousands of spectra) are needed. Creating such datasets
using in situ data to label phytoplankton functional groups in the ocean is challenging. This is because the
coverage of HSI from space (~km) does not align with sample point coverage (~m to cm). To address
this, we simulate labelled, hyperspectral point measurements using the state-of-the-art light model
Ecolight-S, provided by Sequoia Scientific.

We generate N random water column examples, each with vertical profiles of key constituents: flagellate
and diatom groups, and coloured dissolved organic matter (cdom). We specify absorbance and
scattering coefficients for each wavelength and constituent. Ecolight-S solves the radiative transfer
equations through the water column’s optical layers, and calculates the above-surface, nadir-viewing,
water-leaving radiance, and the spectral-iradiance down. We then derive the remote sensing
reflectance (RRS) in air. The dataset comprises N examples of water column constituents and their
calculated RRS.

The dataset utilized in ML and classic data processing methods includes 1D RRS arrays (400 to 700 nm, 5
nm steps). These are associated with 1D label arrays denoting the maximum concentrations and depths
for flagellates, diatoms and cdom. Fig. 1 shows the concentration data. We focus on this limited regression
problem due to the substantial impact of constituents on RRS when peak values occur in the top layers
or at high concentrations.

Results (1200 - 1500 characters incl. spaces)

The large dataset will be used in different ML and classic data processing methods to find which
constituents can be observed with remote sensing and which (combination of) spectral bands are
relevant to distinguish the different constituents. Hyperspectral imaging offers and advantage over
multispectralimaging by enabling to take the derivatives of the RRS, potentially identifying critical spectral
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features for classification. The first data analysis method is Principle Component Analysis (PCA), which we
use to find the orthogonal components that explain the spectral variability. We apply PCA on the original
RRS as well as on its first and second derivative (RRS' and RRS”). The RRS” is shown in Fig. 2. Then, we
correlate the eigenvectors with the largest eigenvalues (the components that determine most of the
variability), to the diatom, flagellate and cdom concentrations, to determine if PCA is a suited first
approach for classifying RRS. Second, we use Partial Least Square Regression (PLSR) on RRS’ and RRS” to
find which (combination of) wavelengths (features) are important for flagellate and diatom groups and
cdom. Last, we explore ML for feature selection on wavelength combinations. The optimal feature for
each constituent is used to predict the depth at which the maxima values occur (classification), and its
concenfration (regression). Evaluation metrics include precision and accuracy for classification and Main
Absolute Error and historical average error for regression.

Outlook for the future (800 - 1000 characters incl. spaces)

The goal is to identify relevant wavelengths for recognizing phytoplankton functional groups. The current
light model set-up lacks atmospheric effects. To use the modelling set-up in remote sensing from space
we need to incorporate this. Then, we can test our models using real satellite data, for example from the
HYPSO-1 satellite of our university. HYPSO-1 images coastal areas and provides hyperspectral data of a
spectral resolution of 5 nm in the visible light spectrum.

To be able to train ML algorithms, a high-quality dataset is prerequisite, but the feasibility is not given, and
we have to fest further whether the algorithms are successful. Currently, the concentrations of diatoms,
flagellates, and cdom are generated independently. In redlity, phytoplankton concentrations are
physically and ecologically dependent. The coupled physical-biological ocean model SINMOD captures
these dependencies. In future training datasets SINMOD simulations could be used for generating the
datasets.
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Figure 1 These histograms show the maximum concentration distributions of the different constituents.
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Figure 2 The second derivative of the RRS.
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Challenge

Remote sensing of water bodies is critical for monitoring ecosystems of open oceans and coastal zones.
It helps to assess the impacts of climate change on naturalresources and global carbon budgets. Remote
estimates of, e.g., chlorophyll concentration or phytoplankton blooms can provide valuable insights into
environmental processes. Imaging spectroscopy measurements feature the spectral resolution to detect
and quantify water constifuents. However, one of the challenging factors impacting the accuracy of
these retrievals is surface glint that occurs at the air-water interface. It can be separated into sun and sky
glint. Existing remote sensing literature emphasizes sun glint over sky glint. Furthermore, glint correction
algorithms are commonly applied as a post-hoc method after retrieving water-leaving reflectance from
radiance measurements, infroducing substantial uncertainties, especially in the case of challenging
illumination conditfions.

Methodology

We present a new approach that couples a physics-based surface model, which incorporates the effects
of both sun and sky glint, with simulatfions of atmospheric radiative transfer to estimate glint-corrected
water-leaving reflectance directly from measured at-sensor radiance. We exclude wind speed and
structure of wave facets from our glint model by solely optimizing for both a direct and a diffuse
component of scattered sky radiance being reflected at the air-water interface. We combine an
analytical three-component water surface reflectance model (3C) with a synthetic spectral library from
the Spectral Water Inversion Processor and Emulator (SWIPE), and obtain required atmospheric functions
from the MODTRAN radiative fransfer code. We use SWIPE to build glint-free simulations of water-leaving
reflectance, which is essential to inform a prior-based Optimal Estimation (OE) approach. The needed
separation of downwelling direct and diffuse transmittance is achieved by calculating path radiance
and fransmittance from multiple MODTRAN runs with different surface reflectance magnitudes. Our
model is infegrated into the open-source ISOFIT codebase, so that atmosphere and surface parameters
are opfimized simultaneously, and validated with measurements from the airborne PRISM imaging
spectrometer.

Resulis

Results from selected PRISM flightlines acquired during the S-MODE campaign in both fall 2022 and spring
2023 show that magnitude and shape of estimated remote sensing reflectance significantly improves as
the conftribution of both sun and sky glint is removed. Near-infrared reflectance is reduced to a minimum,
which is expected for ocean water surfaces. At the same time, the simultaneous inversion of aerosol
optical depth (AOD) and surface glint improves reflectance in the shortest visible wavelengths as a
general overestimation of surface-reflected radiation is removed by attributing more scattering to
atmospheric aerosols. The use of glint-free SWIPE-based priors further enhances the accuracy of refrieved
spectral shape and magnitude. Almost residual-free radiance fits confirm the validity of our expanded
forward model. A more detailed investigation of optimized sky radiance reveals that the contribution of
sun glint is up fo six orders of magnitude higher and varies significantly more than the diffuse sky glint
component. The latter is rather a constantly underlying spectrum, present with nearly the same



magnitude in all analyzed examples. On the other hand, we find that sky glint can also exceed sun glint
in the blue visible wavelengths, indicating increased Rayleigh and aerosol scattering, which is confirmed
by larger AOD values in these cases.

Outlook for the future

We present a new approach to model the effects of both sun and sky glint in spectroscopic
measurements over water surfaces. Instead of removing glint post-hoc from water-leaving reflectance or
entirely excluding glint pixels from any retrievals, we simultaneously estimate atmospheric parameters and
surface properties using a simplified assumption about sky radiance reflected at the water surface. First
results confirm improved performance by reducing NIR reflectance to a minimum. Although impacts on
downstream products such as chlorophyll concentration or phytoplankton blooms still have to be
investigated and a comprehensive validation with in-sifu measurements is not yet completed, we see
promising potential for future ocean remote sensing retrievals, with a particular outlook to the upcoming
era of global spaceborne spectroscopic measurements from SBG and CHIME.
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Figure 1. Examples of retrieved water-leaving reflectance from PRISM. The light blue lines show results without glint
correction assuming standard EMIT priors, while dark blue lines highlight improved reflectance after applying the new
sun and sky glint model in combination with glint-free SWIPE priors.
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Figure 2. Absolute contributions of sun, sky, and total glint for the dark blue spectra in Figure 1.
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Challenge

Due to their morpho-physiological peculiarities and wide phenotypic plasticity, aquatic plants occupy
the extremes of the global spectrum of vegetation forms; such heterogeneity results in them exhibiting
contrasting patterns of diversity along ecological and geographical gradients. In the last decade, high-
throughput imaging spectroscopy has emerged as a feasible and efficient option for assessing plant
diversity based on spectral proxies directly related to morphological and biochemical traits, which we
define as spectro-functional fraits. Linking spectral traits with plant species diversity to characterise plant
communities can further advance this topic. In this study, we explored the use of spectral featfures
extracted from centimeftre resolution hyperspectral images collected by a drone to estimate functional
diversity using generalized additive models (GAMs) within communities of floating hydrophytes and
helophytes sampled across a frophic gradient.

Methodology

Hyperspectral imagery was acquired over target aquatic plant communities in five wetland sites in Italy
during summer 2021 using a Nano-Hyperspec sensor (Headwall Photonics), resulting in 3 cm nominal
resolution georeferenced surface reflectance data cubes.

Spectral diversity features were derived from the hyperspectral data cubes under four different
dimensions: i) spectral species functional diversity (SSFD); ii) Rao's quadratic entropy from selected
spectral features (RaoQ); iii) spectro-functional traits (SFT); and iv) the first 5 spectral principal components
(PC). For each dimension, synthetic metrics were derived as mean, standard deviation. For each data
cube, only green material pixels were retained by setting a minimum greenness index threshold, i.e.
WAVI>0.4, and the mean, standard deviation, coefficient of variation and distance from the
multidimensional centroid were calculated over all green pixels falling within a circular area of 4 m radius
centred on the in situ surveyed plant communities (Fig. 1).

In addition to the drone flights, in situ data were collected from boat-based surveys covering species
abundance and individual functional traits of 90 target plant communities divided into two groups with
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different water affinity: 41 of floating and emergent hydrophytes and 49 of riparian helophytes. Functional
diversity of the sampled plant communities was calculated using n-dimensional kernel-based
hypervolumes using the R package bat, and expressed in ferms of richness (FDrich), divergence (FDdic)
and evenness (FDeven).

Resulis

After excluding mutually correlated features (Pearson's p < -0.7 or > 0.7) within each dimension, a set of
spectral metrics was used as input to GAMs (R package mgev) to predict functional diversity across all
target communities in terms of FDrich, FDdiv and FDeven (log-fransformed to reduce distribution
skewness). Only metrics showing moderately significant effects in multidimensional linear models (p<0.1)
were used as inputs for non-linear GAMs, and no input interactions were considered. GAMs were
calibrated separately using selected input metrics belonging fo each spectral dimension (SSFD, RaoQ,
SFT, PC) and by merging all spectral metrics that showed significant effects in dimension-specific models.

Our results (Table 1) show that hypervolume-based community richness (FDrich) is the functional diversity
metric that is better estimated from spectral features in each dimension (R2>0.38). The situation is similar
for the community divergence metric (FDdiv), but with slightly lower precision compared to FDrich
(difference in R220.04). Functional evenness is the diversity metric with the lowest stability from spectral
features (R2<0.41).

Regarding the different spectral dimensions considered, spectral PC tends to be the best dimension in
terms of modelling efficiency for richness and divergence (R2=0.70 for FDrich, R2=0.66 for FDdiv) and SFT
performs best for evenness (R2=0.4), while meftrics derived from Rao's quadratic entropy underperform
other dimensions for all FD outputs (R2<0.38).

Outlook for the future

Preliminary results have shown that there is potential for estimating functional diversity in aquatic plant
communities using cenfimetre resolution hyperspectral imagery, and that some spectral features are
more efficient for estimating functional diversity than others. As merging the best spectral features (e.g.
combining spectral species diversity features with spectral functional features and spectral PC) could
further improve the performance of diversity modelling, future developments will focus on festing how fo
better design such integration.

In addition, future work will include testing the approach across spatial and spectral resolutions to assess
upscaling capabilities, e.g. up to satellite hyperspectral data (PRISMA, EnMap).
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Figure 1 Example of spectral features/metrics derived from hyperspectral data over a target community (ID: MN10).
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Challenge (800 - 1000 characters incl. spaces)

Mapping and monitoring of soil quality and soil degradation is recommended by the European
Commission and within frameworks such as the SDGs. It is essential to face challenges such as food
security and climate change. Our soils are the largest terrestrial carbon pool and provide many essential
ecosystem services. We investigated the potential of using the recently launched spaceborne
hyperspectral sensors to estimate soil properties in the uppermost soil layer. Therefore, we used the
spectral information of bare soil pixels fogether with the chemically analysed soil property of a range of
local soil samples. The new challenge is to investigate workflows how fo combine hyperspectral fime-
series images of the same study site into one soil composite map of the investigated soil property. This
enables producing spatially more complete soil property maps since imaging spectroscopy of soils is
always dependent on bare soils being present at the surface, especially in the pixels corresponding to
local soil samples.

Methodology (1200 - 1500 characters incl. spaces)

Our study site is located in the North-East of Germany within the long-term observatory of TERENO-NE and
near the town of Demmin. More than 180 local soil samples were collected in this study site. Additionally,
there is already a time-series of PRISMA acquisitions covering this site which has been analysed for its
applicability for producing soil organic carbon (SOC) maps. We compared different machine learning
and regression algorithms (Partial Least Squares Regression, Random Forest, Gaussian Process Regression).
Furthermore, we tested some spectral feature analyses and a two-step local PLSR approach which uses
the estimated instead of the measured SOC content based on a large-scale spectral library. In order to
produce spatially more complete maps of the SOC content, we tested two workflows to combine the
PRISMA time-series. The first workflow was adapted from the multispectral time-series analyses. In this
workflow, we created a synthetic bare soil map composed of the median spectra of all available bare
soil pixel within the time-series. Based on this synthetical image, models were frained, validated and
applied in order to produce a SOC map. This bare soil composite workflow was compared to a new
workflow named SOC maps composite. In this workflow SOC maps were produced for each image
separately and combined in a last step.

Results (1200 - 1500 characters incl. spaces)

The results show medium to high quality models for most cases regarding the individual models for each
date. The SOC maps composite was superior to the bare soil composite workflow leading to better results
for all tested modelling approaches. Overall best results for the SOC maps composite were achieved
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using the SOC spectral feature approach with a coefficient of determination R? = 0.79 and RPD = 2.21.
When comparing the tested modelling approaches, the two-step local PLSR using estimated SOC
contents performed in a similar range for the composite maps as the comparable traditional approach
using measured SOC contents. Three out of seven investigated spectral features performed well to very
well for most single images and overall best for the SOC maps composite. The spectral features were
linked to the ground truth measurements in a linear regression and the transferability of this regression was
tested in between the different dates. For dates with a small temporal difference of a few days the linear
regressions could be fransferred with high accuracies. For other cases the accuracy at least decreased
or a transferability was not possible. These results show that imaging spectroscopy is a valid tool that can
be used to support SOC mapping and monitoring at larger scales.

Outlook for the future (800 - 1000 characters incl. spaces)

Spectral feature analyses for SOC performed better than expected in this study and could provide a
robust alternative to machine learning methods that could be valuable with regard fo larger spafial and
temporal datasets. The two tested multitemporal workflows present a start of finding one or multiple
standard ways of producing more complete soil properties maps using time-series data. An advantage
of the bare soil composite is that more samples fall into bare soil pixels to train the model, whereas the
strength of the SOC maps composite is the possibility fo adapt the model to the environmental conditions
of the individual image leading to more accurate predictions but usually less samples being available per
image.

The availability of spaceborne hyperspectral images that are suitable for soil monitoring is still limited and
generating fime-series is even more challenging. Depending on the availability of hyperspectral time
series on further test sites, we plan to expand our studies to further sites and soil properties.

Estimating Soil Organic Carbon using multitemporal hyperspectral PRISMA images

SOC maps
composite

Figure  Workflow for multitemporal SOC maps compositing (adapted from Ward et al., 2024, in rev.).
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Challenge (800 - 1000 characters incl. spaces)

Climate change is altering seasonal weather patterns and dynamics, impacting terrestrial systems and
soil properties. This results in less rain, higher temperatures, and more exireme precipitation events.
Draught periods combined with augmented plant evapotranspiration will increase the need for man-
managed crop irrigation. In coastal agricultural areas, the plant water deficit will be compensated with
increased freshwater extraction, possibly resulting in salt water wedge intrusion and contamination of the
freshwater reservoir by cations and anions. Repeated application of brackish water will result in salt build-
up in the topsoil, leading to plant productivity reduction and in the end, land abandonment. To reduce
the deterioration of a non-renewable resource as soil, this study aims at taking advantage of
hyperspectral remote sensing to investigate soil salinization prior to the appearance of its effects on plant
health.

Methodology (1200 - 1500 characters incl. spaces)

In this framework, this study takes advantage of the new insights obtained by soil spectroscopy and the
new research possibilities offered by modern hyperspectral satellites (i.e. ENMAP, PRISMA). The datasets
used for the analysis are so constituted: ancillary airborne AVIRIS-NG hyperspectral imagery (2018),
salinization affected field soil spectral signatures, concomitant acquisitions of ENMAP and PRISMA data
(2023), laboratory soil spectral signatures of the field samples and quantification of soil sample salt content
via laboratory electrical conductivity measurements (EC). Both the field collected spectral signatures and
the laboratory soil spectra were used for the computation of two setfs of 2D correlograms to assess the
wavelengths correlation with the measured soil EC. The performance of individuated wavelength couples
was tested for three narrow-band spectral indexes. The index-band combination best correlated with EC
was then applied to the selected bare soil pixels of the satellite images to test the capability of remotely
sensed data to investigate soil salinization. Additionally, a machine learning (ML) model was implemented
fo assess the presence of salinization covariant parameters and their mapping capability compared to
spectral indexes derived from 2D correlograms.

Expected results (1200 - 1500 characters incl. spaces)

Salt surface manifestation in sails is strongly related with salt content. Hyperspectral analysis and retrieval
of this parameter poses challenges related to the absence of absorption features for salts as halite,
reducing the characteristic spectral features available for the individuation of the phenomenon.



Nevertheless, the increased reflectance for salt affected soils and descriptive wavelengths obtained with
the 2D correlograms might provide a satisfactory combination of parameters capable of mapping
salinization via narrow-band indexes. On the other hand, the better understanding and individuation of
covariant parameters resulting from the machine learning model can provide helpful indicators for salt-
affected soil and their possible spatial distribution in topsoils. Furthermore, the ML model additional
information regarding salinization related parameters can possibly reduce the uncertainty deriving from
the computation of 2D correlograms for a target with low or absent related spectral features. Overall,
combining the narrow-band indexes and the insights deriving from the ML model the expected results
verge on the creation of salt affected soil maps or salinization hazard maps bearing enhanced
information compared to both methods individually considered.

Outlook for the future (800 - 1000 characters incl. spaces)

The developed methodology will be further tested with additional case studies to assess the performance
of the found narrow-band indexes, focussing on areas with different soil characteristics and salinization
levels. In addition, the parameters individuated thanks to the ML model will be validated with field
analysis, investigating their predictive capabilities for soil salinization and possibly defining the related
descriptive wavelengths through the computation of new 2D correlograms. The obtained insights will
contribute to the evaluation of the best performing technique, taking into account the sensing scale. If
available, airborne hyperspectral data will be acquired to study the different performance of the
methods here presented and the selected wavelengths. The infroduction of this platform aims at
providing a connection between the field and satellite sensed data and their different capabilities.
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Figure  (a) 2D correlogram for the reflectance Ratio index (b) AVIRIS-NG exploratory salinity mapping
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Challenge (800 - 1000 characters incl. spaces)

Soils, as a carbon store, play a vital role in addressing global climate change and supporting
agricultural systems. Remote sensing methods using hyperspectral data can precisely retrieve various soil
physiochemical properties, including soil organic carbon (SOC), salinity, and nitrogen, which are valuable
for mapping soil applications. However, accurately estimating soil attributes poses many challenges at
the scale of Earth Observation (EO). These include high sensitivity to BRDF effects, and dynamic surface
condifions such as residual vegetation cover, soil surface roughness, soil moisture (causing a mixed pixel
signalin the sensor’s Field of View), spatial and temporal coverage, and big data challenges. To address
these challenges, the combined use of established radiative fransfer models (RTM) and growing
availability of soil spectral libraries (SSL) at continental to global scale is proposed to mimic the complex
spectral composition found within a pixel af the EO scale. Compared to 3D ray-tracing simulations based
on Monte Carlo theory, 1D-RTMs can determine the spectral signature for active photosynthetic
vegetation (PV), non-active photosynthetic vegetation (NPV), surface soil moisture (SM), and soil surface
roughness with less computational effort. The suggested approach integrates empirical data of the
LUCAS soil spectral library with the MARMIT, and PRO4SAIL-2 RTMs to account for the effects of SM, PV and
NPV. This study aims to investigate whether including these spectral variations found in real-world surface
conditions, including variability of soil moisture, and green and dry vegetation residual cover, can
enhance the precision of soil organic carbon estimation, and prospectively improve soil monitoring efforts
at the EO scale.

Methodology (1200 - 1500 characters incl. spaces)

In this study the methodology is carried out in three steps: 1) The original version of the Soil-Leaf-
Canopy (SLC) canopy radiative fransfer model is modified by replacing the limited soil reflectance
variation provided by the Hapke's model (1981) with extensive SSL of LUCAS. The LUCAS SSL integrates
laboratory measured soil reflectances with chemical and physical soil properties from 23 Member States
of the European Union (EU), 2) The Multilayer Radiative Transfer Model of soil reflectance (MARMIT) is used
to simulate different moisture levels based on the LUCAS dry soil reflectance, and 3) Synthetic wet soil are
coupled with the 4SAIL canopy reflectance model and the PROSPECT leaf optics model, creating
synthetic PV and NPV mixtures for each bare and wet soil scenarios. The Initial testing for the integrated
model is done with the LUCAS 2009 dataset, comprising 158 bare soil samples and their reflectance data
in the 400 - 2500 nm range at 1 nm resolution. The dataset includes diverse SOC content and samples
from different cropland soils distributed over the EU. In the forward mode, A look-up table is generated,
encompassing 6,952 simulated spectra, 11 leaf area index scenarios (0.05 - 1 m2/m?2) for PV and NPV, 158
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bare soil samples, and three SM content scenarios (0.015 - 0.07 g/g). The model is also updated with the
LUCAS 2015 database containing 35,765 soil spectra. Results are evaluated by comparing simulations
from the integrated SLC-MARMIT approach with those from the senSCOPE model. Finally, the integrated
model is employed to predict topsoil SOC using a hybrid machine learning-based retrieval method.

Expected results (1200 - 1500 characters incl. spaces)

We conducted simulations to evaluate the impact of dynamic soil surface conditions, including
different levels of soil moisture, green vegetation, and dry plant residue, on the reflectance of bare soil
surfaces. A comprehensive upscaled soil spectral library was created, forming the foundation forin-depth
analysis. Spectrally, the results of the compiled simulation results seem reasonable, e.g., for the moisture
affected soil reflectance modeled by coupled SLC-MARMIT, decreasing soil reflectance is observed most
pronounced in the shortwave infrared region (>2000 nm) and less strong in visible wavelength. Spectra of
green vegetation, both the visible and near-infrared parts of the spectrum changed significantly. Lastly,
plant residue signals affected mostly the shortwave infrared portion of the spectrum, with minimal effects
on visible regions, consistent with previous research that highlighted differences in spectral signatures
between bare soil and crop residues in the shortwave infrared of the spectrum, rather than visible
wavelengths. Analyses for the LUCAS soil database with 21,860 soil spectral data, were restricted to
mineral soils with organic content less than 120 g/kg, as the distribution of SOC content displays a strong
positive skew, with the majority of values falling below 519 g/kg and a mean SOC content of 17.62 g/kg
and very low number of samples containing high SOC content. Preliminary results for SOC estimation using
a convolutional neural network (1D-CNN) show encouraging results with R?2 = 0.70, RMSE= 6 (g/kg), and
PRIQ around 1.6 for bare soil scenarios, and indicate strong loss of accuracies. This procedure will be
applied for hybrid soil modeling with 82,2572 simulations to estimate SOC content.

Outlook for the future (800 - 1000 characters incl. spaces)

This study highlights the importance of accounting for dynamic surface conditions at the EO
scale. Further research is clearly necessary to improve correction methods to support reliable soil
monitoring of SOC and other important soil properties. In addition to the disturbance effects considered
in this work, it is crucial to address additional factors such as soil crusting and surface roughness, e.g., by
integrating photometric models recently proposed by Labarre S., et al., 2019 to account for multi-angular
reflectance of soil surfaces. Our upcoming research will focus on assessing the scale dependency of the
proposed approach, utilizihng Unmanned Aerial Vehicle (UAV) hyperspectral data, and expanding its
regional application through the incorporation of ENMAP imagery. Furthermore, the ongoing efforts to
consolidate continental to global soil spectral libraries will significantly broaden the applicability of the
proposed approach, extending its reach beyond the boundaries of the European Union.
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Challenge

Microbial communities play a pivotal role within forest ecosystems, serving as linchpins for the overall
health, structure, and sustainability of these vital environments. While recent advances in molecular
research offer a promising means to study these often-neglected communities, they come with significant
cost and labour demands, making large-scale assessments challenging. However, there is a glimmer of
hope on the horizon. The emergence of spaceborne hyperspectral sensors in recent years has presented
an innovative solution to bridge the gaps in our data. These sensors enable the extrapolation of
environmental DNA (eDNA)-based microbial profiles across expansive regions. For instance, the
impending launch of the next-generation CHIME satellite, known as the Copernicus Hyperspectral
Imaging Mission for the Environment, will cater to the surging demand for hyperspectral data needed for
expanding our understanding of microbial diversity based on eDNA analysis. CHIME promises to transform
the field of biodiversity monitoring, especially in the context of microbial communities. It will empower
researchers to identify thousands of taxonomic units directly from modest soil, water, or plant samples.
Despite this groundbreaking capability, our understanding of the spatial distribution of microbiological
biodiversity, and its critical contribution to ecosystem function, remains limited due to the scarcity of in-
situ observations.

Methodology (1200 - 1500 characters incl. spaces)

In this study, our main goal was to assess whether CHIME data could effectively estimate soil alpha
diversity. To achieve this, we initially created simulated hyperspectral imagery data using the AVIRIS-NG
product, matching the band specifications of CHIME data. We resampled the AVIRIS reflectance data
to resemble CHIME bands, considering theoretical Gaussian spectral response functions (equating to 210
bands with 10 nm bandwidth). We then removed bands affected by atmospheric water vapor
absorption, resulting in a final CHIME-like spectral setup of 157 bands. For validating our retrieval models,
we used CHIME-like reflectance spectra obtained from the original AVIRIS-NG data at the same locations
where field measurements were taken. Furthermore, to showcase our mapping process, we spatially
resampled the images to the expected CHIME spatial resolution of 30 meters using a cubic convolution
algorithm. This allowed us to create realistic CHIME maps displaying estimated soil alpha diversity metrics.

To estimate soil alpha diversity, we employed a Partial Least Square Regression (PLSR) model, which
considers the variability in both the explanatory and dependent variables. PLSR establishes a linear
relationship between a set of dependent variables (in this case, in-situ measured soil alpha diversity) and
a set of predictor variables (represented by CHIME spectral reflectance data simulated from AVIRIS-NG
data).
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Expected results (1200 - 1500 characters incl. spaces)

The study's findings reveal that hyperspectral data obtfained from a simulated CHIME satellite can
accurately estimate soil alpha diversity. It resulted in a root mean square error (RMSEcv) of 18.43, 21.05,
and 20.16, along with cross-validated coefficient of determination (R2CV) values of 0.56, 0.30, and 0.58
for functional richness, Shannon index, and phylogenetic diversity, respectively. Additionally, when we
compared these findings to our prior results using DESIS image spectroscopy data on the same dataset,
it became evident that the simulated CHIME data significantly enhanced the accuracy of the estimated
alpha diversity metrics (see Table 1).

Outlook for the future (800 - 1000 characters incl. spaces)

This study illustrates how spaceborne next-generation CHIME hyperspectral data can be harnessed to
accurately predict potential microbial functions. By generating maps and models of significant value to
the field of forest ecology and management, this approach holds the potential to revolutionize the
utilization and expansion of environmental DNA (eDNA) point-based information. It introduces
groundbreaking solutions fo tackle ecological challenges on a global scale, thereby opening up new
horizons for the conservation and sustainable management of forest ecosystems.

Table1 : Comparison of Estimated Soil Alpha Diversity Metrics from DESIS and Simulated CHIME Data

R2CV
Alpha Diversity Metrics
Simulated CHIME spectra DESIS
Shannon 0.30 0.24
Functional Richness 0.58 0.38
Phylogenetic Diversity 0.56 0.40
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Challenge

The Atacama desert in Chile is a unique and remote landscape, characterized by extreme environmental
conditions. Our primary objective is to gain valuable insights into landscape processes, like erosion and
fransportation, within this challenging environment. Accurately assessing the distribution of crucial soil
properties, including Calcium Carbonate, Sand, and Clay, is essential for understanding such processes.
Yet, the vastness and remoteness of the desert render traditional soil sampling and analysis methods
ineffective. Here, hyperspeciral remote sensing provides new possibilities, enabling us to observe the
landscape in detail which wasn't possible with more conventional methods. Innovations must address
these complex challenges and use a larger-scale observation approach for the effect mapping of the
landscape.

Methodology

To address this challenge, we sampled different sites in the Atacama desert. We collected soil spectra
and samples along an aridity gradient, spanning from the Mediterranean-like southern part of the desert
to the hyperarid north. In addition, we acquired hyperspectral satellite images from EnMAP for all the
study sites, infegrating field spectra with spaceborne data and enabling us to create a comprehensive
dataset for analysis. The Atfacama desert provided perfect atmospheric conditions, rarely achieved
outside a laboratory. This also led to ideal conditions for comparing field and EnMAP satellite spectra.

We employed various machine learning approaches, including Random Forest, XGBoost, and Partial
Least Squares Regression (PLSR). These models were trained and validated using the field-collected soil
data. To improve the model's performance, we used multiple preprocessing fechniques such as Principal
Component Analysis (PCA), parameter scaling, and spectral smoothing. The combination of these
methods resulted in accurate models for predicting Soil Parameters.

With these well-performing machine learning pipelines, we expanded our analysis fo predict the
distribution of these soil properties across entire EnNMAP satellite scenes, covering an area of 30 by 90
kilometers for six sites in the Atacama desert. This comprehensive approach allowed us to map critical soil
properties on a large scale, providing insides into the landscape formation processes.



Expected

We anticipate several significant outcomes from our project. Firstly, we aim to produce high-resolution
maps of different soil parameters across the Atacama desert. These maps will provide valuable
information on landscape processes, such as erosion and fransportation, that shaped this environment.

Secondly, our study will contribute to a deeper understanding of the relationships between soil properties
and aridity gradients in the Atacama desert. By using advanced machine learning techniques and
hyperspectral satellite data, we aim to uncover previously undiscovered patterns and insights.

Preliminary model results show especially good results for Calcium Carbonate modeling using a Scaled
Dataset with PCA in a Random Forest Model (R?2=0.81, RMSE =0.513 %). For Sand and Clay, a preliminary
PLSR model achieved the best results.

Also, due to the excellent quality of field spectra and spaceborne spectra, we have the chance to
evaluate the quality of ENMAP soil spectra and draw comparisons to other sensors. That should make it
possible to assess even small substance concentrations.

Finally, we want to provide a basis for further work in the Atacama desert. With this knowledge, future site
visits will allow us to establish new sampling schemes for addressing other questions, including those
related to the parent rock and microbial life. This should lead to more understanding of the formation,
landscape evolution, and ecosystem properties in this unique place.

Outlook for the future

The next step will involve a revisiting of the desert's sites to establish new and more efficient sampling
schemes. These schemes will facilitate the investigation of additional questions, particularly in the areas
of soil science, geology, and geomorphology, as well as microbiology, to give a better understanding of
this landscape and its formation. Also, in further research, tfracking the impact of elevation changes into
perspective since this study only dealt with a North-South gradient. Furthermore, applying this approach
to a temporal scale might also lead to tracking surface changes in the desert, like desert blooming after
flood events.

Hyperspectral remote sensing allows in-depth analysis of landscape parameters for places in harsh
environments. This approach could be an example for other comparable regions with uncovered soils.
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Challenge

Soils are vital for food production and ecosystem services, e.g., storing 30% of global terrestrial carbon.
Mapping and moniforing soil properties are essential for assessing soil quality and supporting policies like
the European Soil Protection Directive, in line with initiatives like the European Green Deal. Soil
spectroscopy covering the VNIR-SWIR (400-2500 nm) spectral range, has proven effective for precise soil
property determination at confrolled laboratory conditions and from high resolution and carefully
processed airborne survey data. Hyperspectral spaceborne sensors like ENMAP are expected fto
contribute to regular monitoring and reporting tasks of cropland soil properties at the regional to global
scale. However, their potential and limitations for soil property mapping at a 30 m GSD need further
assessment.

Methodology

This contribution presents results for topsoil property estimation based on ENMAP spaceborne imaging
spectroscopy data acquired during its first year of operation over two Mediterranean agricultural regions
located in Central Spain (Province of Toledo) and Northern Greece (Western Macedonia). These areas
exhibit diverse terrain and geological backgrounds, resulting in a wide range of soil properties, making
them ideal test sites for evaluating EnNMAP's capabilities in soil property estimation and mapping. In this
work, EnMAP data quality related to soil spectral features is assessed and compared to in-situ data
acquisition using ASD field spectrometers. Key soil properties, such as soil texture, iron-oxide, organic and
inorganic carbon content are derived using linear and nonlinear machine learning techniques, e.g., PLS,
RF, SVM, and GP regression techniques. In addifion, the impact of different spectral fransformation and
pre-processing techniques such as PCA, Continuum Removal, Standard Normal Variate, Detrend, and
higher derivates of absorbance and reflectance are tested and evaluated in cross-validation. Results are
presented and compared previous work based on high resolution hyperspectral airborne imagery.

Expected results

The initial findings demonstrate promising levels of accuracy, underscoring the pofential of EnMAP
imagery for the global mapping and monitoring of soil properties. In the model estimations, the
defermination of soil carbonate content yielded excellent results using PLSR and absorbance
fransformation, achieving an R? of 0.86 and an RMSE of 5.8%. In addition, soil organic matter estimation



was effectively carried out using GPR in continuum-removed spectral space, with an R? of 0.83 and an
RMSE of 0.45%. For soil texture analysis, the estimation of sand and silt confent produced satisfactory
model accuracies, with R? values of 0.73 and 0.56, and RMSE values of 7.3% and 5.3%, respectively.
However, the estimation of clay content, which is relatively low, was less successful, resulting in an R? of
0.43 and an RMSE of 6.9%. Soil iron-oxide content was determined with an R2 of 0.61 and an RMSE of 0.09%
through GPR analysis of the first spectral derivative. These results underscore the importance of spectral
pre-treatment and the choice of machine learning algorithms in achieving successful soil property
modelling. Furthermore, the spatial distribution of the results matches the expected patterns of soil
properties at the landscape and field plot scale. For instance, the mapping of organic-rich and clay-rich
alluvial soils at the Northern Greece test site, and the sandy colluvial deposits, as well as highly eroded,
carbonate-rich soils of degraded field plots of the study area in Central Spain.

Outlook for the future

The resulfs of this study show that the high spectral resolution and excellent quality of EnMAP data can
exploit the well-defined spectral absorption features characteristically linked to the functional sets in the
VNIR and SWIR associated to soil properties, including the carbonate spectral feature at 2.3 um which is
usually affected by stronger noise levels. Furthermore, the usually less accurately derived featureless sand
fraction could be estimated with good accuracies. Deriving this information at the EO scale can support
relevant agricultural assessments, e.g., regarding soil fertility, water availability and the classification of
erosional potential at the regional level. Future work will focus on improving spectral modelling techniques
to account for dynamic surface conditions at the scale of Earth Observation, such as soil moisture
affected soils, and mixed soil-vegetation scenarios. It can be concluded that hyperspectral data from
the ENMAP sensor and forthcoming satellite missions such as CHIME and SBG have high potential to
advance the mapping and monitoring of soil properties.
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Challenge

Atmospheric radiative transfer models (RTMs) are widely used in imaging spectroscopy applications.
While interpolating look-up tables (LUTs) is common practice, their exponential growth makes them
impractical for accurate atmospheric correction of hyperspectral data. Emulators offer an accurate
alternative to approximate RTMs at a fraction of their runtime and reduced LUT size. To further enhance
their accuracy whilst reducing runtime, we infegrate multi-fidelity methods with Gaussian Process
regression and dimensionality reduction into a unified framework. Multi-fidelity combines simulations of an
accurate but computationally expensive model with a larger dataset from a fast but less accurate model.
We compared several emulators in terms of accuracy and performance, and applied them for
atmospheric correction of PRISMA data. Our approach is generic and valid for multiple RTMs. We provide
an automated workflow and tools for developing emulators applicable to real-world applications.

Methodology

The multi-fidelity emulation consists of a sequence of fidelity layers, where each layer is a statistical model
that approximates the difference between the predictions of the previous layer and the high-fidelity RTM,
i.e. is1(x) = c- G:(x) + 6:(x). For the lowest fidelity layer, §,(x), a polynomial fitting of RTM simulations is
used. Then, we calculate the difference between the fraining data and the predictions of the polynomial
fitting, 6,(x) = g(x) — §o(x). and use this difference to train a GP emulator. The first higher fidelity layer is
the sum of the polynomial model and the Gaussian Process emulator, §;(x) = §o(x) + &¢(x). This process is
repeated t times to create a sequence of fidelity layers.

To test our method, we generated datasets of MODTRANG simulations using a Latin Hypercube Sampling
with a wide range of input conditions. Three training datasets with 100, 500, and 1000 samples were
generated to test the impact of training dataset size on the emulator accuracy. We studied the impact
in accuracy and runtime of varying the number of PCA components (3 to 15) in the GP emulators and
the number of fidelity layers (0 to 5). The accuracy was evaluated in terms of atmospheric correction over
a reference dataset of 10000 samples. The entire workflow (MODTRANG simulations and emulation) was
automated using the Atmospheric Look-up table Generator (ALG) toolbox.

Results

We first conducted a systematic performance assessment of multi-fidelity GP emulators. We found that
adding multi-fidelity layers and PCA components improves the accuracy of the emulators at the expense
of an increased runtime. The higher errors associated with a low number of PCA components are
somewhat compensated by adding exira layers in the multi-fidelity emulator. This improvement reaches
a saturation limit after 3 layers but it can be reached with fewer fidelity layers when adding more PCA
components. The best-balanced emulator (in terms of accuracy and runtime) uses 5 PCA components
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and one multi-fidelity layer, and is trained on 500 samples. This emulator achieves an average relative
error of 0.54%, with the highest errors (2%) occurring in the 400-500 nm spectral range.

We then tested the utility of emulators in atmospheric correction by applying them to PRISMA Level-1
data. We found that the best-balanced emulator was able to accurately invert the surface reflectance
from the PRISMA data, with consistent results with the official PRISMA Level-2C product. The processing of
10¢ PRISMA pixels were achieved in less than 4 min. Some discrepancies were visible above 2250 nm likely
due to wrong implementation of the Level-2 processor where a residual H20 absorption is sfill obseved.
Overall, the results of the test suggest that emulators can be a useful tool for atmospheric correction.
However, it is important o be aware of the limitations of the data being used.

Outlook for the future (800 - 1000 characters incl. spaces)

Several research activities are ongoing. First, we are exploring active learning techniques to improve the
accuracy and speed of the emulator. These fechniques can identify the most important regions of the
input parameter space to focus on when generating the training dataset. Second, we are developing a
fast semi-empirical atmospheric RTM for the lowest fidelity layer fo improve the explainability of the
emulator.

In terms of optimizing emulators for operational applications, we can think of various strategies. First, GPUs
can significantly improve the speed of an emulator as they are well-suited for the large matrix
multiplication operations required by the emulator. Second, we can optimize the number of PCA
components fo improve the speed of the emulator. This is because the number of PCA components
affects the size of the kernel matrix, which is a key factor in the runtime of the emulator. Finally, the use of
macro-pixels (large image areas with nearly constant input conditions) instead of individual pixels, will
reduce the number of emulator predictions and thus processing time.
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Figure 1 Relative error histogram (in %) (see colour bar) and mean error (black dashed line) between reference
and inverted surface reflectance with a multifidelity emulator with 500 training samples, 5 PCA components and 1
layer.
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Figure 2 Average surface reflectance from PRISMA L2C product and inverted from emulation (blue and red
dashed lines respectively) and percentiles (Px) 10% and 90% (shaded areas). Overlapping areas are seen in purple
colour.



Local linear emulators accelerate atmospheric correction
David R. Thompson, Regina Eckert, Philip Brodrick, U. Niklas Bohn, Nimrod Carmon, Robert O. Green
Jet Propulsion Laboratory, California Institute of Technology

This presentation describes a clever trick, first described in Thompson et al. (2022,
https://doi.org/10.1029/2021JG006711) for accelerating atmospheric correction by exploiting the local
spatial smoothness of the atmospheric state. The computational efficiency of atmospheric correction is
an important problem because many state of the art methods are iterative algorithms based on nonlinear
optimization. This can be too time consuming to perform on each pixel independently. Fortunately, most
imaging spectrometers spatially oversample the smooth atmosphere, making it unnecessary to solve each
spectrum of the image independently. Our approach uses a set of spatially sparse solutions to develop
local linear emulators of the atmospheric radiative transfer relationship between surface reflectance and
radiance at sensor. In effect, it is a collection of local empirical line solutions similar to those often used
when in situ reflectances are available. These emulators can be inverted analytically in closed form,
making it trivially easy to calculate the reflectances for each pixel in their local neighborhood. We describe
how this approach can be implemented in topographically-flat terrain, as well as scenes where there is
topographic variability and a changing balance of direct and diffuse downwelling radiation.

For our case study, the approach reduces computational requirements by approximately two orders of
magnitude without meaningful accuracy penalty. The actual speed benefits depend on the lengthscales
of atmospheric variability; near-constant atmospheres yield large performance gains, while topographic
or atmospheric variability reduces the computational benefits. We then describe validation on a series of
airborne datasets acquired by NASA’s Next Generation Airborne Visible InfraRed Imaging Spectrometer
(AVIRIS-NG). In the EMIT science data system and those of our airborne instruments, this approach has
already been superseded by other more model-based spatial inference approaches with stronger
optimality guarantees (Eckert et al., Remote Sensing of Environment, in review). However, the generality
of this approach means it is still useful as an approach for speeding up nearly any atmospheric correction
algorithm.

A. Original Image B. Segmentation  C. Inversion D. Build Local Linear Models

E. Pixelwise Linear Inversion
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Figure: Method of local segmentation and linear emulation followed by a pixelwise inversion.

Copyright 2023 California Institute of Technology. All rights reserved. US Government Support
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Challenge

Solving the inverse problem for imaging spectroscopy retrievals with good quality requires repeated
simulation of effects of atmosphere on measured radiance. This is due to the nature of the measurements:
any light leaving Earth's surface needs to travel through the atmosphere to reach an instrument regardless
to whether it is mounted on an air- or spaceborne platform. Radiative transfer modeling is, however,
generally computationally demanding, which poses a significant problem with the data volumes that
modern hyperspectral instruments produce. A back of the envelope calculation verifies this: assuming 10k
measurements per second, one second for a single radiative transfer simulation, and 10 simulations per
retrieval, we would need 100,000 computing cores for a brute-force computation. A standard workaround
is to use look-up-tables (LUT); however, they often need to be re-generated due to changing conditions,
which is still expensive. This slows down research, increases computational complexity, and makes carrying
out fast analyses with new data difficult.

Methodology

We address the problem by using a modification of a specific Gaussian process (GP) formulation, "Kernel
Flows", to address the issue. Kernel Flows differs from a standard GP in that it is trained using cross
validation of the relative error over minibatches instead of maximum likelihood. We have further modified
the algorithm to improve the performance in our specific case.

The enhancements include multi-level modeling, custom dimension reduction algorithms, a general but
specifically parameterized form of kernel functions, modifications to the standard training algorithms, etc.
The dimension reduction algorithms are used to reduce the dimension of the problem from thousands to
tens.

We evaluate the effectiveness of the approach using cross-validated error metrics and compare them to
alternative approaches. We also demonstrate how the emulator can be used in practice in an imaging
spectroscopy retrieval framework.

The code is open source and written in the Julia programming language.



Expected results

We demonstrate how the emulator works by both looking at the cross-validated error of the radiative
transfer quantities over randomly sampled input data, and by evaluating how the emulator performs in
retrievals. The results show that compared to both a simple parameterized family of kernels or to a kernel
learned with maximum likelihood we are able to achieve much better accuracy. We know that GP
prediction can be made very fast, and that the amount of computation required scales linearly as a
function of training data size. In practice cache size limits on compute nodes may pose challenges, and for
this reason we will also compare this performance to LUT implementations, which are known to be very
fast, but also to compromise accuracy.

Outlook for the future

The GP emulator that we present will be integrated as an optional component in retrieval frameworks such
as our homegrown Julia-based framework, as well as the well-established ISOFIT framework. We envision
the emulator being used both for LUT generation for large scenes, and for direct retrievals for smaller.

The GP emulation methodology is completely general and is not constrained to imaging spectroscopy
missions, even though it is framed as such in this talk. If time permits, we will present additional results
from radiative transfer emulation for inversions with Orbiting Carbon Observatory data. In principle, any
input-output relation can be emulated, and we will briefly discuss some of these to provide an idea of the
range of problems that can be tacled, along with limitations.
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Figure. Example of radiative transfer emulation using the Kernel flows emulator. The data is on the left, and emulation
RMSE over a test data set is shown in the middle and right-hand side plots. Multi-level emulation improves the results in
this example.
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Challenge

The launch of hyperspectral missions such as EnMAP, DESIS, PRISMA and EMIT in recent years has led to
substantial improvements in the measurement of soil and vegetation cover world-wide. Within the Earth
Observation Center at DLR, an fCover processor has been developed, which extracts and classifies
endmembers from hyperspectral data and, following a spectral unmixing step, generates soil and
vegetation cover maps (containing fractions between 0-100% for actfive vegetation, non-
photosynthetically active vegetation and bare soil).

Even though the availability of hyperspectral data has increased significantly, the overall world coverage
and revisit times are not yet comparable to multispectral missions such as Sentinel-2 or Landsat 8. Ideally,
a method should be devised which would exploit both the high spectral resolution of EnMAP data and
the high spatial and temporal coverage of S2 data. In this work, such a method, based on deep learning
vector regression, is presented.

Methodology

To generate fCover maps based on Sentinel-2 imagery, the following approach is proposed: A deep
learning vector regression model was trained using fCover labels generated on EnMAP imagery and
corresponding Sentinel-2 imagery as inputs. Several image segmentation/classification methods (U-Nef,
Res-Net, FSKNet, HybridsN) were adapted and tested to perform the required regression task. Out of these,
HybridSN was evaluated more vigorously, since initial fests showed the most promising results. Even though
originally designed for hyperspectral image classification, adapting HybridSN for a multispectral vector
regression problem is straightforward: The kernel size of the three initial convolution layers has to be
reduced in the third dimension to account for the lower amount of input bands and the final Softmax
activation has to be replaced by a Linear activation step to obtain a vector with three scalars (see Figure

1).

To train the modified HybridSN algorithm, 40 EnMAP and Sentinel-2 pairs each acquired at approximately
the same time were selected. Out of the 40 scene pairs, 37 were used fo train the model and 3 were used
for validation. After masking out cloudy, urban and water areas, the Sentinel-2 scenes were split into
24,081,056 training patches with a size of 25x25x10, with the corresponding (normalized) label vectors
computed by fCover on the EnNMAP imagery. The model was subsequently trained for ten epochs on a
single NVIDIA GeForce RTX 2080 Ti.

Results

The fraining over 10 epochs took approximately 20 hours. The number of epochs cold probably be
reduced in the future as the fraining (0.015 MSE) and validation losses (0.021 MSE) already reached their
minimum points at the second and third epochs, respectively. The weights obtained after the third epoch



were subsequently used for the creation of fCover maps from Sentinel-2 data. An example of such a map,
created for an area not included in the training data, can be compared to an fCover map exiracted
using the fCover processor in Figure 2. Even though the DL based approach in this case somewhat
underestimated the photosynthetically active vegetation, the two maps look very similar overall. The MSE
between these two scenes is 0.031 and it took 18 minutes to extract the fCover map from a full Sentinel-2
tile (110x110 km?).

In a more detailed analysis of all the individual training images, it could be observed that the MSE ranges
from 0.007 to 0.044. Some of the comparatively higherlosses might be explained by the temporal distance
between the training pairs, while in others it might indicate consistency problems within the used fCover
references, which were so far created without absolute ground truth. The overall relatively low MSE for
fraining and validation data however, indicates that the proposed method is well suited for the task of
fCover generation from multispectral data.

Outlook for the future

While these first results already look very promising, there is potfential for improvement. First of all, the
currently used fraining data is not optimal as it is often not possible to find suitable ENMAP data for the
corresponding Senfinel-2 scene. For example, some of the used training pairs have a temporal distance
of more than 10 days, which might infroduce inconsistencies (e.g. harvested fields) in the model training.
The acquisition of more data over time by the relatively young EnNMAP mission should improve the quality
of these training pairs.

Concerning the method evaluation, so far, the predicted results were only compared to the fCover
outputs without an absolute reference. It would also make sense to validate the fCover maps, both
derived from EnMAP and Sentinel-2 data, with actual ground truth values.

Finally, opfimizations in the used DL model itself should be investigated. While the used HybridSN model
with minor adaptions already delivered very robust results, it should be kept in mind that this model was
originally developed for a very different purpose (hyperspeciral image classification). There are many
parameters (band selection, patch size, kernel sizes, layers, etc.) which could be tuned to try to improve
accuracy, robustness and runtime of the presented methodology.

o
o]

<
n
]

<
n
~

o
o]

<
n
]

<
o
~

23x23x9
21x21x8
19x19x7
19x19

1 8 16 32 224 64

7 nputtayer (§ cConvaD () Reshape ff conveD @ Faten () Dense f§ Dropout

Figure 1 Adapted HybridSpectralNet (HybridSN) Model

Figure 2 (a) fCover map derived from EnNMAP scene using the fCover processor and (b) fCover map
derived from Sentinel-2 scene using DL regression for the same region close to Binzhou, China (Legend:
red: photosynthetically active vegetation (PV); green: non-photosynthetically active vegetation (NPV);
blue: bare saoil (BS). The intensity of the colours is related to the cover fractions.)
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Challenge

Marine vegetation plays an important ecological role in the coastal areas in Norway. Anthropogenic activity
and environmental changes have had a significant impact on macroalgae. Remote sensing techniques
opened the possibility for large-scale continuous monitoring. However, the currently freely available sensors
onboard satellites might not have the required spatial and spectral resolution to estimate fine details of the
marine vegetation. Recently, hyperspectral sensors on Unmanned Aerial Vehicles (UAV) have been applied
for monitoring sea meadows. The acquired hyperspectral and the corresponding labelled data is used to
train Machine Learning (ML) methods for classifying marine vegetation. Although ML methods have been
shown to perform excellently for this task, the importance of the input features usually stays hidden. Therefore,
the objective of this study is to compare methods in the field of explainable machine learning to assign
relevance to the input hyperspectral bands.

Methodology

Explainable methodologies can uncover the importance of the input features, which can help us to explain
the physical and chemical variables that affect the underwater meadows of the study area. This site is
located at the coast of northern Norway at the bay called Juvika, where we collect hyperspectral imagery
and corresponding ground truth data in the year of 2021 and 2022. Several surface classes were defined
including sand, and several percentages of seagrass density, Fucus Vesiculosus (FV) and Ascophyllum
Nodosum (AN). This might allow an insight of the underlying biophysical properties and prepare for more than

probable climate change scenarios. We used the collected hyperspectral data to classify the five classes



by using ML methods. These methods include the Support Vector Machine (SVM), feed forward Neural
Networks (NN) and Random Forests (RF). In order to assess feature relevance, we are going to apply the
Sensitivity Analysis (SA) of the SVM and the gradient boost (XGBoost) model for decision trees.

A Sensitfivity Analysis (SA) applied to the Support Vector Machine (SVM) classification problem is used to assess
the relevance of the input features. The SA is a probabilistic approach, and it provides the expected value
of the squared partial derivatives of the function. In this case, the function is the SVM classifier, where the
kernel function is the Radial Basis Function (RBF). Note that the RBF was used to avoid optimisation difficulties
with respect to the large number of hyperparameters in the hyperspectral data. The output of the SA is the
sensifivity map, which holds the ranked features or the relative importance of the hyperspectral bands (input
features).

Gradient boosting derives its name from setting target outcomes based on error gradients. New models aim
fo minimise prediction errors, adjusting predictions for each fraining case. XGBoost, a variant used here,
provides feature and permutation importance like other free-based models. Methods such as Shapley Value
Sampling (SHAP) values can also be used to interpret feature importance and uncover hidden relationships.

Results

In previous tests, several classification algorithms were evaluated to estimate the five classes from the
hyperspectral dataset. Decision trees and NN based methods had acceptable accuracy and efficient
computational performance. The SVM has also comparable performance, however it requires long
computational fime. Figure 1 shows the RGB image of the study site (left), the labelled image (middle) and
the result of the NN classification (right).

In the present case, we will apply SA to the classification of sea meadows by using SVM and the XGBoost
mentioned before. Assessment by other methods like permutation importance will also be analysed. These
techniques enable the development of more accurate and interpretable models for seagrass classification,
crucial for monitoring and preserving marine ecosystems. With advancements in data collection (UAV) and
model optimization, we can expect enhanced sensitivity analysis fo uncover critical features and
relationships, contributing to better-informed conservation efforts and ecological management practices.

Outlook for the future

On the one hand, collecting reliable data in coastal areas demands the use of many resources. However,
increasing the fraining daftaset enhances its diversity and representativeness, thus improving the learning of
classification models and their generalisation capabilities. New measures and data from UAV (300 spectral
bands from 400 -1000 nm) will surely help to improve the models. The study can also be extended fo other
areas to move from local to regional or even global models.

On the other hand, other SA methods can be used for seagrass classification using machine learning models.
Exploring and comparing different SA methods can help to better understand the behaviour of the models,
as well as see how the different features influence the results. This allows to improve model performance and
to detect which are the main learning drivers for the seagrass classification problem.
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Figure 1. RGB image of the study site, the labelled image, and the results of the classification by using NN. I
can be seen that the NN could successfully estimate the classes although there are some misclassifications.
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Challenge

Agriculture is at once a cause, a victim and a solution to climate change. A drastic evolution in
agricultural practices is needed to mitigate their negative environmental impacts and ensure their
resilience, while maintaining acceptable levels of productivity. Digital agriculture is a promising approach
that brings fogether a wide range of modern technological tools like hyperspectral imaging. The
SPAGHYTI project aims at developing services for agriculture in the form of applications that provide
farmers with relevant and actionable information at the parcel level. These applications will rely on
hyperspectral satellite imagery, enabling access to high-value information at a marginal cost with
frequent revisits. Currently, two applications are defined in the user segment. These applications aim at
assessing the nitrogen status and monitoring the (a)biotic stress levels of winter wheat.

Methodology

An intensive field campaign was organised in 2023 from March to July. Data were collected both in field
frials and in farmers’ fields located in Wallonia (southern part of Belgium). Field trials included fertilization
frials, post-inscription variety trials (under conventional and organic management) and fungicide trials.
Ground-based measurements included reflectance data acquired using a portable spectrometer
working in the visible and near-infrared wavelength range (ASD FieldSpec 4), characterisation of canopy
cover and LAl using digital hemispherical imagery, and disease severity scorings. Wheat samples were
also collected and sent to the laboratory for the assessment of dry matter and total nitrogen using near
infrared spectroscopy (FOSS NIR XDS). In parallel, satellite images were acquired from the EnNMAP and
PRISMA missions, depending on the weather condifions. The on-board sensors have a spatfial resolution of
30 m and a revisit fime of 4 to 27 days, depending on the tolerated off-nadir angle.

The development of the two applications are implemented using field data and hyperspectral data
acquired by ASD and satellite sensors. First, the most relevant wavelengths, wavelength combinations
and spectral indices are identified (Figure 1). Then, the different existing models are tested and assessed.
Based on these two previous analyses, new algorithms are developed and calibrated.



Resulis

We inifially focused on the assessment of the nitrogen status (nitrogen content) using ASD ground-based
reflectance. The collected field data were divided into a training dataset (n=112; 3 trials) and an
independent validation dataset (n=108; remaining frial and farmers’ fields). A Generalized Additive Model
(GAM) was used to model the nitrogen content (N) according to spectral variables. The spectral variables
were preselected using the Pearson correlation. These variables corresponded to three wavelengths (645,
683 and 1656 nm), spectral indices of the literature (NDVI_1220_610) and new spectral indices (R_747_988,
NDVI_747_988 and NDVI_550_1721). The nitrogen content was predicted with a R? value of 0.88, a bias of
0.00 and a RMSE of 2.06 (Figure 2A). Concerning the independent validation, the accuracy was a little
lower: the R?, the bias and the RMSE were equal to 0.32, 0.63 and 3.44, respectively (Figure 2B).

Outlook for the future

The next steps are going to focus on the assessment of the nitfrogen status using satellite imagery and the
monitoring of (a)biotic stress levels. The data processing from the first field campaign is still ongoing. Based
on data collected in 2023, the potentialities of using hyperspectral data for monitoring (a)bioftic stresses
and for characterizing grain protein will be investigated. Preliminary results will also be presented at the
conference.

In order to complete the field dataset and validate our first analyses, a second field campaign will be
organized in 2024.
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Figure 1. Spectra collected within variety frials under organic and conventional management during the fertilization
application period using the ASD FieldSpec 4.
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Challenge

The cereal industry constantly has to imagine scenarios without knowing the harvest date nor the grain
quantity or quality. This anficipation capacity becomes more and more difficult due to growing sources
of uncertainties like climatic events or global market. A fighter monitoring of crops, spatially, temporally
and qualitatively is thus essential. Satellite remote sensing (RS) offers a great potential for near real-time
monitoring of crops at global scale. Upcoming hyperspectral missions (CHIME, BIODIVERSITY, SBG...) will
give access to more information on crop development. Common approaches rely on the inversion of
satellite data using radiative transfer models (RTM) that represent vegetation as a horizontal
homogeneous medium, whereas crop fields like maize are often heterogeneous with slopes. This work
focuses on the benefits of taking info account the 3D structure of the field for operational inversion.

Methodology

The study site includes maize fields, in Grosseto (42°49'47.02"N 11°04'10.27"E), Italy. The RS dataset consists
of two HyPlant hyperspectral images (7 and 30 July 2018) of the ESA FLEXSENSE campaign. Maize crop
functional traits were measured in the field at that time. Our work has two objectives:

- To choose the most appropriate radiative transfer model (RTM) and maize field model for the inversion
of RS images, for flat and sloped terrain. This is done by comparing the widely used PROSAIL 1D RTM
adapted to homogeneous horizontal canopies, and DART RTM that considers the 3D geometry of
canopies, including local topography (Figure 1). The inversion is done on 104 DART and PROSAIL
simulated RS images. It consists in a training step (85% of dataset) and a testing step (15% of dataset) of
a machine learning (ML) algorithm on the LUTs simulated by the two RTMs. Here, three Look-Up Tables
(LUT) are simulated using a theoretical maize field and a wide range of instrumental (e.g., HyPlant-DUAL
spectral bands) and experimental (e.g., Leaf Area Index: LAl) parameters: horizontal field (PROSAIL), 3D
horizontal field (DART horizontal) and 3D sloped field (DART slope).

- Inversion of HyPlant images with ML algorithms to generate crop biophysical and biochemical maps. It
uses LUTs simulated by the most appropriate RTM (i.e., DART) with a Grosseto maize field model. It is
compared to previous PROSAIL inversion for the same site (Candiani et al., 2022, Remote Sens., 14(8)).

Results

Because the inversion is usually done with PROSAIL, and because DART is assumed to provide more exact
RS signals than PROSAIL, it is important to quantify the inaccuracy of the PROSAIL-based inversion method
using DART images as references of the RS signal. This is done using the three simulated LUTs "PROSAIL",
"DART horizontal field" and "DART sloped field". Figure 2 presents the results of the three types of inversion
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for seven functional fraits (chlorophyll Cab, carotenoids Car, dry matter Cm, carbon-based constituent
Cbc, protein content Cp, water content Cw, LAI):

Case 1: Training and Test with "DART sloped field" (blue). This is the most realistic and complex case. It
shows the best overall performance and is used as the reference inversion result.

Case 2: Training with "PROSAIL" and Test with "DART horizontal field" (orange). Its inversion performance is
lower than case 1, partly due to structural effects (e.g., angle between sun direction and row
orientation).

Case 3: Training with "PROSAIL" and Test with "DART sloped field" (green). It has an even lower inversion
performance than case 2. Prediction errors increase for steeper slope, in addition fo the
canopy structural effects.

The case {Training and test with "DART horizontal field"} will be done for the workshop.

This work shows the interest of DART for the inversion of maize functional traits. It also stresses the
importance of realistic mock-ups (e.g., row orientation, topography, mean distance between rows, etc.)

Outlook for the future

Building realistic models of the site of interest will be made through the joint use of DART and the maize
growth model DRSmaize (Figure 1). It will lead to more accurate plant structure, including the leaf angle
distribution (LAD), the number of leaves at a given growth stage, etc. The model of the crop field will then
be used to generate a LUT and apply the inversion method. Future work will compare retrieval
performances of maize functional fraits from hyperspectral and multispectral instruments. To do so,
airborne images will be transformed by French space agency (CNES) into hyperspectral images of
upcoming CNES sensor BIODIVERSITY (10m spatial resolution); Sentinel-2 images will be also simulated.
Inversion performances will then be compared, and should show potential synergy of multi-/hyper-
spectral spaceborne sensors in terms of spatial resolution, spectral sampling and revisit rate to address
agri-food industry needs in terms of sustainability and competitivity.



Figure 1: Implementation of 4D Dynamic Real Structure Maize Model (DRSmaize) controled by degree days to the
DART processing chain.
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Figure 2: Inversion RMSE of target functional traits at leaf (Cab, Car, Cbc, Cm, Cp, Cw) and canopy (LAIl) scale for
three inversion cases.
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Challenge

In the next few years, several hyperspectral missions will increment the data stream already provided
by the ASI PRISMA and DLR EnMap missions, enabling new research possibilities within the *agriculture and
food security” domain. In order to efficiently exploit this upcoming hyperspectral data stream, there is a
need to implement and test processing methods on comprehensive real dataset to allow a robust and
independent validation of the refrieval approach. In the framework of ASI -PRISMASCIENZA project
"PRIS4VEG", a hybrid approach (HYB) and its variant, featuring sampling reduction through active
learning (HAL), were tested on PRISMA hyperspectral data to evaluate estimation of crop traits, such as
Leaf Area Index (LAIl), chlorophyll content at leaf (LCC) and canopy (CCC) level as well as nitfrogen
confent (LNC, CNC). A mulfi-year (2020-2023) and multi-crop dataset has been exploited to assess
exportability and accuracy of tested approaches.

Methodology

From 2020 to 2023, several in-situ campaigns were carried out in the largest Italian farm, located in the
North-East of Italy (Jolanda di Savoia - FE (44.855061 N, 11.952233 E). Field data were collected in different
phenological periods to cover a wide range of crop traits and as close as possible to PRISMA acquisitions.
During that period, 223 samples were collected for LAI, LCC and CCC and 198 samples for LNC and CNC.
These data were split in training (data from 2020 to May 2021) and test dataset (data from June 202110
2023). Following a hybrid approach, the radiative fransfer model PROSAIL-PRO was selected to simulate
canopy reflectances, considering leaf and canopy crop parameters as well as background, illumination
and viewing conditions (Sun-target-sensor geometry). To avoid unrealistic combinations of PROSAIL-PRO
input variables, covariances between available crop traits acquired during field campaigns have been
exploited. The generated Look-Up-Table (LUT), which included 2000 input-output pairs of crop fraits and
the related reflectance spectra simulations, was spectrally reduced through Principal Component
Analysis, selecting the first 15 components. This LUT was used to train a GPR algorithm fo model a
predictive relation between reflectance spectra and crop fraits (HYB). In addition, GPR was also tested
considering the opfimization of LUT samples through the Acfive Learning technique (HAL) and the
standardization of LUT data (HALsm).

Results

Both HYB and HAL results showed the difficult in estimating crop fraits at leaf level. HYB failed in providing
reliable estimation whereas HAL models, using either raw or standardised data, are able to estimate leaf
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fraits in the correct range but with moderate correlation to ground data: retrieval statistics provided Rz =
0.22 and NnRMSE= 24% for LCC and R2 = 0.02 and nRMSE = 26% for LNC. On the contrary, canopy level
assessment resulted reliable. The results reported in Figure 1 highlight the benefit of HAL approach with
respect to HYB. HYB estimates were highly correlated with ground data (e.g. R2 = 0.69, 0.65 and 0.60 for
LAI, CCC and CNC, respectively) but with a significative overestimation of crop fraits (NRMSE = 36%, 34%
and 28% for LAI, CCC and CNC). HAL, on the other hand, improved the results reducing estimation errors
(NRMSE = 13%, 15% and 16% for LAI, CCC and CNC, respectively). The standardisation of input (HALsm)
provided mixed results when compared to HAL: LAl estimation showed a slight improvement (R2 and
regression slope increased from 0.73 to 0.75 and from 0.76 to 0.81, respectively) whereas CCC retrievals
showed lower accuracy (RZdecreased from 0.63 to 0.59). In case of CNC, even if no significant change
was observed comparing HAL and HALsm, it is interesting to notice a reduction of estimation uncertainty.
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Figure 1. Results of crop trait estimation for LAl (panels a), b), c)), CCC (panels d), e); f)) and CNC (panels g), h),
j)) using either HYB (left side) or HAL with two configurations: normal (centre) and standardised input (right side). The
colours of the points represent the coefficient of variation estimated by the GPR algorithm.

Outlook for the future
HAL algorithms applied to PRISMA data showed satisfactory performances for the retrieval of crop

fraits at canopy level. The exploitation of a mulfi-year and multi-crop dataset allowed to assess the model
performance, demonstrating the validity of the proposed approach and utility of PRISMA data. In the
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future, several aspects will be investigated: i) data driven estimation of crop traits through MLRA as
benchmark performance comparison; ii) application of developed HAL models to available EnMap data
to assess solution fransferability across sensors; iii) testing different artificial intelligence techniques for
complex problem solution; iv) exploiting crop modelling to biologically constrain PROSAIL-PRO input; v)
exploring the opportunity to fuse multispectral (i.e. Sentfinel-2) and hyperspectral (i.e. PRISMA, EnMAP)
data to enhance their spatial and temporal resolution.
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Challenge

The mapping and quantification of Non-Photosynthetic Vegetation (NPV) represent a critical element in
ecological and agricultural management, posing substantial challenges due to NPV's dynamic nature
and heterogeneity. Recognized as a priority for upcoming space-borne imaging spectroscopy missions,
especially the Copernicus Hyperspectral Imaging Mission for the Environment (CHIME), accurate NPV
quantificationis crucial for assessing carbon and nitrogen cycling, fire risks, and environmental monitoring.
The limitations of past and current sensors in the shortwave infrared (SWIR) spectral range, coupled with
the scarcity of in-situ NPV data, have hindered the progress of NPV biomass estimation from space. The
advancement of CHIME's hyperspectral capabilities offers a unique opportunity to address these
challenges with novel, efficient, and fransferable methodologies.

Methodology

The methodological framework integrates a "hybrid" approach, leveraging leaf and canopy radiative
fransfer models (RTM) with machine learning (ML) regression techniques to develop a comprehensive
workflow for NPV quantification using CHIME data. The methodology includes identifying NPV
representation strategies within RTMs, crafting robust refrieval methods across diverse vegetation types,
and creating a detailed spectral and crop frait database to aid CHIME's pre-launch campaigns and
algorithm validations. Over 100 plot-based canopy spectral reflectance measurements using Fieldspec4,
along with key vegetation parameters obtained from various experimental field platforms, are ufilized for
the optimization of commonly used Radiative Transfer Models (RTMs) such as PROSAIL or DART.
Subsequently, machine learning (ML) models are tfrained using extensive simulations from the optimized
RTMs and the resulting model input-output data space. After appropriate spectral resampling to match
the forthcoming CHIME configuration, this framework and its models are prepared for deployment on
spaceborne imagery. However, independent validation at a regional scale remains crucial.

Expected results

The proposed workflow aims to deliver retrieval methods that not only achieve high locally valid accuracy
but also ensure robustness and efficiency across different agricultural landscapes and scales. Anticipated
outcomes include an overall accuracy of at least 75% for NPV classification images and 80% for NPV
masks, with NPV biomass quantification models expected to exhibit an RA2 of at least 0.5 and a relative
RMSE of around 30%. This will significantly surpass the capabilities of existing methods, enabling plausible
mapping of NPV biomass across varied conditions.
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Outlook for the future

The success of this workflow will set a new precedent for the operational quantification of NPV using
CHIME, contributing vitally to broad-scale environmental monitoring, fire risk management, and the
enhancement of agricultural practices. By establishing a solid foundation of comprehensive databases
and robust methodologies, this initiative is poised to revolutionize NPV assessment globally, offering
invaluable insights for the launch and operational phases of CHIME. The CHIME_NPV project serves as a
pioneering step in refining baseline requirements for NPV monitoring, with the potential to extend into the
infegration of operational algorithms that can provide robust and reliable NPV data for future
hyperspectral missions.

Figure 2 Spectral variability of the gradient of measured NPV targets. Spectral measurements with the
Fieldspec4 spectroradiometer.
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Abstract

The pursuit of enhanced precision and complex applications has surged in this sensor era, marked by
the increasing deployment of advanced hyperspectral orbital sensors. These HRS sensors must
deliver advanced outputs tied to their reflectance calibration and specification. Comprehending the
differentiating factors among these sensors becomes paramount for end-users aiming to select the
optimal fit for their distinct application endeavors. This study compared four HRS orbital sensors at
their very early stage in space : ASI's PRISMA, DLR's ENMAP and DESIS, and NASA JPL's
EMIT, with a primary emphasis on their specifications, Level 2 atmospheric correction products, and
their aptitude for mineral mapping. The results may be used as a marker to judge quality of these

sensors in its operating time.
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Challenge (800 - 1000 characters incl. spaces)

The End-to-End Simulator (CHEES) plays a key role for the CHIME mission. It simulates the mission workflow,
aiding in design, performance assessment, and data processing development. CHEES modules include
Scene Generation, Observing Performance, Retrieval, and Performance Assessment.

The Scene Generation Module (SGM) within CHEES generates realistic 3D synthetic scenes, replicating
surface properties, atmosphere conditions, and geometric characteristics in accordance with the
physical processes of electromagnetic radiafion interaction with natural surfaces. This includes the
incorporation of Bidirectional Reflectance Distribution Function (BRDF) and adjacency effects. SGM build
scenes with higher spatial and spectral resolution than the instrument, facilitating the assessment of data
processing and the optimization of mission performance.

Methodology (1200 - 1500 characters incl. spaces)

The SGM is a fool that realistically simulates the natural world reproducing the physical properties, surface
interactions, atmospheric effects, and the geometric relationships between the sun, the scene, and the
observing instrument.

First, the SGM generates a common spatial scene that includes all three CHIME spectrometers' fields of
view. Within this common grid, it distributes reflectances from various sources, depending on the
simulation's objectives.

The SGM can incorporate reflectances from airborne scenes or pre-existing reflectance databases, or it
can generate reflectances using a Radiative Transfer Model (RTM) with provided key parameters. SGM
employs the SCOPE V 2.1 RTM (Van der Tol et al., 2009, Biogeosciences 6, 12) to simulate vegetation
reflectances. Additionally, it includes a database created using the Hydrolight RTM, which contains
Bidirectional Reflectance Distribution Functions (BRDF) for water reflectances, enabling the simulation of
the sunglint effect over water surfaces.

Additionally, the SGM models the atmosphere by distributing key atmospheric parameters within the
scene, such as Water Vapour or Ozone, and clouds. Geometric and viewing features are also taken info
account, including terrain altitude, latitude and longitude coordinates, solar geometry, and observation
geometry.

After modelling these characteristics, the forward model simulates Top of Atmosphere (TOA) radiative
propagation, following the methodology by Mousivand et al. (2015, Remote Sensing, 7).
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Results (1200 - 1500 characters incl. spaces)

The SGM can simulate the topographic effect on TOA radiance and variable retrieval by quantifying
various topographic components, such as sky view factor and terrain-reflected radiance, following the
approach by Mousivand et al. (2015, Remote Sensing, 7). To illustrate the impact of topography on TOA
radiance, we conducted the following exercises:

1. We simulated a homogeneous scene in terms of reflectance, incorporating a Digital Elevation
Model (DEM) and modelling the atmosphere while considering variations in terrain altitude, without BRDF
and adjacency effects. In Figure 1, TOA radiance at 720 nm (Water Vapour band) and 761 nm (O2A
band) is displayed. As expected there is a correspondence in the TOA radiance spatial pattern with the
DEM altitudes, due to the correlation of atmospheric thickness and oxygen and water vapour absorption
infensities.

2. We repeated the same scene as in exercise 1 but included BRDF and adjacency effects, allowing
us fo compare it with the scene in exercise 1. Figure 2 illustrates the differences in TOA radiance at 650
nm between both scenes.

The results presented here demonstrate the SGM's capabilities to simulate realistic scenarios, enabling a
more robust development of Level-2 refrieval models, including atmospheric correction.

Outlook for the future (800 - 1000 characters incl. spaces)

In the future, the SGM could make a substantial contribution to our understanding of complex natural
environments, encompassing changes in land cover and interactions within the atmosphere. The
integration of RTMs, alongside improved BRDF and adjacency effects modelling, further enhances the
SGM's scene simulation capabilities.

As the demand for precise environmental data continues to grow, driven by challenges related to climate
change and resource management, the SGM's role in supporting Level-2 refrieval models and
atmospheric correction becomes indispensable. Its ability to replicate diverse scenarios, including
topographic effects and sunglint over water surfaces, is invaluable to researchers. By enhancing our
capacity to model Earth's dynamic systems, the SGM is shaping the future of environmental research and
remote sensing applications.
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Figure 1 Comparison of TOA radiance at 720 nm (Water Vapour band) and at 761 nm (O2A band) and the DEM.
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Figure 2 Difference in TOA radiance between a scene with BRDF and adjacency effects and a scene without these
effects.
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Challenge

Recentresearch has shown that automated detection of methane plumesin hyperspectral, high-
resolution remote sensing data is feasible. However, it has been demonstrated only over a limited
localised area, as supported by the availability of the data.

Applying machine learning models globally requires first and foremost access to a diverse and
global dataset. For detection of rare signals, such as methane plumes, enough labelled samples are also
needed. With recent and upcoming hyperspectral satellites, it would take long fime to wait for capturing
real methane leak events. Quite uniquely, when working with hyperspectral data, we can realistically
simulate methane plume events using raw clean hyperspectral data, the knowledge of the methane
signature across different wavelengths and methane enhance product as a source of labels from other
locations. With these, we can feasibly simulate a global methane plume dataset with reliable annotation
for any upcoming hyperspectral sensor.

Methodology

We create the dataset using the recent hyperspectral sensor EMIT, which offers a near-global
coverage of the arid regions of Earth and allows for public access to the data. We are also interested in
the mulfi-temporal scenario, as an alternative to the single image detection. With weaker sensors and
with smaller methane plumes, it has been shown that having access to mulfiple views of the sample
location can improve the detection performance.

For simulating plume events we use methods detailed by the works of Gorrono et. al 2023 and
others. Given the knowledge of methane transmittance, it is possible to use a source methane
enhancement product from another source alongside with a clean hyperspectral cube of data to
simulate sample with an event. As the source of real methane enhancement products, we use the
STARCOP dataset of methane plumes released by Ruzicka et.al 2023.

Using a pair of collocated hyperspectral samples, and by simulating methane plume events in
the latter of the pair, we can either frame the task mono-temporally as semantic segmentation, or multi-
temporally as change detection. For this we could employ models such as U-Net, or SegFormer, and in
the multi-temporal scenario, their Siamese variants. Furthermore, we'd like to explore the potential on-
board deployment of the proposed models, highlighting the frade-offs between speed and accuracy of
different approaches.

Expected results

Experimentally, we plan to compare the baseline of matched filter products (such as the maglc
method of Foote, M. D., et al. 2020), with a newer approach proposed by Ruzicka V. et al. 2023 that uses
a learned U-Net model on top of these products. Additionally, we plan to explore end-to-end
architectures, that would be able to detect methane directly from the hyperspectral datacubes without
relying on manually crafted filters. So far, we have tested the time performance of these approaches on
the constrained hardware provided by D-Orbit and Unibap - each machine with a quad-core x86 64-bit
CPU processor, Intel Movidius Myriad X VPU and 2 GB RAM of memory.
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Computing the methane enhancement product for a typical hyperspectral file of 128x128px,
using the iterative matched filter approach (maglc) takes ~1.96 seconds. Additional pass through the
learned model using a U-Net architecture increases this runtime to ~2.0 seconds. In our initial experiments,
a similar U-Net based model processing the full hyperspectral tile without the matched filter product takes
only ~0.16 seconds. This is in fact comparable with the fime required to running the matched filter for only
one iteration, which takes about ~0.12 seconds, and results in quite noisy image. All the measurements
include the 10 time needed to load the hyperspectral tile.

Importantly, we plan to run more experiments with these models trained on the proposed global
dataset of simulated methane plume events.

Outlook for the future

We expect the proposed machine learning architectures to be relevant in many scenarios that
range beyond satellite methane detection (for example for on-board processing in hand-held optical
gasimaging (OGI) cameras). Furthermore, the planned global dataset should promote machine learning
research when dealing with hyperspectral data — as typical, out of the box machine learning model,
doesn’t account for spectral dimensionality and thus may lose information during the processing. In future,
we plan to use this dataset for further experiments to adapt novel architecture designs with the high
spectral dimensionality in mind. As will be further explored, end-to-end models may also be beneficial in
terms of the inference speed for on-board deployment. Finally, with the upcoming satellite missions, our
methods of creating a global dataset of methane plume events from previously observed real events,
can be used to speedily adapt models for new sensors.

a.) classical approach baseline

matched filter . thresholding to obtain prediction

b.) machine learning based

f? 7 ¢.) end-to-end machine learning based
{ End-to-end learned model |» prediction
Figure (left) Locations of all intersections present in the EMIT data (resulting in 7791 intersections), which can be

used to download samples with multi-temporal coverage. Likely these would need to be further filtered with cloud
coverage. (right) Overview of the proposed methods for methane detection.
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Challenge (800 - 1000 characters incl. spaces)

The challenge addressed here is the compensation for fopographic effects—slope and aspect—in
VSWIR spectroscopy, fraditionally corrected post-atmospheric analysis. This method, assuming flat
terrain initially, skews atmospheric state readings and infroduces errors fo subsequent fopographic
corrections. Complications arise using DEMs to ascertain local solar zenith angles for fopographic
adjustment. Mismatches between DEMs and radiance data can intfroduce spatial, temporal, and
alignment errors into spectral inversions, escalating the uncertainty of reflectance maps. Such
inaccuracies hinder high-precision applications that rely on accurate and precise spectral signatures in
the VNIR such as plant trait estimation, snow and ice monitoring and iron oxide mineral mapping.

Methodology

Our methodology, termed 'Shape from spectra,' innovates by estimating fopography directly from
radiance data, without the need for external DEMs. It begins by calculating the decoupled
direct/diffuse atmospheric transmittances for any given atmospheric state, utilizihg the MODTRAN
atmospheric radiative fransfer engine. We then use a radiance model that distinguishes between direct
and diffuse illumination, adjusting for the tfopography's influence on the amount of direct illumination,
which has a significantly different spectral shape compared to the diffuse illumination.

For surface reflectance we employ a data-driven approach, leveraging a spectral library with a wide
range of known endmember spectra. By applying dimension reduction techniques, we distill complex
spectral data into simpler, more manageable forms. This process identifies the fundamental spectral
signatures needed to represent the observed data accurately. With the reduced spectral library, we
construct a multiple endmember linear mixture model. This model accounts for the varying proportions
of different materials present in the pixel’s instantaneous field of view (iIFOV) and their unique spectral
responses.

The crux of our methodology is the nonlinear optimization process. We use a frust region reflective
algorithm—a robust nonlinear least squares solver—to iteratively adjust our estimates of topography,
surface reflectance, and atmospheric parameters. By minimizing the difference between the modeled
and observed radiance, we exiract the topographic slope from the radiance spectra itself.

This infegrated approach allows for simultaneous atmospheric and topographic corrections, providing a
self-contained solution that is both accurate and aligned in space and time with the radiance
measurements. Our methodology is poised to address the current limitations in VSWIR imaging
spectroscopy, offering a path toward more accurate, topography-aware spectral analysis.



Expected results

Our inifial results, benchmarked against high-resolution LIDAR data, demonstrate that our 'Shape from
spectra’ method delivers comparable performance in estimating topography. This outcome is a strong
indicator that the expected results for remote sensing applications are highly promising. Our approach
is particularly advantageous for analyses dependent on the VNIR spectral range, offen employed in
rugged and mountainous terrains where accurate topographic representation is crucial.

Current hyperspectral missions like EMIT, PRISMA, EnMAP, and DESIS could immediately leverage this
methodology fo enhance their data quality. These missions, which sometimes struggle with topographic
corrections due to the challenges presented by complex landscapes, stand to gain from our more
precise topographic estimations derived directly from radiance data.

Looking forward, forthcoming missions such as NASA's SBG and ESA’'s CHIME will also reap significant
benefits. These missions are poised to utilize the most accurate reflectance maps for a variety of Earth
observation purposes, and our method’s ability to accurately capture the nuances of Earth's
topography will be instrumental in their success. With our technique, we expect a new level of precision
in remote sensing that aligns with the advancing demands of these future missions.

Outlook for the future

The outlook for our 'Shape from spectra’ methodology is to broaden retfrieval capabilities by combining
robust physical formulations with cutting-edge machine learning fechniques. By integrating physical
Bidirectional Reflectance Distribution Function (BRDF) models, specifically those based on the pioneering
work of Hapke, we aim to enhance the precision of our spectral signature refrievals from these remote
sensing measurements.

These enhancements are expected to lead to a significant expansion in the retrieval capacities of remote
sensing platforms. By refining the spectral data accuracy, especially in the VNIR range, we can achieve
more precise environmental monitoring and resource management. This development holds the promise
of propelling remote sensing into a new era of detailed Earth observation, underpinning advances in
fields ranging from agriculture to climate science.
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Figure  The topographic slope variable has both a magnitude and a spectral shape effect on the measured
radiance. Panel A shows a frue colorimage from the radiance measurements, with individual spectra plotted in
panel B, illustrating the magnitude effect. Panel C shows normalized differences in radiance, in true color, with the
normalized spectra plotted in panel D, illustrating the spectral shape effect. Spectra in panels B and D are colored
by the appropriate lidar-estimated topographic slope value. True color images in panels A and C are plotted with a
linear min-max strefch.
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Challenge (800 - 1000 characters incl. spaces)

Soil organic carbon (SOC) is crucial for the global carbon balance, affecting climate change.
Moreover, it is one of the indicators for soil quality, and ecosystem functions. Precise monitoring is essential
fo support policies and decision-making for soil protection and restoration. The ESA-funded WORLDSOILS
Monitoring System (WOSOMS) project addresses this need by developing a pre-operational monitoring
System providing high-resolution annual SOC estimations at a continental (Europe) scale, based on
available multispectral spaceborne data. It leverages Earth Observation (EO) data and advanced
modelling, hosted on an European cloud platform. Challenges include the accuracy of SOC mapping,
limited soil exposure in satellite images, disturbance factors on soil surface, and limited spatial and spectral
resolution. To study these challenges, the third phase of the WORLDSOILS project includes an intense
validation of the SOC maps obtained at different test sites. In this study, we focus on evaluating SOC
predictions at the local/regional scale in the Demmin test site, Germany, highlighting the difference
between the Sentinel-2 and air- and spaceborne hyperspectral data predictions based on HySpex.


mailto:liege2021@earsel.org
mailto:liege2021@earsel.org

Methodology (1200 - 1500 characters incl. spaces)

SOC prediction utilises machine learning, integrating multi-temporal Sentinel-2 and Copernicus data
linked to soil reference databases (LUCAS 2018 and WoSIS). The automated soil composite mapping
processor (SCMaP) is an approach for processing Sentinel-2 satellite data to make the use of per-pixel
reflectance composites mitigating the issue of limited soil exposure. The spectral composites are
subsequently segmented at a spatial resolution of 50 m across Europe into two categories: cropland (bare
soil) and permanent vegetation, leveraging data from multiple time series (2018-2020, 2019-2021, and
2020-2022). The analysis for predicting SOC products is divided into three steps:

1. For the bare soil pixels selected based on multitemporal soil composite and different indices, a 1-
D CNN is applied to the exposed soil reflectance composite (SRC), partitioned into calibration
and test sets using the conditioned latin hypercube sampling (cLHS) algorithm.

2. For the permanently vegetated soils, a quantile random forest (QRF) model utilises spectral
composites and environmental covariates derived from multiple sources.

3. The final step merges the obtained results from both models, producing a unified SOC prediction
at 50 m resolution for Europe, accompanied by an uncertainty map.

The models performance is validated internally through rigorous 10-fold cross-validation, ensuring
generalization and mitigating overfitting risk. The predicted SOC product is externally validated in three
pilot regions (Belgium, Czech Republic, and Greece) at a large regional scale. In addition, at a smaller
scale, the Demmin region in Germany is considered for the validation purpose due to the availability of
dense in-situ data and SOC prediction maps from variable EO data. Finally, the WORLDSOILS predicted
SOC is compared with the HySpex airborne hyperspectral data prediction. The evaluation is done by
using the assessment metrics (e.g.. R?, RMSE, and so on).

Results (1200 - 1500 characters incl. spaces)

In the study areaq, 63 soil samples were collected at the fopsoil layer from bare, exposed fields
during the years 2013, 2016, and 2017. These sampling campaigns were specifically designed to validate
EO SOC products, thus composite samples covering a 2 m radius were taken from the fop surface (< 5
cm) in the middle of crop fields (Figure 1A). To validate the results, we extracted the predicted SOC values
for the respective pixels in the geospatial dataset, with these sample selections aligning with the
acquisition timeframe of the Sentinel-2 composite imagery. Table 1 reveals that these samples had
relatively high variability in SOC contents (mean = 20.5 g kg', standard deviation = 30.13 g kg') and a
limited SOC value range in the WORLDSOILS prediction compared to in-situ data. The model performed
reasonably in case of R? and RPD, but showed high RMSE due to some high measured SOC contents
(Table 2). The model is struggling to predict high SOC contents at a smaller scale. Figure 1B depicts the
distribution of the predicted SOC map using the HySpex data. The high SOC contents appear in kettle
holes in the glacial sediments, where shallow peat layers developed. These hotspots of high SOC content
predicted less promising using the WORLDSOILS model at the 50 m spatial scale, as shown in Figure TA.

Table 1 Summary statistics of the in-situ data and the mean of predictive SOC map (the final SOC
prediction product)

Samples SOC Mean Std. Min Max C.V. (%)
N=63 Measured parameter 20.5 30.1 7.8 168.8 146.9
2018-2020 Predicted parameter 15.3 4.3 11.0 37 28.3
2019-2021 Predicted parameter 17.1 4.2 10.0 29 24.7
2020-2022 Predicted parameter 16.8 4.3 10.0 29 25.8

Table 2 Evaluation of WORLDSOILS SOC prediction versus in-situ data.

Year R2 RMSE NRMSE CCcC Bias NSE RE (%) RPD RPIQ
(gkg)
2018-2020 0.6 28.0 0.2 0.3 58 0.2 26.9 1.1 0.7
2019-2021 0.5 28.3 0.2 0.2 3.5 0.7 16.8 1.1 0.7
2020-2022 0.4 29.7 0.2 0.7 49 0.1 22.5 1.1 0.7




Outlook for the future (800 - 1000 characters incl. spaces)

A future extension of this work will be the employment of data from spaceborne hyperspectralimaging
satellites for such a comparison. The predicted SOC maps can be validated by not only by comparing
the multi-temporal SRC based on Sentinel-2 fime series data with airborne hyperspectral data but also by
incorporating PRISMA to enhance the precision of monitoring SOC changes on regional, continental, and
global scales. We are working on extending this work to compare with EnMAP and PRISMA SOC
predictions. In the future, the WORLDSOILS monitoring system should be extended to hyperspectral
spaceborne data that allows an improved selection of bare soil pixels through a better estimation of soil
fraction vs non-photosynthetic vegetation cover.
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Figure 1: A) WORLDSOILS predicted SOC product (2018-2020) in the Demmin region with a 50 m spatial
resolution along with the location of ground truth data (leff) and B) SOC HySpex product of bare soil with
a spatial resolution of 1.9 m for visible near-infrared (VNIR) range and 4 m for short-wave infrared (SWIR)
range.
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Challenge

With the launch of hyperspectral satellites like PRISMA and EnMAP, the availability of imaging
spectroscopy data is continuously increasing and the interest in hyperspectral data analyses is growing.
However, fraining courses and educational resources on imaging spectroscopy are still scarce. Therefore,
HYPERedu, an online learning initiative for hyperspectral remote sensing, was conceptualized and is
implemented as part of the EnNMAP science program since 2019.

Methodology

HYPERedu provides online learning resources on principles, methods and applications of imaging
spectroscopy, addressing students as well as professionals in research, business, and public insfitutions.
The resources comprise annotated slide collections, practical hands-on tutorials (based on the EnNMAP-
Box software), a number of educational videos (YouTube) and a series of Massive Open Online Courses
(MOQOC:s). The first MOOC on the fundamentals of imaging spectroscopy (2021) was followed by shorter
MOOCs on selected hyperspectral application fields. All resources are continuously revised and extended
and increasingly used in fraining courses, university teaching and individual learning.

Results

The first MOOC on the basics of imaging spectroscopy titled “Beyond the Visible: Infroduction to
Hyperspectral Remote Sensing” was launched in November 2021. It teaches the principles of imaging
spectroscopy, sensor fechnologies and data acquisition tfechniques as well as data sources and software,
using state-of-the-art interactive eLearning approaches. The course is designed to take 5-8 hours to be
completed at one’s own pace. Upon successful completion, participants receive a certificate, as well as
a listing of all course content in a diploma supplement. Following this basic MOOC, in 2022 a MOOC on
agricultural applications and in 2023, both a MOOC on EnMAP data access and image preprocessing
technigues and a MOOC on soil applications were/will be published. Further MOOCs on inland and
coastal waters as well as forestry are under preparation or planned for the upcoming years. All MOOCs
are available as interactive online versions as well as offline documents (PDF format), allowing participants
to take the course even when a stable internet connection is lacking.
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In addition, the HYPERedu YouTube channel has grown to host (as of October 2023) 55 Videos. Further
resources include 9 slide collections and 3 hands-on tutorials.

Outlook for the future

All materials and courses are hosted on the EO College platform and are provided free of charge under
a CC-BY License. EO College is a learning hub for online courses, open educational resources and
discussion forum in the field of Earth Observation. Even though HYPERedu was initiated as part of the
EnMAP science program, it is regarded as an initiative by and for the hyperspectral community.

This contribution aims to present and discuss the concept, implementation status and cooperation
opportunities of HYPERedu.
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Figure  Overview of available (coloured symbols) and planned (grey symbols) HYPERedu resource materials as of
October 2023
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Challenge

In recent years, a plethora of machine learning techniques and algorithms have been developed and
applied for remote sensing image classification. While many of these methods are valuable for the
general purpose of multi- and hyperspectral image classification, their potential applications (and
limitations) for mineral classification and mapping have not yet been fully understood. The main
challenge in this direction is that minerals often occur in close association with each other in geologic
environment, resulting in mixed spectra within image pixels with many individual minerals exhibiting similar
spectral behavior in the feature space. The Tetracorder expert system, developed by the US Geological
Survey, is designed to address many of these complexities and as a result, it provides the most reliable
mineral mapping results from hyperspectral remote sensing data, especially when it is applied to airborne
AVIRIS data. With the advent of new hyperspectral imaging systems, such as EnNMAP acquired from
satellite platforms on a global scale, there is an increasing need for rapid and accurate image
classification algorithms capable of mapping surface mineralogy with minimum training datasets on any
given geologic site. To explore the potentials of machine learning methods for this purpose, we initiated
a study at the well-known Cuprite test site in Nevada, USA. We aim to compare the performance of
different machine learning-based classification algorithms against Tetracorder mapping results and
identify the most effective techniques for processing ENMAP hyperspectral data.

Methodology

The research conducted in this study included the following steps: (1) acquisition of satellite hyperspectral
imagery, (2) preprocessing of the acquired data, (3) development of fraining data for machine learning
models, and (4) performance of supervised classification based on prepared training dataset. At the first
step, the ENMAP data acquired on 07.07.2023 over the Cuprite hill was subjected to preliminary
preprocessing, including the removal of overlapping channels (in the range of 902.0 nm - 993.3 nm), as
well as bands registered in the region of strong atmospheric absorption (in the range of 1330.8 nm - 1461.1
nm). Mineral maps, generated by the Tefracorder expert system applied to AVIRIS data, were first
georeferenced and the result was used as a basis to prepare the training dataset covering 19 classes of
different minerals and mineral mixtures. The last stage of the work comprised supervised classification,
which included using six classification algorithms (Extra Trees, Random Forest, Linear Support Vector, Naive
Bayes, and K-Neighbors and Radial Basis Function Support Vector). Preprocessing of the acquired data,
as well as supervised classification, was carried out in the ENVI software.
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Expected results

Visual and qualitative comparison of the results indicated that the Radial Basis Function Support Vector
algorithm yields results closest to the Tetracorder’s mineral maps. Satisfactory results were also obtained
by supervised classification of EnNMAP imagery using the Random Forest and Exira Trees methods. The
Naive Bayes and Linear Support Vector algorithms were identified as the least accurate classifiers
because the mineral map obtained based on them was significantly different from the reference map.
Analyzing the accuracy of the maps obtained in terms of individual classes of minerals, it can be
concluded that all the applied classifications correctly indicated the locatfion and extent of the following
six mineral classes: alunite, calcite, alunite + kaolinite, dickite, hydrated silica, as well as kaolinite + white
mica + alunite + halloysite. The lowest classification accuracy was achieved for the classes: white mica,
Na — montmorillonite, and calcite + white mica. The preliminary results obtained so far are encouraging
showing that the EnNMAP data can be very effectively used to obtain high-accuracy mineral maps of
highly altered areas characteristics of advanced argillic alteration.

Outlook for the future

Based on our promising initial results, we have outlined a comprehensive plan to advance our work in
several key areas. Our primary objective is fo conduct a rigorous quantitative comparison between
various classification algorithms and training datasets. Additionally, we are in the process of assessing the
impact of different preprocessing and data enhancement methods on the overall performance of each
classifier. We are also considering including various deep-learning algorithms in the study. Furthermore,
we plan to test the sensitivity of each technique to the quality and quantity of training. In the broader
context, we plan to expand our research to encompass AVIRIS-NG and EMIT hyperspectral data,
enabling a comprehensive comparison of the results both in terms of algorithms and sensor performance
across the study area. For this aim, all datasets will be processed in parallel using the MICA expert system
by the USGS.
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Challenge (800 - 1000 characters incl. spaces)

Ice-free areas in the South Shetland Islands are primarily under the influence of glacial, periglacial and
paraglacial processes. These ice-free areas contain fragile ecosystems with a potential biodiversity that
are affected by natural causes such as climate change and by human induced influences. Studies show
that nowadays summer thawing occurs earlier and stays thawed for a longer period. Therefore, the active
hydrological cycle influences the chemical, physical and biological process that affects permafrost
stability, causes surface erosion and is a boon to organisms that have fo survive in these harsh conditions.
The challenge of this work is to map different land surface covers of Byers Peninsula on Livingston Island,
which is the largest ice-free area in the archipelago, using hyperspectral satellite data from the German
Environmental Mapping and Analysis Program (ENMAP).

Methodology (1200 - 1500 characters incl. spaces)

Byers Peninsula (approx. 62° 37’ S, 61°06' W) is about 60 km2 and is the most extensive ice-free areain the
South Shetlands archipelago. The Rotch Dome glacier forms the eastern limit of the peninsula.
Hyperspectral ENnMAP data was acquired over the Byers Peninsula on the 15t of March 2023 and
downloaded as level 2A format. It was necessary to carry out further stages of pre-processing, e.g., noise
reduction, spectral smoothing and masking of clouds for a selected area covering 83 km2. The cloud
cover and cloud shadow reduced the area of interest by 28 kmZ2. A first step was to analyse image-derived
spectra that were obtained from selected reference sites. These reference sites were visited in the field
during the 2018 and 2022 austral summer campaigns when field spectra were taken with an ASD Field
Spec3 combined in 2022 with a SoilPROII instrument. Later laboratory spectra were measured on the
obtained soil and sediment samples. These spectra were compiled intfo an ongoing elaboration of the
Northern Antarctic Peninsula region SPECtral library (NAPSPEC). In a second step, the Spectral Angle
Mapper (SAM) method was applied and the image derived spectra were used to train the classifier. The
processing was carried out using Matlab (version 2022a) and ENVI programs (version 5.2).
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Expected Results (1200 - 1500 characters incl. spaces)

Although cloud cover affected the data, 11 different surface covers were mapped over an area of 55
km?2. Preliminary results show the variable lithological composition, differentiating the marine detrital
deposits (4.6 km?2) to the west and the non-marine volcaniclastics (8.3 km?) to the east. This also includes
rock outcrops of sills, plugs and other marine igneous bodies (2.6 km2). Moraine deposits (3.5 km?2) are
mainly found along the glacier front, however, scattered deposits from past glacier stages were also
identified. Due to the cloud coverage, successive elevated Holocene beaches (6.7 km?2) were only
mapped along the northern and southern coastline. Vegetation covers include moss carpets (2.7 km2)
along the coast, lichen with moss forming communities (1.5 km2) on soils and extensive lichen vegetation
(1.5 km?) covering stones and rocks. Although the latter two vegetation classes have a sparse coverage,
the spectral signature differentiates them well. The glacier front (14.1 km2) occupies the largest area and
is just a small part of the greaterice sheet that still covers Livingston Island. The glacier front is often partially
covered by detrital particles and differentiates well from the highly reflective snow cover (4.1 kmZ2). Water
bodies were sparse, because they occur mainly in the cloud affected area. An overall accuracy of 71%
was achieved, where accuracy for individual classes ranged from 49% for moraine deposits to 85% for
the snow cover.

Outlook for the future (800 - 1000 characters incl. spaces)

This is the first fime a preliminary mapping has been obtained using hyperspectral satellite data of this
peninsula. The validation was carried out using waypoints that were gathered in the different campaigns
as well as geomorphological and geological maps that were compiled in the past by our group.
However, in the coming field campaign planed for February 2024, the distribution of the different classes
will be checked, and further validation points will be obtained to improve the accuracy. The aim is to
obtain further hyperspectral images of the areq, ideally during the next field campaign and as much
cloud free as possible. Having shown the importance of the hyperspectral data input, an integrated
methodology is being worked on to combine different available data sources such as hyperspectral and
synthetic aperture radar data as well as incorporating photogrammetric field data using machine
learning techniques.
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Figure  Preliminary map of the land surface covers of Byers Peninsula
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Challenge

The RESSBIO (Remote Sensing Spectroscopy for Wetlands Biodiversity) project aims to investigate and
exploit the capabilities of new Earth Observation satellite missions, equipped with hyperspectral sensors
for assessing and monitoring the ecological status of lenfic aquatic systems. The hyperspectral missions
currently in orbit, such as PRISMA, DESIS, and EnMAP, provide the opportunity to study the organic matter
and phytoplankton composition, differentiating between ecological status indicators groups (diatoms,
chlorophyceae, cyanobacteria, dinoflagellates), as well as the organic matter composition (dissolved
and particulate). However, to obtfain accurate estimates of various limnological variables from
reflectance spectra, the first essential step is to achieve an accurate atmospheric correction (AC). To
achieve this goal, we conducted an evaluation of the AC algorithms specifically developed for these
sensors, colled L2 products, and other algorithm commonly used in inland waters, ACOLITE.

Methodology

During the first year of the RESSBIO project, three field campaigns were carried out, coincident with the
acquisition of four hyperspectral images. Two of them matched with PRISMA images, one in the BellUs
reservoir (furbid waters), and the other in the Benaixeve reservoir (clear waters). Addifionally, one
sampling campaign was conducted in the Albufera lake (turbid waters) three days after the EnNMAP
image acquisition and three days before the DESIS image acquisition. In this case, to assess the stability
of the reflectance spectra between the image acquisition and the field data, the Rrs spectra of three
Sentinel-3 images were compared, and the differences were determined using a t-test. In the field. The
sampling points were georeferenced, and above-surface water radiometry was measured using an ASD
FieldSpec® HandHeld 2 spectroradiometer. The in situ remote sensing reflectance (Rrs) was obtained with
a 1 nm spectral sampling and then averaged to the band set of each sensor by using the specific spectral
response functions. The Level 1C product, without AC, and L2 product, with their specific AC, labeled as
2A for DESIS and EnMAP and 2D for PRISMA, were downloaded. L2 products provide the Rrs values
obtained with the specific AC algorithm of each sensor. In addition, the ACOLITE AC algorithm was
applied to the L1C images. The Rrs values from L2 products and from L1C products corrected
atmospherically with ACOLITE, were exfracted using a 3x3 pixel window cenfred on the sampling poinfs,
and the mean value were then calculated. These values were validated using in-situ Rrs data, and several
metrics, including R2, RMSE, RRMSE, and bias, were calculated.
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Expected results

The results obtained can be interpreted in several ways: as a whole, between different AC algorithms
(Figures 1a and 2a), or by spectral zones (Figures 1b and 2b), comparing them either for a single AC or
between AC algorithms. When comparing different algorithms of ACs, the expected results should
demonstrate that L2 products ACs yield tighter Rrs values compared to generic ACs. However, for ENnMAP
images in this study, the ACOLITE algorithm provides better validation results than the EnMAP L2 image.
This improvement is particularly noticeable for wavelengths longer than 600 nm compared to the EnMAP
L2 image. The same holds true for the DESIS L2 image. If we focus on the comparison by spectral regions,
the lowest results generally agree across different algorithms of ACs. Thus, for PRISMA images, acceptable
results (approximately RRMSE of 10%) are obtained in the green and red areas of the spectrum for turbid
waters, while for ENAMAP and DESIS images, the lowest results are achieved with ACOLITE in the infrared
region. In clear water, acceptable results for PRISMA images are only achieved with the PRISMA L2 image
within the spectrum range of 500 to 600 nm. These findings suggest that the choice of AC may depend
on the specific area of the spectrum we are interested in.

Outlook for the future

To enhance the validation of our results, we require more coincident field data alongside hyperspectral
imagery in clear and turbid freshwaters. In this regard, we are striving to obtain in advance the image
acquisition schedules for DESIS and EnMAP, as PRISMA already provides this information one or two days
ahead. Additionally, we aim to implement and validate other AC algorithms, such as 6S and Polymer.
Consequently, the primary challenges we need to address for the fufure include: (1) achieve more
overlaps between in situ measurements and hyperspectral imagery, (2) acquiring advanced knowledge
of the image acquisition schedules for DESIS and EnMAP sensors; (3) achieving an acceptable AC for
clear water; (4) obtaining a satisfactory AC in the blue region to enable the study of organic matter.
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Challenge

Lakes are an important natural resource providing relevant ecosystem services besides offering unique
habitats for numerous species of plants and animals. Global warming and increasing aridity are leading
fo various responses of aquatic systems and lakes are considered as sentinels of climate change by, at
the same time, increasing severity of wildfires. This study relies on global and long-term satellite datasets
made available by the European Space Agency (ESA) Climate Change Initiative (CCl) to investigate the
relationship between lake water quality and wildfire occurrence (burned area, BA). A large global
dataset of lakes (Figure 1) is used to model, with Long Short-Term Memory (LSTM) network models, the
relation between chlorophyll-a concentration (Chl-a) and meteo-climatic variables (precipitation, runoff,
lake surface temperature, wind speed, surface solar radiance) with/without the contribution of fire. The
fime-period covered by the time series analysis is 2002-2020.

Methodology

Time series of Chl-a and lake water surface temperature were obtained from the LakeCCl project. Lake
depth and surface area were identified using the HydroBASIN collection. Meteorological variables were
extracted from the ERAS5 dataset: total daily precipitation and surface runoff computed for the lake
catchments. For the lake basin, daily aggregated surface solar radiance and wind speed were exiracted.
The FIRECCIS1 provided, for each catchment, the total burned area that was split info forest and non-
forest fires based on the landcover classification integrated in the dataset.

All datasets were aggregated at weekly fime step and spline interpolation was applied to fill missing
values. The lake database was split info burned and unburned basins, and then sorted based on the
number of Chl-a weekly observations. The first 160 unburned catchments were selected to train a LSTM-
NN model able to predict Chl-a concentration when lakes are not affected by fires. This model was tested
on both the remaining 40 unburned catchments and 40 burned catchments to investigate if its prediction
accuracy was different for the two cases. The rationale of this choice was to avoid generating a biased
model due to an unbalanced training set containing less burned catchments than unburned ones. At
the same time, we can assess if wildfires affect or not Chl-a concentration. After the fraining, the model
was fested on both burned and unburned catchments and its predictive capabilities were compared.

Expected results
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The LSTM-NN model is deemed able to predict Chl-a concentration, over the lakes of the global datasefts,
based on the meteo-climatic variables. In those lake catchments where wildfires occur, the model’s
performance is significantly worse (significance test was computed) than the unburned catchments, thus
confirming the hypothesis that the presence of wildfires lake water quality worsens. In the future, we
expect to define a general model trained over both burned and unburned catchments which is
expected to improve when the burned area over the catchment is included among the model’s
predictors.

The model can be tested with different sets of input parameters, and, in this work, we test the performance
with/without including lake characteristics (depth, area, trophic status) to investigate the influence of
those parameters in lake response to meteorological conditions. The trophic status of lakes (oligotrophic,
mesotrophic, eutrophic) is also included in the analysis to investigate to what extent it can influence the
relationship of water quality response to fire occurrence in the lake basin. To this aim, model’s
performance can be analysed for burned and unburned catchments and split by frophic status that is
deemed relevant in lake resilience to fire disturbance.

Outlook for the future

These results can confribute fo studying the impacts of climate change on lake ecosystems given the
expected trends in wildfire occurrence and severity. Further analyses are necessary to better investigate
how lake water quality can change when wildfire occur in the lake catchment although this effect is
expected to change with the lake and catchment characteristics. We will complement the analysis by
also including water turbidity as predicted parameter in LSTM-NN models.

In the framework of climate change studies, it is also important to investigate the impact of change in
lake characteristics such as trophic status that in this study has been assumed as not variable over the
fime period, while it might not be the case. The trophic status parameter could be hence included as
predictor in the model. Finally, a study will be carried out to assess the impact of wildfires via atmospheric
fransportation and the same approach will be used by including relevant CCl datasets.

Use

trained
® unburned
® burned

Figure 1 The location of the lakes used as study areas in this work and split info training and burned/unburned
basins.
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Challenge

Inland waters are subject to climate change and human-driven environmental pressures. Such pressures
significantly confribute to the eutrophication, acidification, and warming of lakes. Phytoplankton play a
crucial role in lake ecosystems, while their functional state and species composition are sensitive
indicators of environmental change. Phytoplankton diversity in lakes can be analyzed via remote sensing,
particularly thanks fo new hyperspectral imaging spectroscopy sensors. Therefore, spectral signatures of
common phytoplankton types are needed and typically obtained from laboratory experiments.
However, environmental conditions like illuminatfion, temperature, and nutrient supply impact
phytoplankton growth and their inherent opftical properties (IOP), which again affects these IOPs'
representativeness for bio-optical modeling. This study evaluates the effect of illumination conditions on
phytoplankton IOPs and possible implications for remote sensing of phytoplankton diversity.

Methodology

Research on species-specific IOPs requires the growth of monocultures of representative phytoplankton
species under controlled environmental condifions. Some selected isolates from our test site Greifensee,
a perialpine eutrophic lake in Switzerland, were grown as monocultures. Here we specifically focus on
ftwo common cyanobacteria species, Microcystis aeruginosa and Planktothrix rubescens. Different
ilumination conditions were particularly evaluated by growing replicates in the laboratory and in ponds
under natural light.

Once cultures were adapted to light conditions, a Spectral Absorption and Attenuation Meter (AC-S-
WETLabs) was used to measure the bulk absorption, attenuation, and scattering of the cultures, as well as
their chlorophyll-a concentration according to the absorption line height algorithm [1]. The filter pad
absorption method was then applied to derive the absorption spectra of each bulk absorption
component [2], including absorption by colored dissolved organic matter (acoom), non-algal particles
(anar), and phytoplankton (aph). Therefore, a volume of the cultures (between 50 and 300 mL) was filtered
using a 25-mm diameter Whatman glass-fiber GF/F filter. Then, the filtrated substance was analyzed with
a PerkinElmer LAMBDA 850+ UV/VIS spectrophotometer and a 150 mm InGaAs Integrating Spheres, to
obtain the particulate absorption ara. The pigmented solutions were bleached for one hour with
methanol before repeated analysis to obtain anar.



Resulis

The spectral IOP measurements of Microcystis aeruginosa and Planktothrix rubescens monocultures
grown in the laboratory show species-specific spectral signatures that allow identifying and differentiating
them from one another.

The specific absorpfion spectra of Microcystis aeruginosa (Figure 1a) are similar among the evaluated
replicates. The common peaks at 440 nm and 675 nm correspond to chlorophyll absorption [3]. In
addition, Figure 1a shows a peak around 620 nm, corresponding to phycocyanin, the main light-
harvesting pigment of Microcystis aeruginosa [4]. Similarly, the specific absorption spectra of Planktothrix
rubescens (Figure 1b) also show comparable yet slightly less similar absorption spectra among replicates,
and they compare well with results from previous studies [5]. Besides the common chlorophyll absorption
features, other pigments can be detected such as phycoerythrin with its large peak around 560-575nm,
and allophycocyanin with the one around 650nm [é], [7].

This first set of experiments shows that there is potential to distinguish phytoplankton species from IOP
spectra. Additional experiments carried out in small ponds under natural illumination were not successful
due to a too-large transition step from the laboratory to natural environmental conditions. Particularly the
water temperature in the ponds increased above the expected seasonal levels, and above suitable
levels for the monocultures.

Outlook for the future

In a next step, the ENVILAB setup developed by Goritz et al. [8] will be used to control gradients of
environmental conditions (e.g. water temperature, light intensity, nutrient conditions) during
phytoplankton growth. With similar measures to those described previously, such experiments will allow
investigate deeper into the adaptation of pigments to light intensity and will further enhance our
knowledge to facilitate phytoplankton retrievals from IOP spectra.

Using the radiative transfer model Hydrolight (Sequoia Scientific Inc., Bellevue, Washington, DC, USA) [9].
we will then establish the link between derived IOP spectra and remote sensing reflectance from in situ
and safellite measurements to advance the retrieval of phytoplankton species across scales. These
activities contribute to the exploitation of upcoming imaging spectroscopy satellite missions for research
and monitoring of inland water bodies.

Microcystis aeruginosa Planktothrix rubescens
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Figure 1 Chlorophyll-specific phytoplankton absorption coefficient of (a) Microcystis aeruginosa and (b) Planktothrix
rubescens grown in the laboratory.
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Challenge

Aquatic ecosystems preservation requires efficient monitoring. A source of data is represented by in situ
measurements obtained from field campaigns that, although necessary to measure a wide range of
parameters, suffer a lack of temporal and spatial coverage which might be in adapted to the time and
spatial scales of certain environmental events. In fact, water quality parameters can change in a short
time and space scale for reasons as currents, tides, plankton dynamics, meteorological events.

Here, we propose to explore the capabilities of aufonomous high-frequency measurements
hyperspectral radiometry systems - Panthyr (and Hypstar®) - to solve the temporal scale and help
monitoring water quality parameters. As part of a network primary developed as support for satellite
water reflection validation, these systems, in coastal and inland waters, have been proven useful for water
monitoring, detecting chlorophyll-a, suspended sediment concenfration and harmful algae blooms.

Methodology
Panthyr is a pointable autonomous hyperspectral radiometry system, part of the Waterhypernet network.

The system is programmed to take measurements every 20 minutes from sunrise to sunset, following an
abovewater radiometry acquisition well defined protocol. Measurements are acquired at 90° and/or 135°
relative azimuth to sun to avoid sunglints and potentially both left and right of sun, depending on the
geometry of the mounting structure and its shadows. For each azimuth angle measurements are made
of downwelling irradiance, upwelling water radiance, downwelling sky radiance. There is a camera
incorporated in the system that takes pictures of the target of the measures, as a back-up quality check
in case of inconsistent data. Every measurement cycle lasts about 7 minutes.

As result of data processing and quality control, water leaving reflectance spectra are released. The
system is equipped with a 4G router that allows to send data almost in real-time (4 times per day) but it is
always possible to connect in remote and download raw data and pictures on demand.

The results from a PANTHYR system are hyperspectral spectra of water reflectance from which different
water parameters can be calculated. Standards parameters include Turbidity and Chlorophyll-a
concenfration but thanks to hyperspectral data it is possible to detect also certain phytoplankton group
or species such as Phaeocystis globosa in the Southern North Sea or cyanobacteria often blooming in
inland waters bodies.
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Expected results

Optical remote sensing has been in use for long time already, making it possible to acquire high-resolution
spectral data and providing a valuable support in the understanding of key parameters of water quality,
such as suspended sediment and dissolved organic matter or to support Harmful Algae Bloom monitoring,
providing information on the fotal phytoplankton biomass with Chlorophyll-a concentration. However,
remote sensing data are limited by cloud coverage reducing the temporal and spatial coverage in high
latitude regions. It is also more complex to apply in coastal and inland waters because the atmospheric
correction is more challenging (adjacency effects, positive water reflectance in the red-NIR). Plus, most
of the ocean color remote sensing instruments are multispectral limiting the range of parameters that can
be refrieved. It this then expected to complete gaps in satellite observations with autonomous in situ
radiometers. Having continuous and real-time data provided by Panthyr we expect to have a better
insight on the evolution and growth rate of algae in different places and time of the year. We can monitor
the blooming of Phaeocystis Globosa, a not toxic algae with negative effects on higher trophic levels in
the marine ecosystem and consequently on human activities. Real-time Panthyr data from a water
reservoir can detect the appearance of phytoplankton blooms of the toxic Cyanobacteria and near real
time data acquisition can be used for rapid water management.

Outlook for the future

The Waterhypernet Network has as main goal fo provide water reflectance validation data af
hyperspectral resolution every day for sites with diverse water types but at the same time is providing a
big amount of high-resolution and high-quality data that can be used to support the management of the
water resources. More systems will provide continuous dataset that can be used to fill the gap in time that
comes from in-situ measurements that, even if essential, are limited and cannot provide confinuous and
real-tfime data. In a world that is heavily affected by climate change and pollution, it is essential to have
a sustainable approach in the management of natural resources, as water. Together with the fraditional
methodology. the hyperspectral data coming from autonomous systems can be exiremely useful in the
monitoring of water bodies and provide decisional support for both for the economic and the
environmental perspective.
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Challenge

Turbidity measurements are a way to assess water clarity based on scattered light. Higher furbidity implies
more scaftered light due to various materials, including nutrients, bacteria, algae, and organic/inorganic
particles. Higher turbidity affects marine ecosystems by impeding phytoplankton growth and indicates
nutrient loading that can initiate eutrophication. Estimations of turbidity are essential for complying with the
EU Marine Strategy Framework Directive. In this study, the GLORIA global dataset and Sentinel-2 (S2) satellite
data are used to develop new algorithms for the estimation of turbidity using machine-learning approaches.
Hyperspectral and turbidity in sifu measurements, together with S2-Multipectral Imager (MSI) measurements
are combined in a new dataset, which comprises representative data from where the models can learn and
predict medium to very high furbidity up to 2200 FNU.

Methodology

The methodology used in the study involves data collection and pre-processing from the GLORIA dataset,
which includes hyperspectral data from various water bodies around the world. $2 satellite data is also used.
This data is pre-processed to ensure its suitability for analysis. The study performs a matchup analysis by
comparing S2 and GLORIA data with a temporal window of £3 hours, which helps align the satellite data
with the in situ measurements. The remote sensing reflectance (Rrs) obtained from the best-suited
atmospheric correction method (ACOLITE) on the S2 data is combined with the convolved hyperspectral
dataset. Single band, band ratios, band combinations and normalized difference indices were evaluated
for feature selection. The study ufilizes several linear and non-linear machine learning algorithms to develop
turbidity models. The developed models are validated by comparing their predictions with in-situ
measurements taken at the Guadalquivir estuary. After evaluation of the first results obtained, the input data
for the models was separated by water type using three distinct water colours: blue, green and brown. The
separation involved spectral analysis fo categorize data points into these three water colours. The study
explored all the developed machine learning algorithms for predicting turbidity within each water type.
Factors like accuracy, model complexity, and performance were evaluated.

Results



The feature selection analysis revealed that the red (B4), red-edge (B5) and NIR (B8A) bands exhibited higher
correlations with the target variables, indicating their potential significance in the modelling process. Besides,
certain band combinations, especially combinations among the red (B4), red-edge (B5 — B7) and NIR (B8,
B8A) bands also demonstrated elevated levels of correlation, implying the potential forimproved predictive
power when incorporating them into the machine learning regression models. Therefore, several machine
learning regressors, such as lasso, kernel ridge, gradient boosting, random forest, and K-nearest neighbours
were frained on the selected features -using grid searchCV and cross-validation techniques for defining
hyperparameters- on the 75% of the combined dataset. The obtained models showed Pearson correlation
coefficients ranging from 0.72 to 0.90 on the 25% of the remaining dataset (test data) and 0.85 to 0.95 on the
validation data taken at the Guadalquivir estuary. Focusing on the brown waters, naturally closely related to
the types of waters that can be found in the Guadalquivir estuary, the random forest regression model was
found as the most suitable and stable machine learning model among others.

Outlook for the future

As the future outlook of the study, we intend to carry out a comparison between the developed machine
learning models and the available empirical turbidity models to further validate our algorithms’ robustness
and applicability in various water bodies around the world. We will also focus on explainable Al, particularly
with regard to feature importance per model to ensure the interpretability of our model as well as to gain a
better understanding of why certain spectral features are crucial for the models' predictions. Lastly, we plan
to adapt our models to harness the increased spectral resolution offered by the hyperspectral satellite data,
especially PACE (Plankton, Aerosol, Cloud, ocean Ecosystem) and EnMAP. This advancement will enable us
to extract more detailed information to address complex environmental challenges and support sustainable
decision-making and resource management.
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Challenge

To support the current and next generation of experts in the marine remote sensing community, EUMETSAT
(European Organisation for the Exploitation of Meteorological Satellites) is facilitating the development
of arange of advanced tfraining material and tools. The material and tools cover a wide range of topics
that can support current activities and equip the next generation of experts with the knowledge and skills
needed to access and process data, conduct validation activities, and more. Development of material
and tools is taking place through collaboration with current scientific studies and community projects, as
well as through collaboration with community members during our marine training courses. Examples of
current materials include:

e Advanced data access tools using Python based clients and APIs to navigate and access
collections of Sentinel-3 and Sentinel-6 data

e Exploitation of the ThoMaS$ (Tool to generate Matchups of OC products with Sentinel-3/OLCI)
toolkit

e Using the HyperCP community processor for above water in sifu ocean colour radiometry
processing

e Demonstration models for learning about:
o Ocean colour inversion and algorithm development
o Applying altimetry corrections.

o Cloud masking for sea surface temperature products

Methodology

These tools are primarily developed as Python-based Jupyter notebooks and, in the case of the
demonstration models, will be accompanied by guidance on how to use them to both learn and train.

All material will be distributed via the EUMETSAT GitLab and made openly available for reuse by the
community under open-source licences. EUMETSAT seeks both feedback on existing material, and
requirements for defining future developments. Experts who wish to confribute and collaborate on the
development of this material are welcomed.
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Results

EUMETSAT offers training courses related to various aspects of meteorology and satellite data
applications. This includes training courses focussed on topics relevant to marine applications, such as
oceanography and marine data analysis. These courses, which centre on the use of Copernicus Sentinel-
3 and Sentinel-6, aim to improve the understanding and ufilization of satellite data for monitoring and
studying marine environments. To get the most current and detailed information about EUMETSAT's marine
fraining courses, it is recommended visiting the official EUMETSAT website
(https://training.eumetsat.int/course/index.php2categoryid=46). The website provides information on
available courses, schedules, and registration procedures.

Outlook for the future

Incorporating hyperspectral imaging (HSI) data, whether gathered through in-situ measurements or
satellife imagery, holds great promise for advancing our understanding of marine ecosystems. By
combining HSI with fraditional multispectral approaches, we can unlock a wealth of information about
underwater environments. To fully harness the potential of this technology, collaboration with HSI marine
experts is essenfial. Working together on new case studies offers the opportunity fo expand our knowledge
and allow other researchers to confribute with new projects and ideas to the sustainable management
of marine resources.
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Challenge

Increased heat in urban agglomerations (Urban Heat Island, UHI) has a significant influence on human
health, habitability and labour productivity. Measures to mitigate UHIs have to identify the source of the
problem and based on this find appropriate solufions. The EU Horizon 2020 project CityCLIM aims to
provide practical and actionable information for the mitigation and adaptation to urban heat and air
pollution to citizens and city administrations. One purely EO data-based service developed within
CityCLIM targets the simulation and mitigation of urban heat by utilizing the land surface temperature
(LST) as measured by TIR sensors as a proxy for the urban heat distribution. The service allows the user to
modify urban characteristics (e.g., create an urban green space) on a web-based user interface and
explore the effects of these modifications on LST in order to find the best urban heat mitigation option.

Methodology

We characterize the urban environment determining the urban heat distribution by (1) 2D land surface
parameters, i.e. Normalized Difference Built-up and Vegetation Indices (NDBI and NDVI) derived from
Sentinel-2 or Landsat 8/9 data, and the distance to water and vegetation derived from ESA Worldcover
data and (2) by 3D urban morphology parameters (sky view factor, building volume density, building roof
index) derived from high-resolution digital elevation models. These parameters are linked to the Landsat
8/9 LST product by calibrating a prediction model utilizing an artificial neuronal network (ANN). The
performance of the LST prediction model is assessed with test set validation.

The LST prediction model builds the basis for the urban heat simulation service which, in its final setup, will
be running on the CityCLIM open platform. A user-friendly GUI will allow the user to modify the urban land
surface based on ESA Worldcover on 10m spatial resolution, for instance to counteract urban heat by the
installation of urban green spaces or water surfaces or to explore the increased heat accumulation from
the installation of new buildings. It is aspired that heat patterns can be explored for a typical and an
extreme summer day, each over the past few years. The calibrated LST prediction model is used fo
simulate the effects of the user-made changes on LST. Results will be provided on 30m spatial resolution
and shown as deviations from the original LST distribution. Additional statistics summarizing the simulated
changes in LST will be provided which can be exported.

Results

LST prediction models set up for the four CityCLIM pilot cities (Valencia, Karlsruhe, Luxembourg,
Thessaloniki) provide medium prediction accuracies (all models R2 > 0.58 in testing with RMSE around 1K).
NDBI and the distance to vegetation are the most important urban surface parameters in the prediction
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models. Upon stylized scenarios, such as the sealing of a park with buildings or the installation of urban
green instead of an aboveground frain station, the models predict plausible changes in LST, as shown in
Fig. 1 for these two examples in Valencia, Spain.

Changes in the simulated LST of any user-defined scenario will be checked for plausibility, so that, for
instance, an increase in building density in comparison to open spaces correctly leads to an increase in
LST while the creation of urban green spaces or water surfaces lead to a decrease in LST. In addition, we
will make use of suitable examples of real construction work from the near past in the four pilot cities to
compare the real changes in LST caused by the constfruction work to the changes in LST that were
simulated by the scenario service.

Outlook for the future

The LST prediction models underly a service simulating the effects of user-made changes on the land
surface temperature as a proxy for the urban heat distribution. The service contributes to a better
understanding and design of urban planning and policies fo mitigate unhealthy climate in cities. It will be
part of the CityCLIM online platform addressing first of all city administrations and city planners and
second the interested public. The service is initially developed for the four project pilot cities with the
perspective of extension to any city worldwide with a low effort because it applies standard EO data
(high-resolution city digital elevation models are optional). The next steps are the further refinement of the
LST prediction model, the deployment of the methodology to the open CityCLIM platform and the
following testing and iterative improvement of the user-friendliness of the implementation. Services such
as the one presented here, will greatly benefit from future TIR missions providing LST on high spatial
resolution and with high accuracy, like TRISHNA or LSTM.

(a) Seal Jardins del Real AT = +4.62°C

(b) Park over Train Station AT — -6.85°C
WC org WC mod LST org LST mod
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Figure 1 Example application of the Service on simulating and mitigating urban heat for Valencia, Spain. The user
changes the urban land surface based on ESA Worldcover (WC) and then the land surface temperature (LST) is
calculated with the calibrated prediction model for the new configuration. (a) An average-sized building placed in
the urban park “Jardins del Real” leads to an average surface temperature increase within the modified area of
more than 4°C (b) For the installation of an urban green space instead of an aboveground frain station, a decrease
in surface temperature of over 6°C is simulated in this area.
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Challenge (800 - 1000 characters incl. spaces)

Detection, identification, and quantification of greenhouse gases is essential to ensure compliance with
regulatory guidelines and mitigate damage associated with anthropogenic climate change. Over the
last decades, technological progresses have allowed combining Fourier-transform spectrometer
instruments with focal-plane array imaging in order to provide a combination of high spatial, spectral and
temporal resolutions. Passive infrared hyperspectral imaging remote sensing can be used to identify the
chemical nature of targets based on their unique infrared spectral signature, and spatially resolve mulfiple
species within a same scene (such as a mixture of greenhouse gases). This offers a new reliable gas
identification and quantification imaging method that represents an improvement to the current
standard gas detection technologies. The Telops Hyper-Cam Airborne Mini Platform is an established
system for aerial hyperspectral measurements for gas and mineral survey applications.

Methodology (1200 - 1500 characters incl. spaces)

The workflow is separated into three phases:

1) In Pre-flight, the user needs to determine which and how many assets they want to survey. The system
can fly over all kinds of assets such as wells, gas plants, pipelines or flares. When the list of assets is finalized,
Telops and its service partners create a KML file including the GPS coordinates of all the sites, which will
allow full data visualization on a satellite map for each position where a measurement is obtained.

2) During the aerial surveys, the Hyper-Cam Airborne Mini sensor captures thermal data and visible HD
imagery. Error! Reference source not found.1 shows typical imagery quality. Depending on the pre-set
parameters, the system gathers data in either a mapping or a targeting mode. Mapping mode
establishes a mosaic of images to have a large scale overview of a surveyed area. Targeting mode
focuses on one locatfion and can obtain multiple captures per flyover, which can help determine plume
dynamics.

3) Collected thermal data is thoroughly processed and analysed. The hypercube data can be
reprocessed as many times as required for as many chemical species investigated as it contains the
complete spectral information. The IR signature for each pixel is authenticated with a compound library
following the measurement parameters in the detection scenario.

Expected results (1200 - 1500 characters incl. spaces)

In the Winter of 2023, the Hyper-Cam Airborne Mini platform was flown above a water freatment methane
flare gas release system to collect hyperspectral data for gas quantification analysis. This measurement
campaign was performed to document the performance of the Hyper-Cam Airborne Mini methane
quantification capabilities within a difficult scene. This talk infroduces the principles behind the gas
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detection, idenfification, and quantification algorithms and presents the moftivations and results from
these measurements in Winter 2023. While methane observation was at the core of the campaign, a post-
processing analysis focused on a flare stack combustion revealed the presence of carbon dioxide, water
vapor, sulfur dioxide and nitrous oxides emitted from the flare. These later two pollutant gases, coming
from a sour or sweet gas inpuf, can cause acid rain in the area and are typically avoided as much as
possible by flare operators. Similarly to the input gas methane being detected in inefficient combustion,
foxic gas hydrogen sulfide, the known combustible source of sulfur dioxide, was detected as a non-
combusted emission.

Outlook for the future (800 - 1000 characters incl. spaces)

Methane is at the forefront of the fight against climate change and Telops airborne methane leaks
detection makes it simple and efficient for the oil and gas industry to monitor and reduce emissions while
improving safety and regulation compliancy. It is still important to consider other products from flare
combustion that can have a severe impact on the environment. From a scientific perspective, the proper
remote quantification of such emissions can be an essential tool in improving and confirming flaring
combustion models. These types of measurements can also be shared with such facilities as feedback fo
help further refine their burn-off processes, improve the security of workers, and minimize the amount of
unnecessary greenhouse gas released into the environment.

Methane | CH4 | 77px | 4.23m? | 1.05g
Centroid: 37.691792 %, -121.806484 ° | Max: 1643 ppm*m

K ,BioGas
——/f_"‘c”ﬁﬁwgustion (‘

Figure  Visible picture example at a flyover pass above a methane flare. Accompanied by the IR image obtained
by the hyperspectral instrument, with methane identification and quantification.
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Challenge

Airborne thermal hyperspectral data can be used to assess urban thermal regimes and heat islands
because their high spatial and spectral resolution is particularly well suited to resolving highly
heterogeneous systems (in terms of variation in size and spectral properties of objects) such as urban
environments. The post-processing of hyperspectral thermal data needs to solve the separation of
emissivity and temperature to provide the final products: Land Surface Emissivity (LSE) and Land Surface
Temperature (LST). Temperature Emissivity Separation (TES) algorithms are very useful for surfaces with an
emissivity greater than 0.6. For lower emissivity surfaces, such as metal roofs, the algorithm fails by
predicting LST typically 20 to 40 K below the actual surface temperature. We therefore present here a
solution based on using the atmospheric 9-10 um ozone feature to estimate the emissivity of each pixel,
resulting in more accurate LST estimates.

Methodology

The enhanced pre-processing is designed for urban landscape datasets acquired by TASI 600 - a 32-
band hyperspectral thermal sensor operating in the spectral range 8 - 11.5 um (ITRES, Ltd.). Atmospheric
corrections are based on the MODTRAN atmospheric model parameterised by ERAS5 reanalyses. The
hourly ERAS data are interpolated in space and time domain to fit a given flight line. The atmospheric
profile is used to estimate transmittance, upwelling and downwelling fluxes for individual sensor bands
by MODTRAN 6. The workflow evaluates surfaces based on the shape of the land leaving radiance and
classifies high and low emissivity surfaces. The high emissivity pixels are processed using the standardised
TES algorithm. The low emissivity pixels are processed by searching for the emissivity value that gives the
smoothest spectral radiance curve with respect to the ozone peak. The evaluation is based on the
assumption that low emissivity metal roofs have essentially featureless spectra.

Expected results

The end result is an optimised algorithm for evaluating the emissivity of metal roofs (Figure 1). Errors in LST
and LSE estimates increase with decreasing emissivity due to mismatch between modelled and real
atmospheric features. This is because the shiny metal roofs fend to reflect the features of the real
atmosphere, as the potential influence increases with increasing surface reflectance. For this reason, it is
likely that the estimated LST will be prone to errors up to 5 K. In comparison, for the ordinary surfaces
(emissivity >0.9) the typical accuracy is around 0.5 K. However, compared to the result of the standard
TES algorithm, where errors can reach up to 40 K, this is a significant improvement.
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Outlook for the future

Further improvements can be made by incorporating airborne laser scanning data to account for the tilt
of individual roof pixels. Particularly for very low emissivity roofs, the specular part of the reflection will
emphasise the effect of off-nadir downwelling radiafion from the atmosphere. The challenge is the
accurate modelling of atmospheric features, which can be improved by incorporating on-board
measurements of atmospheric temperature to verify the ERA5 data.

Figure 1 q) frue color of a metal roof, b) at sensor radiance, c) LST estimated by standard TES algorithm,
d) LST estimated by the improved algorithm
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Challenge

The Environmental Mapping and Analysis Program (EnMAP) is a spaceborne German hyperspectral
satellite mission that aims at monitoring and characterizing the Earth’s environment on a global
scale. EnMAP core themes are environmental changes, ecosystem responses to human activities, and
management of natural resources.

Methodology

EnMAP was launched on April 15 2022 under the tip of a Falcon 9 rocket from Cape Canaveral in
Florida. The commissioning phase of the instruments was successfully accomplished within 7 months
and afterward the satellite started routine operations. Since November 2" 2022 EnMAP data are
available to the scientific community.

Results

This presentation will give an overview of the mission status, the current acquisitions strategy and
open AO Calls.

Outlook for the future

This presentation will also give an outlook on upcoming AO calls to be considered for ENnMAP high priority
observations.
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Challenge

OHB was the Industrial Prime contractor for Germany’s DLR EnMAP (Environmental Mapping and Analysis
Program) Mission and manufacturer of the Satellite. In this role OHB has not only developed and
manufactured the Spacecraft Bus, but also the technologically demanding Hyper-Spectral Imager (HSI)
insfrument.

During this development it was required to overcome, together with our partners and suppliers, numerous
technical & technological challenges.

The EnMAP Satellite was successfully launched on April 1st, 2022. After LEOP, IOT and Commissioning the
Spacecraft was put successfully into routine operations in November 2022.

Methodology (1200 - 1500 characters incl. spaces)

This paper, for the EARSel 2024 will provide an overview on the planned and realized objectives and
capabilities of the ENMAP Satellite with focus on HSI instfrument in terms of:

e Timeline of key events since the Launch

e The manufacturers view on technical availability & achieved performance of the system:

o Opto-mechanical stability and performance (Instrument Optical Unit comprising telescope,
spectrometers and integrated sensors)

o Achieved in-orbit performance of sensors key-parameters (compared with pre-flight
characterization)

o Performance of in-orbit calibration devices and activities (Absolute and relative radiometric,
spectral and linear calibration)

o Achieved overall image quality (geometric (incl. co-registration of sensors), spectral and
radiometric accuracy)

e Encountered anomalies with focus on instrument sensors electro-optics
o Unexpected characteristics of signal degradation on VNIR detector in commissioning phase
o One trigger of latch-up protection circuit of the VNIR camera observed during an imaging

o One configuration change in SWIR camera ROIC registers detected during an imaging
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e Evolution

o Implementation of requested change in transferred spectral bands showed high flexibility in
implemented design

Results (1200 - 1500 characters incl. spaces)

Confirmation of expected performance by validation in orbit

e very low smile, very high quality of spectral knowledge, other parameters stable wrt on-ground
characterization

e Radiometric accuracy, signal quality very good

e Geometric data quality beyond expectation, image quality high

e Confirmation of in-orbit calibration concepts and associated HW / ops
e Stability of instrument exceeding expectations

o Some real-world effects noticeable (but within specifications)

e striping / low signal non-linearity (possible improvements in L1 proc)

e VNIR / SWIR mismatching (recommendation to use SWIR datal)

¢ VNIRresponse changes (not noticeable above L1¢)
ENMAP data quality/performance successfully confirmed in operations

Outlook for the future (800 - 1000 characters incl. spaces)

OHB has gained enormously in ferms of General Technology and Instfrument Know-how from EnMAP:
e OHB had gained very valuable knowledge from ENMAP on technologies and manufacturing:
o Optical Coatings,
o Cadlibration references,
o Gluing technologies,
o Material properties, long term behavior etc.
o Optical Alignment Technologies
o Many more......
e  Which is of great importance for all future missions of optical instruments.
e This return of experience is applied on all currently ongoing OHB projects

o One prominent example is optical alignment in MTG - Where we have repeated the EnMAP
technology on 10 instruments (FCI & IRS)

o A second prominent example is obviously CHIME the European ESA Hyperspectral Mission
with OHB acting as instrument prime



Figure (a) EnMAP Satellite HSI Aperture Port View — during final AIT
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Figure (b) Core of the EnNMAP hyper-spectral instrument: Instrument Optics Unit (IOU) Schematic
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Figure (c) Core of the ENMAP hyper-spectral instrument: Instrument Optics Unit (IOU) — during AIT
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Challenge

Space-borne imaging spectroscopy has enormous potential fo improve our understanding of the Earth's
dynamic systems and the changes we face tfoday. The ability fo obtain spectra from any point on Earth
can be used to obtain more precise and quantitative measurements for a variety of different
applications. With this in mind, the EnMAP Mission was designed with the aim of providing the scientific
community with high-quality hyperspectral data from space.

Operating a high-precision instrument in Space that generates a large volume of data, that must be
commanded according to user requests and whose data has to be processed on demand according
to different processing options, poses many challenges. The infrastructure responsible for the operation of
the mission after launch and which must act as the interface between the users and the satellite,
overcoming these challenges, is the Ground Segment (GS).

Methodology

ENMAP’s GS is the responsibility of the German Aerospace Centre (DLR). It is designed to operate for 5
years and provide access to EnMAP data for another 10 years. The GS is composed of 3 systems:

Mission Operation System. It is responsible for controlling the satellite and the instrument. It is in charge of
receiving telemetry data and sending telecommands, confrolling the satellite’s orbit, executing the
necessary satellite maneuvers and planning the satellite’s daily operations (imaging acquisitions,
contacts with ground stations, etc.)

Payload Ground System. It is responsible for receiving, processing and archiving data, as well as providing
the user interfaces for user registration, submission of proposals, instrument tasking and processing and
downloading of the user ENMAP products.

Processor and Calibration/Validation System. It is responsible for developing and maintaining the
processing chain that transforms the instrument raw data into the ordered products, by performing data
calibration, orthorectification and atmospheric correction (levels 1B, 1C and 2A with ESA definition). It
monitors and updates the radiometric, spectral and geometric calibration, performs quality control of the
data and monitors the instrument to guarantee the quality of the delivered data.

Following the successful completion of the commissioning phase, the user community was granted
access to EnMAP products, as well as the possibility to task the instrument by submitting a proposal.
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Results

From its launch to September 30th 2023, the EnNMAP mission has produced and archived over 39,000 Earth
Data products (see figure) and 159 cdlibration data products. The interest in ENMAP data by the user
community is demonstrated by the use of the GS services since it opened for user registration (2nd
November 2023). As of September 30th 2023, a total of 1425 users from 85 countries around the world have
registered. A total of 350 proposal submissions (100 more in preparation) show that the main areas of
interest are vegetation, geology/soil and water applications. As of October 2023, the GS has processed
and delivered more than 25,000 products from its catalogue.

The mission experienced an extended eight-week outage between December 2022 and February 2023
that was resolved with no impact on mission requirements, lifetime or redundancies. The GS has also
infroduced several improvements in areas such as the usability of the Instrument Planning tool, the
integration of a new receiving station, the update of SWIR band configuration, the re-processing of
archived commissioning data, as well as several improvements and bug fixes in the processing software
(de-striping of images, geometric accuracy improvements, correction of L2A-water adjacency, etc.). GS
updates are announced in the news section of www.enmap.org if they affect ENMAP products, and are
always reported on the Mission Quarterly reports, publicly available on the same web page.

Outlook for the future

Approaching two years of operation, the EnMAP mission has been able to achieve its goal of providing
high-quality hyperspectral data to a growing number of users worldwide. During the operational time, the
GS is works to keep all the services required for operations up and running and has infroduced several
service and data quality improvements. This period has not been without challenges, but the GS has been
working to address them and minimize theirimpact on the mission. The GS is currently considering changes
to the acquisition strategies and planning, with the aim of improving the tasking of EnMAP observations
for a greater number of users and increasing the volume of data acquired over the areas with a very high
user demand. Our goal for the coming years is to provide a larger number of users with a larger amount
of the high-quality hyperspectral data that EnMAP can produce.
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Figure Footprint of ENMAP acquisitions from April 1st, 2022 (launch date) until September 30th, 2023.
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Challenge

The Environmental Mapping and Analysis Program (ENMAP) mission, launched on April 1, 2022, has been
acquiring high-quality hyperspectral measurements since the successful completion of the commissioning
phase and start of operations in November 2022. EnMAP imagery for Earth observations consists of 30x30
km?Z tiles with a spatial resolution of 30 m and covers the full reflective range 418-2445 nm with 224 spectrall
channels of bandwidths between 5 nm and 12 nm. The correct processing and high quality of these data
are ensured by the ENMAP Ground Segment (DLR) through the Processor and Calibration team, whose
main operational tasks include the maintenance of the processing chain, in-flight calibration, data quality
confrol and instrument monitoring. In this contribution, we give a detailed account of our activities since
the beginning of the operational phase with a special focus on the improvements of relevance o users
of EnMAP data.

Methodology

The EnNMAP payload consists of two push-broom spectrometers covering the visible and near infrared
(VNIR) and the short-wave infrared (SWIR) spectral ranges with requirements on radiometric accuracy
and stability of 5% and 2.5% respectively and spectral accuracy of 0.5 nm for VNIR and 1 nm for SWIR. This
performance is possible in ENMAP due to the extensive in-flight calibration equipment, which enables
different calibration types: relative radiometric (white Spectralon®), absolute radiometric (Sun diffuser),
spectral (doped Spectralon®), linearity (focal plane LEDs), deep space and dark frames (closed shutter).
The EnMAP Ground Segment regularly schedules the calibration measurements in order to continuously
calibrate and monitor the instrument. The ENMAP processing chain then incorporates the latest calibration
tables to generate the Earth observation user products at three levels: L1B (top-of-atmosphere radiances),
L1C (orthorectified top-of-atmosphere radiances) and L2A (orthorectified bottom-of-atmosphere
reflectances). The processing chain is under active maintenance and is frequently updated to improve
the delivered products. The radiometric, spectral and geometric quality of EnMAP products of all levels is
controlled regularly and reported in the publicly available mission quarterly reports. The same report also
includes a comprehensive overview of the life-limited items and other instrument parameters monitored.
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Results

We briefly present selected results from the commissioning phase, which validated the products delivered
by the EnNMAP processing chain. At the start of the operational phase, three main EnNMAP processing and
calibration issues remained:

= VNIR degradation. A rapid sensitivity decay of the VNIR instrument was noticed soon after the first
calibration acquisitions. The decay slowed down during 2022 and stopped in 2023 (see figure below).

The issue was mitigated in March 2023 by applying dynamic coefficients between radiometric
calibrations.

= Across-track striping. This effect was visible in both VNIR and SWIR, hampering the use of EnMAP data
for certain applications. After thorough investigation, an image-based destriping algorithm
developed by GFZ was implemented in March 2023 at L1B level. The algorithm is very effective in
reducing striping in most situations.

= VNIR/SWIR co-registratfion. At the end of commissioning, the alignment between VNIR and SWIR
images amounted to 0.7-0.8 pixels, above the requirement of 0.3 pixels. This was sequentially
improved to 0.06 pixels by March 2023 through two geometric calibrations and a processor update.

All three issues have been solved and can be refroactively fixed in past scenes by re-ordering the
products. Other issues fixed include L2A snow spectra (July 2023) and the adjacency correction in L2A
water products (September 2023). In addition, a new SWIR band configuration in the instrument was
uplinked in July 2023.

Outlook for the future

The EARSel workshop in April 2024 will mark the second anniversary of ENMAP in orbit. During these two
years, EnMAP has gradually acquired, delivered and archived tens of thousands of hyperspectral image
products, filing an important gap in the needs of the global remote sensing community. The Processor
and Calibration team within the EnMAP Ground Segment has routinely performed its operational tasks
and in parallel solved the main issues affecting the quality of the end-user products. Additional minor
issues (e.g., SWIR along-track striping and VNIR/SWIR radiometric consistency in overlapping spectral
range) are being investigated at the moment. In this respect, the feedback provided by users (as well as
by EnMAP Space Segment and Science Segment) remains crucial to improve the delivered products
during the EnNMAP mission lifetime and beyond.

0.04 n—
” 0.02 : “‘.”_,‘_,c‘,f-” _____ -
S 0.00 R W
> " I == AL
© -0.02 ; ok --- RAD LG extrapolated
S o -—;“qu"’w LIN LG extrapolated
I P, T3 | e --- SPC extrapolated

S —— PPrTL - [

-0.06 P === LIN+RAD LG extrapolated
@ -0.08] “ooo-=7 e RADLG
(&) » LINLG

=10 o SPC

-0.12

2022-05  2022-07  2022-09  2022-11 2023-01 2023-03  2023-05 2023-07  2023-09

Figure  VNIR degradation effect as a function of time. The decay rate was fast after launch, but it has gradually
slowed down and essentially stopped by March 2023.
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Challenge

The Environmental Mapping and Analysis Program (EnNMAP) of the German Aerospace Center (DLR) was
launched in April 2022 and provides users with hyperspectral imagery to monitor and study the dynamic
processes on our planet. ENMAP covers a spectral range of 418 — 2445 nm with two sensors, one for the
Visible and Near Infrared (VNIR) and one for Short-Wave Infrared (SWIR), at a spatfial resolution of 30 m, a
swath width of 30 km and a maximum coverage of 5000 km per day. The raw images captured by EnMAP
are radiometrically corrected during L1 processing and, to ensure that high quality Earth observations are
acquired, itis vital that accurate spectral and radiometric calibration tables are obtained. For this, ENnMAP
has five onboard calibration systems which are frequently used to assess and monitor the characteristics
of the VNIR and SWIR sensors.

Methodology

The radiometric stability of the VNIR and SWIR sensors is assessed through observations of a white
Spectralon® sphere as part of the On-Board Calibration Assembly Lamp (OBCA-Lamp). A second unit,
the OBCA-Spectral, contains a doped Spectralon® sphere and separate lamps where an optimisation
procedure uses the many spectral lines to calculate the centfral wavelengths in each channel. The
radiometric calibration tables which are used in L1B processing are generated from absolute radiometric
observations of the sun via a solar diffuser. By comparing the reference measurements to a solar model,
the radiometric, response non-uniformity (RNU) and gain matching coefficients are hence derived. A set
of LED lamps in front of the focal plane are measured at increasing intfegration fimes to assess the linearity
behaviour of both sensors. Finally, as part of the Shutter Calibration Mechanism, dark measurements are
made for every calibration and earth datatake and deep space measurements are made in order to
determine the thermal contributions to the sensor. All calibration units are monitored regularly — weekly
for OBCA-Lamp, fortnightly for OBCA-Spectral, and monthly intervals for the absolute radiometric, linearity
and deep space calibration — to ensure the stability of the two sensors.

Results

Throughout the mission, the SWIR sensor has been remarkably stable, changing by <0.15% in sensitivity.
On the other hand, the VNIR sensitivity has changed significantly over fime. Between April 2022 and May
2023, the VNIR sensor degraded by approximately 9% with large variations across the detector (up to 18%
in the centre and less than 3% at the edges). However, the speed of the degradation reduced over time:
from 0.05% per day in August 2022 to a stable zero point in April 2023 (Figure 1). Since then, the central
part of the sensor appears to have increased in sensitivity by about 0.3%. The VNIR radiometric coefficients



have changed over time due to the early degradation and more recently as a result of the increase in
sensitivity. To mifigate for the VNIR degradation during 2022, dynamic coefficients were infroduced
whereby the VNIR radiometric and RNU coefficients were modelled over time with an exponential-
polynomial function. Meanwhile, the SWIR radiometric coefficients have been relatively stable.

From the OBCA-Spectral, the VNIR sensor has 91 channels from 418 — 993 nm, an average spectral
sampling distance (SSD) of 6.5 nm and an average full width at half maximum (FWHM) of 7.8 nm. For the
SWIR sensor, the wavelength range is 902 — 2445 nm for 133 channels, the average SSD is 10 nm and the
average FWHM is 9.6 nm. In orbit, both sensors have been spectrally stable with changes of less than 0.4
nm between April 2022 and September 2023 (Figure 2).

Outlook for the future

The performance of EnNMAP is spectrally and radiometrically stable, performing within the 2.5% radiometric
stability requirement and within the spectral stability requirements for VNIR (0.5 nm) and SWIR (1.0 nm)
between consecutive calibration/OBCA measurements. Current calibration measurements suggest that
the stability is much better than these requirements. The VNIR sensor has changed in sensitivity, resulting
in updates to the radiometric coefficients in order to account for this behaviour. Additionally, the
measured dark signal has also shown good temporal stability. A radiometric mismatch at low signals
between the VNIR and SWIR sensors at 900 — 1000 nm has been observed in Earth observations and is
currently under investigation for a calibration-based solution. The behaviour of both sensors will be
constantly monitored and updates to the calibration tables will be made when necessary to ensure that
EnMAP continues to provide high quality Earth observations.
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Figure 1 Average percentage change in VNIR low gain sensitivity over fime based on measurements of the OBCA-
Lamp of EnMAP
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Figure 2 Average change in the central wavelengths for VNIR (left) and SWIR (right) over time based on
measurements of the OBCA-Spectral of EnMAP
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Challenge

After two years in orbit of the hyperspectral EnNMAP (Environmental Mapping and Analysis Program)
satellite, the external EnMAP data product validation monitoring activities, led by the EnNMAP science
segment represented by GFZ and the EnMAP Science Advisory Group (EnSAG), have become an
essential and infegral part of the mission. Independent of the EnMAP Ground Segment (GS at DLR EOC)
calibration and data quality control activities, the global and holistic GFZ product monitoring efforts
infend to ensure high L2A product quality from a user- and scientific-driven perspective. With the
collaboration and support of intfensely international science field campaigns, CAL/VAL networks, and sites
such as RadCalNet, HYPERNETS, AERONET, PICS, and the hyperspectral imaging community, emphasis is
placed on covering the full relevant parameter range regarding surface and atmospheric conditions,
alfitude, and global distribution.

Methodology

The prerequisite for high data quality of the EnMAP L2A product is a consistent data quality of the
infermediate products L1B and L1C. Therefore, besides the reflectivity, the radiometric, spectral,
geometric, and general uniformities of the three official ENMAP data product levels (L1B, L1C, and L2A)
are monitored based on the EnNMAP Product Validation Plan (PVP). In-situ and scene-based scenarios are
performed to validate the three official ENMAP product levels:

. L1B (radiomeftrically-corrected and spectrally-characterized radiance data) products are
validated regarding absolute and relative radiometric uncertainty based on in-situ measurements,
spatially-coherent artifacts (striping and dead pixel), signal-fo-noise ratio (SNR), spectral parameters (e.g.,
center wavelength, bandwidth, and smile), and spatial parameters (keystone and modulation transfer
function).

. L1C (geometrically corrected L1B) products are validated regarding geometric performance
(absolute and relative spatial misregistration), detector co-registration, and band-to-band co-
registratfion.
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J L2A (atmospherically corrected L1C) products are validated regarding reflectance uncertainty
for land and water surfaces, aerosol optical thickness, and columnar water vapor.

For several synchronous earth acquisitions from EMIT, PRISMA, DESIS, and Sentinel-2, L2A cross-validation
scenarios are also performed and presented.

Results

This holistic validation strategy, based exclusively on earth observations and independent in-situ data,
focuses on monitoring the impact of calibration efforts and instfrument stability on the L2A land and water
products. For this purpose, the validation analyses aggregate all generated valid matchups with
independent in-situ data. In-depth results from the most critical and up-to-date validation scenarios are
presented. All in-situ data matchups generated unfil then, general validations, and data quality
improvements based on updates of the official EnNMAP pre-processing will be integrated into the
presented results. Land as well as water validation results are presented. The current status of the ongoing
validation effort indicates that all L2A relevant parameters are well inside the mission requirements (see
Figure 1) and within the range demanded by the user community. Cross-validation scenarios for PICS and
other sites complement the respective validation scenarios and indicate the interoperability of the EnMAP
L2A products. The presented results show that the product quality has significantly improved for several
scenarios or at least is stable on a high product quality level since the launch, thanks to the continuous
efforts of the DLR GS and the support of the independent product validation. All these complementary
validation scenarios enable an adequate temporal resolution and globally homogeneously distributed
validations of the official EAMAP products. The presented validation results indicate the importance and
sensitivity to a well-balanced coverage of the relevant parameter range.

Outlook for the future

A single-site, single-pixel oriented validation does not cover the full range of relevant parameters
satisfactory, and the significance is limited. Therefore, the independent product validation will hide
towards a more global, full-swath-orientated monitoring approach. Cross-validations with other satellite
systems, e.g., EMIT, PRISMA, and S2, but also airborne and drone-based campaigns from the international
community, will play an essential role in the future. Additionally, validations and sites will be further
extended with respect to improved balancing regarding surface and atmospheric conditions, altitude,
and overall global distribution. Also, full uncertainty propagation and traceability are envisaged to be
implemented in the validation chain. The comprehensive independent ENMAP validation is seen as an
essential task regarding transferability, harmonization, and interoperability. Thus, future missions like CHIME
and SBG will increase the efforts in this direction.
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Challenge

The FLuORescence Imaging Spectrometer (FLORIS) aboard of the European Space Agency (ESA)
Fluorescence Explorer (FLEX) mission is specifically designed to provide high-spectral resolution radiance
observations in the 500-780 nm spectral range. The instrument design is primarily targeted to enable
accurate and consistent retrieval of (i) Solar-Induced Fluorescence (SIF) spectrum comprehensive of the
red and far-red peaks, (i) canopy biophysical variables, and (iii) non-photochemical energy dissipation.
In the framework of the FLEX preparatory activities, the Level-2 Retrieval Module (L2RM) study is devoted
fo design, implement, and test the L2 processor that is structured in four interconnected modules. The L2B
“Fluorescence/Reflectance retrieval” module is explicitly dedicated to disentangling SIF and reflectance
spectra after atmospheric characterization/correction performed from the previous L2A module.

Methodology

The L2B uses surface apparent reflectance spectrum (and uncertainty) provided from L2A to estimate the
state vector (x). The latter contains free parameters of the forward operator used to model SIF and R
spectra and to predict surface apparent reflectance spectrum in the range 670-780 nm. The inverse
problem is solved based on Bayes' theorem about probability density and takes Gaussian distribution of
the uncertainties as a basis. The approach used in this work refers to the probabilistic formalism known as
Optimal Estimation. The method predicts apparent reflectance by iteratively optimizing the state vector
x based on a cost function that incorporates goodness-of-fit and prior information criteria. Particularly,
the inverse method employs data uncertainty (Sy) and a-priori parameters variance-covariance matrices
(Sa). The first enables different wavebands to be weighed differently, the second helps to regularize the
inverse problem providing covariance between parameters. The strength of a-priori is also balanced
numerically to increase sensitivity to the information content of the spectral measurements. Finally,
uncertainty from previous processing modules is taken as input and consistently propagated within the
fluorescence retrieval. The inversion approach was tested by means of synthetic scenes produced from
the FLEX End-2-End simulator (FLEX-E2E), to assess the refrieval performance on realistic synthetic data at
the best of the current instrument engineering model.
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Resulis

The analysis enables to assess the L2B retrieval accuracy in different conditions, considering several types
of canopies, atmosphere conditions and instrument performance. The L2B retrieval accuracy assessment
(Figure 1) is based on several requirements that compare retrieved SIF against the reference values
generated from the FLEX-E2E. Specifically, SIF at the O2 bands is considered because its contribution is
larger in these windows even if they are also the most complex to model and correct from the L2A
(atmospheric correction). SIF peaks maximum values are other characteristic wavelengths since they are
important for the downstream scientific exploitation of FLEX to better characterize plant functioning.
Finally, the spectrally integrated SIF (i.e., total SIF) represents the total fluorescence emission at all
wavelengths that is also relevant for physiological modelling activities. The results show that SIF spectra
retrieved from the synthetic image show meaningful behaviour and L2B correctly retrieves SIF spectra for
the different types of vegetation with higher/lower SIF. The retrieval at the O2 bands is more accurate
compared fto the emission peak and generally close to the mission requirement. Error in red SIF is generally
lower compared to far-red, while total SIF shows a larger error inherited from the different wavelengths.
Performances will be analysed also considering effects such as adjacency, stray-light and different
instrument random noise configurations.

Outlook for the future

Several developments are envisaged to improve the retrieval performance. For example, the a-priori
matrix (Sa) enables to restrict the solution domain to physically plausible spectra. It was built as a constant
matrix regardless the land cover, from a comprehensive set of RT model simulations. However, SIF varies
among different type of canopies and physiology, therefore Sa can be refined to properly account for
different targets and conditions. Also, apparent reflectance uncertainty estimated during the
atmospheric characterization is used to weight the different wavelengths. Typically, the uncertainty is
larger within the Oz bands because the instrument noise is higher, and because the atmospheric
characterization is more complex. This implies that spectral bands most sensitive to SIF (O2 bands) have a
lower weight during numerical inversion. Numerical methods could be implemented to better balance
the weight assigned to most critical wavelengths in the O2 bands.
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Figure 1: Example of SIF spectrum retrieval: reference from FLEX-E2E Scene Generator Module (black), first guess (red
dashed), retrieved (red continuous) uncertainty (red dotted line).
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Challenge (800 - 1000 characters incl. spaces)

The prediction of sun-induced fluorescence (SIF) from hyperspectral radiance has been
identified as a corner stone to assess plants’ photosynthetic efficiency remotely. It is widely
accepted that remotely sensed SIF offers great potential for a variety of applications. To
provide such estimates, top-of-canopy SIF products derived from passively sensed radiance
measurements of various airborne and spaceborne sensors have been developed over the
last decades. To date, however, physically based SIF retrieval schemes require a prohibitive
use of computationally costly radiative transfer simulations especially when used in complex
observational conditions such as in hilly terrain. In this contribution we report on our on-going
work to develop a lightweight self-supervised neural network to retrieve SIF in the O2-A
absorption band of HyPlant acquisitions. We aim at a tight integration of a physical radiative
fransfer model with the network to ensure physically sound predictions by leveraging large
scale simulation and emulation of HyPlant at-sensor radiance observations. We report on first
results that we achieve on a dedicated data seft.

Methodology (1200 - 1500 characters incl. spaces)

We formulate the SIF retrieval scheme as a feature based optimization performed by a neural network.
A specifically designed neural network is trained to spectrally fit a physical model of the at-sensor
radiance to observed data. The loss formulation for training involves the fitting residuals and additional
regularizers guaranteeing physiological and physical constraints. We moreover take advantage of
variability constraints in the architectural set up. Conftrarily o other spectral fitting methods the physical
model is, however, not implemented explicitly. Instead we make use of a fast and accurate emulator
built from a large database of simulated HyPlant spectra mapping the simulafion parameters to the
hyperspectral at-sensor radiance (cf. Fig. 1). The presented approach is completely self-supervised,
differently to supervised approaches where the network would be trained to directly predict a SIF label.
A supervised approach for SIF prediction from DESIS data based on a similarly constructed data set was
developed in parallel and has been submitted by Pato et al.
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We model the radiative fransfer around the O2-A absorption band (740 - 780 nm) with a general-
purpose simulation tool based on MODTRANG. The simulation tool parameterizes surface properties,
geometrical conditions and sensor characteristics affecting the at-sensor radiance with 13 parameters.
Detailed analysis of the parameters’ sensitivities with respect to the at-sensor fluorescence signal and a
precise determination of observed parameter ranges allow us to realistically model HyPlant at-sensor
radiance. We generated hyperspectral simulation databases (349 bands, spectral sampling interval of
0.11 nm) by extensively sampling the input parameter ranges.

Results (1200 - 1500 characters incl. spaces)

Our work explores a self-supervised neural network based SIF prediction scheme leveraging an emulator
frained on a large-scale hyperspectral database. We show that the implementation of the emulator as
a 4th degree polynomial yields a mean radiance error of less than 0.1 mW/m2/sr/nm across the Oz-A
band which is less than 10% of a typical SIF at-sensor signal. We furthermore detail that the emulator
yields highly realistic spectra by showing that the mean fitting residual of the neural network over the
whole fitted spectrum is less than 1.5 mW/m2/sr/nm in a typical HyPlant flight line.

The proposed network was frained on a preliminary compilation of HyPlant acquisitions from 2018 - 2023
(30 acquisitions) and tested on a data set of HyPlant campaigns from 2018 and 2020 where suitable
top-of-canopy SIF measurements exist that can be used as ground truth in a validation study. We find
our approach fo yield comparable results to the state-of-the-art Spectral Fitting Method for HyPlant
(Cogliati et al. 2019) with significant (p < 0.01) correlation scores larger than 0.85 with respect to the top-
of-canopy SIF measurements.

Furthermore we acquired additional HyPlant data over hilly terrain in 2022 and 2023 to be able fo test
the retrieval under conditions that are not suitable for operational state-of-the-art SIF retrieval schemes.
In Fig. 2 we show an exemplary HyPlant acquisition and corresponding SIF predictions. Although we
cannot conduct a validation study with ground measurements in these cases, we are able to assert
that the resulting SIF predictions are not correlated to the topography as is the case with other methods.
Further work will focus on establishing a better base line to validate the SIF prediction under these
challenging conditions.

Outlook for the future (800 - 1000 characters incl. spaces)

The presented network was trained and tested on a partficular compilation of HyPlant acquisitions. Our
results indicate that the training leads to good performance with respect to ground measurements and
suggested consistent performance in a variety of topographic and observational conditions. Further
work will address specifically the consistency of our approach across larger HyPlant data sets and the
potential benefit of larger training data sets for the generalization capability of the network.

We believe that the presented approach could be used as a blueprint for computationally efficient SIF
retrieval for arbifrary hyperspectral sensors with suitable spatial and spectral resolution. If it can be
shown that the network may be trained on a default data set once and then applied for prediction on
new data without or only with short additional fraining times, the presented approach could be
interesting for SIF prediction in air and spaceborne sensor missions with high data throughput where
efficiency is a key requirement. Therefore, we will extend the validation of this approach to simulated
data of the upcoming FLEX mission of ESA.
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Figure 1: Comparison of SIF prediction of a HyPlant acquisition in hilly terrain (14/06/2022, 09:47 UTC, JUlich DE). Shown are a
false color composite of the input data, a DEM warped to sensor geometry, the top-of-canopy SIF prediction following our
approach, the fop-of-canopy SIF prediction following the Spectral Fitting Method (Cogliati et al. 2019) and the mean

absolute error (MAE) of our approach over the fitted HyPlant spectra (left to right). All SIF magnitudes are shown at 761 nm.
SIF and MAE are given in units of mW/m2/sr/nm.
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Figure 2: Sketch of the sef-up used for training and prediction in this contribution. We provide patches of HyPlant
acquisition in sensor geomeftry, encode it and pass the encoding to submodules px predicting physical values for all 13
parameters used in the simulation. Depending on the parameter we estimate a value for each pixel, for a single along-
tfrack or across-track position, or a single value for the whole patch. The estimated parameters are then passed to the

emulator which provides us simulated HyPlant at-sensor radiance in the range 740 - 780 nm. The fluorescence per pixel is
derived from the estimated parameterization.
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Challenge

Chlorophyll fluorescence measured at the leaf scale through pulse amplitude modulation (PAM) has
provided valuable insight info photosynthesis. At the canopy- and satellite-scale, solar-induced
fluorescence (SIF) provides a method to estimate the photosynthetic activity of plants across
spatiotemporal scales. However, retrieving SIF signal remotely requires instruments with high spectral
resolution, making it difficult and often expensive to measure canopy-level steady-state chlorophyll
fluorescence under natural sunlight. Beyond this, careful consideration of what the SIF signal represents
mechanistically must be considered as SIF is currently only measured during the day and therefore offers
information on the plant status encompassing both dynamic and sustained processes. Recent advances
have demonstrated the potential for inducing nighttime chlorophyll fluorescence via LED light sources at
the canopy-scale, which can be retrieved as LED-induced chlorophyll fluorescence (LEDIF), potentially
serving as a baseline indicator of plant health and photochemical capacity, independent of daytime
conditfions.

Methodology

We built a novel low-cost photodiode system that retrieves far-red chlorophyll fluorescence emission from
a far-red photodiode induced by a blue light emitting diode (LED) light-source, for two hours at night,
above the canopy (Monitoring Instrument Detecting NIGHT Spectra (MIDNIGHTS), Fig. 1). Our objective
was to determine if an active remote sensing based nighttime photodiode method could track changes
in canopy-scale LED-induced chlorophyll fluorescence (LEDIF) during an imposed drought in a controlled
environment, and from a vineyard during the growing season. For comparison, far-red LEDIF (720 - 740
nm) was retrieved using both low-cost photodiodes (LEDIFphotodiode) and a hyperspectral instrument
(LEDIFnyperspectral) af night. For the controlled experiment, to link the LEDIF signal with physiological drought
response, we fracked stomatal conductance (gsw) using a porometer as an indicator of plant water
status, two leaf-level vegetation indices — photochemical reflectance index, PRI; normalized difference
vegetation index, NDVI— to represent xanthophyll and chlorophyll pigment dynamics, respectively, and
a pulse-amplitfude modulation (PAM) device to measure photochemical and non-photochemical
dynamics of photochemistry. For the vineyard study, we used blue LEDs to induce canopy chlorophyll
fluorescence emissions and refrieved LEDIF using both LEDIFhyperspectral dNd LEDIFphotodiode pproaches,
paired with Quantum sensors located 0.9 m above a grapevine canopy. In combination with eddy
covariance estimates of GPP and a tower-based remote sensing system for SIF retrieval, our objectives
are to a) explore how chlorophyll fluorescence spectra changes (red and far-red magnitude and R:FR),
and b) evaluate the performance of the two LEDIF retrievals for fracking the phenology of GPP and SIF in
a vineyard from late July to October.

Results

In the controlled environment study, our results demonstrate a similar performance between the
photodiode and hyperspectral retrievals of LEDIF (R2=0.77). Furthermore, LEDIFpnhotodiode Closely tracked



drought responses with photochemical quenching (R2=0.69), Fv/Fm (R?=0.59), and leaf-level PRI (R2= 0.59).
From this study, we determined the low-cost LEDIFphotodiode approach has the potential to be a meaningful
indicator of photosynthetic activity at spatial scales greater than an individual leaf and over fime.
Following these results, we deployed MIDNIGHTS atf a vineyard site in Central California and found LEDIF
retrieved by the hyperspectral sensor demonstrated strong correlations with daytime SIF and gross primary
productivity (GPP) during mid to end of season phenology (R?2 > 0.70). We highlight that the photodiode
sensors performed worse due to poor sensitivity of the small chlorophyll fluocrescence signal (weaker signal-
to-noise ratio). Therefore, we suggest further optimization with longer sensor integration times, more
powerful blue LED light source albeit with careful consideration of optimal light intensity, or closer sensor
to canopy distance. The hyperspectral LEDIF retfrieval, which optimized signal-to-noise ratio,
demonstrated its ability o track decreasing chlorophyll fluorescence which correlated with midday SIF
and GPP. Beyond phenology, the spectral shape of Chl fluorescence at night highlights the red:far-red
SIF rafio and its ability to track chlorophyll concentration over time. Thus, LEDIF offers a technique to
monitor changes in chlorophyll content, and likely potential photosynthetic capacity uninhibited by
instantaneous conditions such as PAR that would impact SIF dynamics.

Outlook for the future

Monitoring the baseline health status of plants is difficult because of their dynamic responses to the
environment over the course of a day to sunlight, temperature, and water availability. Measuring plants
at night may offers an alternative method to assess a plant’s baseline health status. Here we use blue LED
lights at night to induce the light re-emission of lights from leaves via a red-far-red chlorophyll fluorescence
signal detected by a low-cost system. We found that this signal closely tracks the seasonal variation of
photosynthesis and imposed stress. Because this signal was measured at night, unconfounded by daytime
variation of sunlight, temperature, and water availability, our low-cost system offers an approach to assess
a plants photosynthetic capacity and baseline health. This method could serve as a baseline indicator to
be used for comparison with SIF measurements and standardized across field sites making continuous SIF
measurements. Overall, LEDIF offers a technique to monitor night-fime chlorophyll fluorescence emissions
(and changes in its spectral shape with a hyperspectral sensor) to assess the phenology of canopy-scale
photosynthetic potential.
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Figure 1. Pictures detailing the MIDNIGHTS (Monitoring Instrument Detecting NIGHT Spectra) LEDIF system. (a) shows
the blue LED light and sensor system (note that this picture does not show the fiber opftic, and an additional blue LED
light was added prior fo field deployment); (b) shows the weatherproof case enclosing the hyperspectral
spectrometer, Raspberry Pi and extending fiber optic and power cable; (c) shows an overhead view; (d) shows a side
view; and (e) shows a side view of the MIDNIGHTS system at night with the blue LEDs on.
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Figure 2. Distinct periods throughout the study are indicated by distinct colors: green indicates pre-drought, brown
indicates experimentally imposed drought, and purple indicates post-drought. Blue text refers to canopy-level



measurements, green text refers to leaf-level measurements. Note that not all measurements have the same y-axis
scale. (a) shows the continuous low-cost broadband photodiode sensor LEDIF data, and (b) shows the hyperspectral
spectroradiometer LEDIF data. (c)-(f) shows time-series of leaf-level parameters collected from the MONI-PAM
instrument. (g) shows the stomatal conductance at leaf level from the LI-600 porometer. (h)-(i) shows fime-series of
calculated leaf-level vegetation indices (NDVI and PRI). For canopy-level: grey shaded regions indicate the standard
deviation between the four scans taken on each sampling day. For leaf-level: grey shaded regions indicate the
standard deviation between the twelve leaves scanned on each sampling day.
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Challenge

Solar-induced chlorophyll fluorescence (SIF) has potential to become an effective remote sensing
vegetation productivity and stress indicator. A challenge on the way to this goal are strong impacts by
vegetation structure and changes in solar illumination geometry on its measurements. Therefore,
standardisation approaches limiting these factors have been developed for SIF measured at 760 nm
(F760). This work is testing the fluorescence correction capabilities of the vegetation index FCVI (Yang et
al. 2020, Remote Sens. Environ., 240) and the near infrared vegetation indices for hyperspectral data NIRv
and NIRVH1/H2 (Zheng et al. 2021, Remote Sens. Environ., 267). The first objective was to systematically
assess the performance of both approaches in the discrete anisotropic radiative transfer model (DART).
The second objective was to test their practical applicability for interpreting data from two technically
different sensors - an imaging and a point-measuring spectrometers.

Methodology

A diurnal SIF dataset was collected in a barley phenotyping experiment in Germany on 29 June 2018
(50°37'25.30"N, 6°59'14.06"E, altitude 225 m). The experiment consisted of various genotypes, which were
in late fruit development or early ripening stage, triggered by the 2018 summer heat wave in Europe. SIF
data was acquired between 11:30 and 17:00 local time within six aircraft imaging spectrometer and four
uncrewed aerial vehicle (UAV) point spectrometer flights. Measured leaf area index (LAI), leaf water and
dry matter content, leaf chlorophyll a+b content (modelled), photosynthetically active radiation (PAR),
and soil spectra were used to parameterise the canopy radiative transfer model DART. In the model,
combinations of LAIl, leaf angle distributions, leaf optical properties, including variations in joint
photosystem | and Il quantum efficiency (FQE), were simulated over realistic soil background. The
performance of FCVI and NIRVH1/H2 F760 emission efficiency (gr) was evaluated against the modelled

leaf F760 & directly, and as the relative error, computed between leaf F760 leaf & and FCVI and

NIRVH1/H2 €, respectively. FCVI and NIRvH1/H2 gF were also computed for the measured aerial data of
selected experiment plots. For the cross-comparison, spatial matching of nine experiment barley plots,
observed with the UAV spectrometer, was ensured by spatially aggregating the HyPlant imaging
spectroscopy pixels.

Results

In the DART simulated data, top of canopy (TOC) F760 emissions increased with LAl from ~0 fo 14 mWm-
2nmrlsr!, while reaching >20 mWm-=2nm-lsr! on the leaf level. Slope and offset in the linear relationship
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between leaf F760 and TOC F760 were driven by leaf angle, with planophile leaf angles exhibiting higher
canopy F760 than spherical and erectophile leaf angle distributions. TOC F760 for a canopy with LAl = 2
was 50% lower than leaf F760. Similarly, the apparent PAR of green vegetation is about 50% lower than
total PAR for LAl <2. TOC FCVI & had higher overall root mean square error (RMSE) (1.83 nm110-%) than

TOC NIRVH1 &r (RMSE 0.55 nm-110-%), which was performing better than NIRv €r and NIRVH2 &¢. The relative
error was used to define cases, where applying normalisation approaches leads to a high uncertainty in
€r. We found that FCVI <0.28 produces up to 100% relative error, while for NIRvH1 the threshold is <0.25,
with planophile canopies producing the highest errors. Both, FCVI and NIRVH, were computed for the
aerial data measured from UAV and by HyPlant, showing very high agreement between both
approaches (R? 0.93, RMSE 0.52 nm-10). In the diurnal trend, FCVI and NIRvH1 revealed clearly higher
F760 afternoon efficiency than in TOC F760.

Outlook for the future

FCVI is easy to compute and reliably corrects for solar irradiation and canopy structure when LAI>2.
NIRVH1 (and NIRv, NIRvH2) are more robust for canopies with LAI<2 and match leaf €f more closely, but
its calculation requires more inputs. When applied to aerial imaging spectroscopy data and a point
spectrometer, both approaches produced comparable results for barley varieties in late growth stages
(LAI 1.8-9.5). This study investigated standardization of F760 only. In the future, we expect that robust F687
€r methods will also become available and can be compared to a direct retrieval of fluorescence
guantum efficiency, obtained through downscaling approaches estimating emitted fluorescence from
the photosystems.
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Figure 1 Comparison of DART modelled top of canopy (TOC) F760 efficiency calculated with FCVI or NIRVH1 against
Leaf F60 emission efficiency, coloured by LAI 0.5-8. The dashed line indicates the 1:1 line, the black line is the
combined regression line for all LAI, and R? indicates the coefficient of determination, root mean square error is RMSE
and mean absolute percent error is MAPE respectively (Bendig et al, in prep.).
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Challenge (800 - 1000 characters incl. spaces)

The increase in exireme weather events has a strong impact on the exchange of water and energy in
agricultural ecosystems. Evapotranspiration (ET), as a hydrological key variable, is an important
component of the energy, water and carbon cycles and provides vital information to forecast and
monitor drought events. ET retrieval methods can be divided into two main groups: i) surface energy
balance residual and i) meteorologically-based methods. Methods from the latter group can be
combined with remote sensing (RS) observations to provide spatial ET estimates. Since RS-based solar-
induced fluorescence (SIF) is a proxy of photosynthesis (PS) and due to the fact that franspiration and PS
are coupled processes, different approaches have been developed that make use of SIF information to
estimate ET. In this study, we want to explore the potential of the SCOPE model combined with a
regression fechnique to improve ET estimates of an agricultural field from airborne reflectance and SIF
data.

Methodology (1200 - 1500 characters incl. spaces)

A fime-series consisting of seven airborne SIF and reflectance data sets of an alfalfa field in Spain was
recorded by the HyPlant airborne imager from 15 to 27 July 2021. First, 3000 reflectance simulations were
generated with the radiative transfer model (RTM) for incident radiafion from the sun and the sky
implemented as one module in SCOPE. Subsequently, a hybrid inversion scheme was applied that
combines the SCOPE simulations with kernel-ridge regression (KRR) to retfrieve leaf and canopy
parameters from the airborne reflectance data. The inverted parameters for each pixel and metrological
data from a weather station (e.g., air pressure) were then used to run the full SCOPE model in forward
mode to produce spatial estimates of ET expressed as latent heat from the reflectance data (LEscore).
Second, all input variables of the SCOPE simulations from the previous step, extended by the
corresponding simulation outputs SIF7s0, and fraction of absorbed photosynthetically active radiation by
chlorophyll (fAPARchI), were used to build a SCOPE emulator using again KRR to predict the target variable
LE. Finally, this KRR model was applied to the airborne SIF and reflectance data, combined with the
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meteorological observations, to produce another latent heat flux prediction including SIF and fAPARchi
(LEemu). Both LE estimates were finally compared to LE derived from instantaneous flux measurements of
an eddy-covariance station derived at the time of the aircraft overflights (LEec).

Results (1200 - 1500 characters incl. spaces)

The inversion of the SCOPE model in the first step led to a good match between the spatial estimates of
leaf area index (LAI) and leaf chlorophyll content (LCC) with field measurements of the same parameters
(LAI: R2=0.86, RMSE = 0.62 m2 m-2, LCC: R2=0.69 , RMSE = 11.37 ug cm-2). Furthermore, the comparison
of the averaged simulated and measured reflectance and SIFz¢ values within the footprints of the EC
station provided a high level of agreement (reflectance.: RMSE = 0.0222, SIF760: RMSE = 0.26 mW m2 nm-!
srr'), which was a prerequisite for including SIFz«0 in the prediction of LE as it was done in step 2. Figure 1
shows the scatterplots of the two spatial LE predictions from HyPlant compared to the LE reference data
derived from the EC station. The LEscore model provides a high R2 of 0.96, but the derived latent heat flux
from the airborne data, especially for the later observations, shows a distinct underestimation compared
to the LEec estimates. Although the LEemu model is characterized by a slightly lower R2, the slope of the
regression line is distinctly higher, the RMSE is lower and the regression line shows a better agreement with
the 1:1 line. Figure 2 shows a RGB composite of the investigated alfalfa field recorded on 22 July and the
corresponding SIF7¢0 and fAPARcn maps as well as the LEemu map derived with the developed SCOPE
emulator.

Outlook for the future (800 - 1000 characters incl. spaces)

The results of this study illustrate that additional RS-based information about SIF7¢0 and fAPARch can help
to improve spatial estimates of LE. This is especially important for the early detection of drought events
and to develop adapted irrigation strategies in agriculture. In future research, the presented method will
be transferred to other crops and different climatic regions to investigate the full potential of the
developed emulator. We also plan to compare our results to spatial estimates produced with standard
RS-based methods to predict LE. In addition, the development of a SIF-based LE product could be of
great interest for ESA's FLuorescence EXplorer (FLEX) satfellite mission, as ESA will only deliver products up
fo level 2C and encourages the scientific community to develop innovative level 3 and 4 products.
Although further research is needed, we are convinced that the presented method has the potential to
become such an innovative level 3 product derived from FLEX data.
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Figure 1 Scatterplot of latent heat derived from eddy-covariance measurements (LE:c) (reference) in comparison to
latent heat simulated with SCOPE (LEscope) (left) as well as derived from a SCOPE emulator extended by SIF7¢ and
fAPARch as addifional input parameters (LEemu) (right). The grey dots represent the LEec estimates and the
corresponding averaged LEscore and LEemy estimates within the footprint of the eddy covariance measurement at the



fime points of the airborne data acquisition. The red line illustrates the regression line, while the grey dashed line
represents the 1:1 line.
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Figure 2 Maps of the investigated alfalfa field in the north-east of Spain recorded on 22 July 2021. RGB composite of

the field (a), SIFz¢o map (b), fAPARcn map (c) and LE map (d). The red dot shows the location of the EC stafion in the

field and the area delimited by the dashed orange line represents the footprint of the EC measurement at the time
of the airborne data acquisition.
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Challenge (800 - 1000 characters incl. spaces)

Recently, a new algorithm has been developed to retrieve Sun-Induced Chlorophyll Fluorescence (SICF)
signal from water bodies using hyperspectral data (Tenjo, et al, 2021, Remote sensing 13), enhancing the
accuracy of SICF compared to other methods such as the Fluorescence Line Height (FLH) method. This
work analyses the feasibility of integrating the proposed algorithm into the future FLEX mission, given that
the FLEX mission concept is specifically designed for retrieving SICF from terrestrial vegetation.

FLEX consists of a single platform with a hyperspectral FLUORescence Imaging Spectrometer (FLORIS).
FLORIS has two imaging pushbroom spectrometers, one, acquiring in the 500-780 nm spectral range at 2
nm spectral resolution (FLORIS Low Resolution spectrometer, FLORIS LR) and another acquiring at 0.1 nm
in the O2A range and acquiring at 0.3 nm in the O2B range (FLORIS High Resolution spectrometer, FLORIS
HR2 and FLORIS HR1 respectively). FLORIS has 300 m of spatial resolution and 150 km of swath covering
the land and coastal areas over the Earth.

Methodology (1200 - 1500 characters incl. spaces)

To evaluate the potential of the FLEX mission to retrieve the Sun-Induced Chlorophyll Fluorescence (SICF)
signal from aquatic environments, the following approach was taken:1. Calculation of the Noise
Equivalent Delta Radiance (NEAL) necessary for detecting SICF emission with a 10% margin of error. This
calculation was based on the typical SICF emission of two different water types: (1) ocean and (2)
inland/coastal waters, respectively with SICF peak radiance values of approximately 0.22 and 1.0 mW ‘m-
2-sr-1-nm-1.

2. Assessment of the impact of insfrumental noise on the retrieval of water leaving reflectance by
generating two synthetic FLEX images, one corresponding to each water type. This simulation was
performed using the FLEX end-to-end mission performance simulator. 3. Testing of a data processing
workflow designed for SICF retfrieval from the two simulated images assuming an ideal atmospheric
correction. The methodology used for this stage adhered to the guidelines provided by Tenjo, et al. (2021,
Remote Sensing 13). This approach is based on SICF estimation as the difference between water-leaving
reflectance with SICF and water-leaving reflectance without SICF. Since the latter is unknown, it is
estimated by normalizing water-leaving reflectance at 780 nm and subsequently performing a spline
fitting, which involves estimating three anchor points within the SICF spectral range using machine
learning techniques.

Results (1200 - 1500 characters incl. spaces)
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The instrumental noises from FLORIS present certain limitations when attempting to perform water leaving
reflectance retrieval from ocean waters. However, it provides sufficient signal for achieving reasonably
accurate water leaving reflectance retrieval from typical inland and coastal waters. After implementing
an ideal atmospheric correction, water leaving reflectance can be obtained with some residual noise.
To enhance the accuracy and smoothness of water-leaving reflectance retrieval, advanced methods
like the LOESS smoothing technique are employed.

Notably, the most pronounced errors in water-leaving reflectance retrieval are observed within the O2A
spectral range. Fortunately, these errors do not significantly affect the application of the proposed SICF
refrieval method. However, the residual noise, which amounts to approximately 0.5% at 780 nm, does
have an impact on the refrieval process since the method requires water-leaving reflectance
normalization at 780 nm. This noise is particularly problematic for Machine Learning methods, which are
highly sensitive to such noise levels.

Among the various MLRAs explored, the Kernel Ridge Regression (KRR) method results as the least sensitive
to noise, resulting in a SICF peak retrieval with a relative error of around 20% for coastal and inland water
types and 50% for oceanic water types.

Outlook for the future (800 - 1000 characters incl. spaces)

Retrieval methods based on Machine Learning methods can significantly improve using more extensive
and diverse water leaving reflectance databases. These databases can encompass a wider range of
variables, including the content of other pigments. By incorporating a broader and more varied dataset,
the models can be better trained, improving their performance and accuracy in the estimation of the
three anchor points.

The improvement of this methodology involve addressing the computational aspects, such as optimizing
algorithms and exploiting high-performance computing resources, to facilitate the generation of a more
robust database and the fraining of machine learning methods on this expanded dataset. The results of
this effort will be the more accurate and reliable retrievals. This represents a challenge for future research,
promising advancements in the field of remote sensing and data interpretation.
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Challenge

Inland and coastal waters are important ecosystems that offer a wide range of functions and services.
Ongoing environmental change and human activities severely threaten these ecosystems. Detailed
monitoring of aquatic ecosystems is a prerequisite to assess their state, to investigate their responses to
climate change, and to define management and conservation strategies. Remote sensing (RS) based
monitoring of inland water and coastal ecosystems is challenged by their complex optical properties and
high spatio-temporal dynamics. In addition, no ecosystem-specific safellite mission exists yet, and
monitoring relies on existing missions that meet observational needs only partly. The upcoming
Fluorescence Explorer (FLEX) imaging spectroscopy mission comes with novel specifications that
complement this application potential in a unique way. This contribution aims to conceptually evaluate
the potential and complementarity of FLEX fo advance aquatic science and applications.

Methodology

A gap analysis will be applied to confront observational needs against FLEX mission characteristics and
to assess the capacity of FLEX to advance RS data pre-processing, information retrieval and application
development for aquatic ecosystems. A particular focus will be on the evaluation of the spatial and
temporal sampling design of FLEX considering the temporal dynamics and spatial extents of aquatic
ecosystems. Further, radiometric and spectral characteristics of FLEX are reflected against the specific
needs to measure particularly dark inland waters and river ecosystems, and against requirements for a
reliable refrieval of biogeophysical data products. The state of the art of atmospheric correction of
spectral water-leaving radiance and reflectance measurements will be investigated and possible
confributions of FLEX for an advancement of atmospheric correction methods identified. Last, considering
the FLEX mission’s aim to measure terrestrial photosynthesis, the potential of FLEX measurements for
aquatic applications including phytoplankton productivity and diversity are assessed.

Expected results

Various conceptual insights on the use of FLEX mission data for inland and coastal water research and
applications are expected. The review of the FLEX spatial and temporal sampling capacity will allow
statements on the fraction of global freshwater ecosystems that can potentially be measured, and on
contributions to observe relatively slowly changing aquatic properties (e.g. surface water extent) and



relatively quickly changing properties such as water quality and biotic processes (e.g. sediment load,
phytoplankton concentration, phytoplankton productivity). The investigation of radiometric (e.g. signal-
to-noise ratio) and spectral characteristics (e.g. spectral sampling interval and band width) of FLEX data
will enable insight on possibilities to refrieve inherent optical properties and water constituents depending
on the optical complexity of waters (e.g. case 1 oceanic waters vs case 2 inland waters) and differences
in their reflectance magnitude (e.g. sediment rich bright lakes vs. productive dark lakes). The feasibility of
atmospheric correction of FLEX mission data over water surfaces or even its advancement will be
discussed in the context of particular complications such as the presence of sun-glint or adjacency
effects. A synthesis of above addressed FLEX data characteristics is expected to identify possible
application fields of FLEX data, e.g. phytoplankton productivity estimates, harmful algae bloom detection
or phytoplankton diversity assessment.

Outlook for the future

The satellite-based capacity to measure and monitor inland and coastal waters is less advanced than
required, and there is no dedicated water mission particularly for freshwater ecosystems yet. The results
of this gap analysis can guide FLEX mission preparation activities so that the data of this upcoming mission
can also be used for the assessment and monitoring of these valuable ecosystems. The approach of this
study has potential for an even more extensive gap analysis that confronts requirements for an adequate
satellite-based monitoring of inland and coastal water ecosystems against existing observational
capacity provided by non-optimized available and upcoming missions. Results of such an analysis could
help consolidating sampling requirements and mission objectives for a dedicated space-based water
mission.
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Challenge

For monitoring conditions repeatedly over large areas, satellite derived LST has become an
indispensable tool. However, to make climate relevant statements and quantify the impact of land
surface variables over long time, we need sensors that are available for more than 30 years. The AVHRR
is the only sensor providing spatially and temporally continuous, daily measurements for 40 years. The
TIMELINE project of the German Aerospace Center (DLR) aims at the generation of a homogeneous
multi-decadal fime series from AVHRR data (3 different AVHRR sensors on 16 platforms) over Europe and
North Africa (Dech et al., 2021). However, different observation times of the AVHRR sensors affect the
observed temperature and therefore the AVHRR LST fime series (Reiners et al., 2021). In addition, the
orbital drift effect, resulting in a slowly changing observation time during the lifetime of one sensor is
influencing the time series. In this study, a new approach for correcting daytime effects in the AVHRR LST
time series is presented. This approach is then validated by comparing observations from different
AVHRR platforms of the same day and checking the corrected AVHRR LST time series against the CCI
LST time series as well as against in situ air temperature observations.

Methodology

To correct the AVHRR LST time series for daytime effects, the LST derived from the AVHRR daytime
overpasses is normalized to the observation time of 1 p.m. and the LST from the AVHRR night-time
overpasses is normalized to the observation time of 3 a.m. . The normalization is performed via
correction ferms, which are derived individually for every pixel and time in the time series using
information about the daily temperature cycle taken from SERVIRI geostationary LST data (Sismanidis et
al., 2020).

For the validation it was assumed, that differences between same-day AVHRR observations only occur
due to different daytimes and therefore should be minimized after the correction. To observe the effect
of the correction these observations were correlated before and after the correction. Furthermore, the
AVHRR LST time series was compared to the ESA CCI L3S daytime and night-time LST product for the
years 1996-2018 for selected 1x1° tiles across Europe. After the correction no or minimal frends in the
difference between these products should be visible, as the ESA CCl product has a stable observation
time (Good et al., 2022). Finally, monthly anomalies of AVHRR LST were correlated with monthly
anomalies of air temperature, taken from the EUSTACE station network across Europe (Rayner et al.,
2020). Here, the correlation between the two anomalies, as well as the frend of the distance between
these variables was analysed.
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Results

For the analysis of same day observations in the TIMELINE LST time series more than 1 million data points
have been compared for each ftile. The analysis showed high improvements due to the daytime
correction. Biases of up to 14 K (e.g. between NOAA-12 and NOAA-14) could be reduced to < 1 K for
most of the 1x1° tiles. Correlation coefficients could be improved from 0.5 to > 0.9 and mean absolute
differences could be improved from >16 K to < 3 K for most of the ftiles.

The comparison between uncorrected daytime TIMELINE and CCI LST showed high drift effects for NOAA-
14 between 1996 and 2002 and minor drift effects for NOAA-17 between 2008 and 2010 and NOAA-19
from 2016. Figure 1 shows that these trends were minimized after daytime correction for one example file
over Spain. The remaining trends were for most tiles < 0.3 K per decade meeting the threshold
requirements for satellite-derived LST climate data records defined by the CEOS Land Product Validation
Group. It has to be noticed, that the remaining tfrend can either be due to inconsistencies in the TIMELINE
LST product or due to uncertainties within the CCI LST product. The high bias of TIMELINE LST towards CCl
LST can be explained by the fact, that TIMELINE LST was normalized to 13h observation fime, while CCI LST
refers to 10.30h observation time.

The comparison of corrected TIMELINE LST and air temperature anomalies showed high correlations (>
0.8) for more than 100 stations across Europe. However, at most of the stations, as e.g. for SZEGET (Figure
2), LST showed higher trends than air femperature, which can be explained by different responses to
climate change of these two variables.

Outlook for the future

The presented daytime correction approach visibly improved the consistency of the TIMELINE LST time
series. The pixel-wise available information derived from the geostationary data allows an accurate end
efficient daytime correction for the whole 40-year time series for large parts of Europe.

The comparison with CCI LST and air temperature data still showed low trends in the differences, which
can be attributed to sensor transitions in the TIMELINE LST time series. These trends should be investigated
to further improve this dataset. However, this dataset with its unique temporal coverage and resolution
(40 years, daily +) enables numerous studies regarding land atmosphere interactions and climate and
global change.
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Figure 1 (a) Location of a 1x1° tile in Spain used for the comparison between TIMELINE and CCI LST (b) Difference
between TIMELINE and CCI LST before and after the daytime correction
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Challenge

The need to identify and remotely speciate different vegetation classes in mixed forest environments
continues to be an important area for ecosystem conservation and management purposes. Such
applications generally rely on the biochemical and biophysical properties found in the VNIR (0.3-1.0 um)
and SWIR (1.0-2.5 ym) regions. Nevertheless, foliar spectral behaviour in the TIR (8-14 um) domain has
significant interspecies variability that has been shown to correlate with the spectral features of key plant
constituents. Different plant species have been successfully discriminated in the laboratory using leaf
emissivity spectra. However, given the complexity of emissivity at the canopy level, species discrimination
using canopy emissivity spectra obtained from airborne TIR remains unexplored. This study aims fo
compare the differences in the canopy emissivity spectra obtained from the airborne TIR hyperspeciral
data among and between various vegetation covers in a mixed temperate forest.

Methodology

The vegetation classes were investigated using airborne TIR hyperspectral images captured using AISA
Owl thermal hyperspectral sensors during a flight campaign under clear skies in Bavaria Forest National
Park in south-eastern Germany. Thermal infrared data pre-processing steps, including radiance
calibration, radiometric and geomeftric correction and data masking, were performed prior to the
separation of land surface temperature from canopy emissivity. Canopy emissivity spectral
measurements were then exiracted based on the locations of free species as recorded during the EUFAR
and BIOSPACE fieldwork projects. For analysis, the pairwise Mann-Whitney U test was used to assess
whether different vegetation cover types (e.g., spruce, beech and fir) exhibit both inter and infra-species
statistical differences by means of their canopy emissivity spectra. Furthermore, multiple Mann-Whitney U
fest comparing the emissivity spectra of species at each of the 102 spectral channels was done fo
determine the specific wavelengths in which species could be distinguished. Subsequently, the level of
species separability in the hyperspectral space was quantified based on the lJeffries-Matusita and
Bhattacharya distance measures.

Expected results

The research showed the presence of intra and interspecies canopy emissivity variation. The differences
in canopy emissivity between beech and spruce (U =2541872, p-value = 0.001) as well as between beech
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Canopy emissivity

and fir (U =774369, p-value = 0.003) were statistically significant. While the differences in canopy emissivity
between spruce and fir (U = 617202, p-value = 0.672) were not statistically significant. Comparing the
spectral emissivity variability within species, the results of this study demonstrate that the spectral emissivity
responses vary among beech and spruce free species growing in different locations. The differences in
canopy emissivity were statistically different for 4 out of 23 beech trees and 6 out of 20 spruce trees, which
allhad high leaf areaindex (LAI) values. As previously suggested, the differences in biophysical properties,
specifically LAI, influenced spectral emissivity variability within species. Additionally, the MWU test
specifically identified nine wavelength locations: 9.71 um, 10.06 um, 10.11 um, 10.16 um, 10.70 ym, 11.55
pm, 11.60 um, 11.89 um and 11.90 um as able to distinguish at least one species. Finally, the spectral
separability showed that the results showed that while the species are not entirely separable, the spectral
pair of spruce and beech were more discriminable in the hyperspectral space than either pair of fir and

spruce or spruce and beech.

Outlook for the future

Firstly, this study demonstrated that the AISA Owl TIR hyperspectral sensor is suitable for data acquisition
from materials with prominent spectral features, such as gases and geologic samples, but is also feasible
for acquiring information from materials with very subtle spectral signatures, such as vegetation.
Nevertheless, future projects may need to consider other TIR sensors with finer specifications to obtain
better spectral emissivity contrast. Secondly, this study predominantly used the Mann-Whiney U test
because of the uneven sample size. However, its statistical power can be diminished with increasing
uneven sample groups. Therefore, future projects may explore other statistical tests, such as the analysis
of variance tests with quadratic discriminant analysis, to avoid the limitations of pairwise analysis. Finally,
analysing other factors, such as vegetation dryness, free age, and soil, that impact inter and intra-species

spectral variation would improve this study.

- Count of Significance
T T

—— Limissivity Spectra
T T

10,06 prm

1041 pm|
&

0
B o] 1016 um)

1070 um|

11.55 pm
&
11.60 um

|

11.89 pm|
&
11.90 pm

- 1.00

- 0.95

- 0.90

- 0.85

(@) (b)
3 T
1.00 —
0.96 -
w
g 2+
@
1]
b=
0.92 - B
v
[
[=]
B
=
Q
0.88 © 14
—— Spruce
0.84 =
— Fir
T T T T T T T T T T 0 T
8.0 9.0 10.0 11.0 12.0 8.0

Wavelength (um)

9.0

T
10.0

Wavelength (um)

11.0

T
12.0

Figure (a) Canopy emissivity spectra plots for spruce, beech and fir against wavelengths. The colour black represents
spruce, the colour red represents beech, and the colour blue represents fir; (b) Frequency plot of statistically significant
differences between tree species: beech, spruce and fir. Prominent wavelength locations are identified and labelled.

Alongside, a typical emissivity spectra is ploftted fo show the wavebands.

Canopy Emissivity



Hyperspectral Soil Property Mapping EARSeL VO'e”fSSfrgi‘}
USing Thermal Infrared (LWIR) Imc:gery Corresponding Author: Helge Daempfling

[hdaemp@gfz-potsdam.de]

Helge L. C. Daempfling'?, Robert Milewski', Sabine Chabrillat! 2

1 German Research Centre for Geosciences Potsdam, Section Remote Sensing and
Geoinformatics, Germany
2| eibniz University Hannover, Institute of Soil Science, Germany

KEYWORDS (5): SOIL PROPERTIES, HYPERSPECTRAL, THERMAL (LWIR), LABORATORY, AIRBORNE

Challenge

To address food security and climate change challenges, the European Commission and the MOSES
project advocate soil quality mapping and monitoring. Our soils, the largest terrestrial carbon reservoir,
are vital fo the health of our ecosystems. The use of advanced thermal hyperspectral sensors was
investigated in order to evaluate the properties of topsoil. The objective of this work is to establish
reference databases and validate airborne applications for soil property estimation using these sensors
in a laboratory setting. As part of our study, we combined field measurements of bare soil pixels with lab
measurements and chemical analysis of various soil samples. A workflow from on-site and lab
measurements to airborne measurements was developed using samples from global study sites, including
Greece and ltaly. In the LWIR thermal infrared region, properties of soil such as quartz and feldspar can
be detected that are not detectable in the VNIR and SWIR regions. With this approach, we are able to
extend our existing VNIR and SWIR spectral analysis methods to thermal (LWIR) analysis of soils.

Methodology

Our study sites are located in Northern Greece (Western Macedonia) in the intensively agricultural used
areas around the Amyntaio lignite mine. More than 250 soil samples were collected in several field
campaigns 2018-2023 covering the highly variable soils of the region. In 2019 an airborne survey acquired
a hyperspectral dataset with the HySpex (VNIR+SWIR), and Hyper-Cam (LWIR) hyperspectral imaging
systems covering the study site. We established a workflow for on-site soil sampling, temperature, and
emissivity measurements using an Agilent handheld FTIR system, and automated temperature loggers
buried close to the soil surface. In the laboratory environment, we tested hyperspectral thermal
measurements using pre heated samples and a heating plate setup in order to gain a strong SNR and
reduce reflections effects from the surrounding. For these measurements we developed, tested and
implemented a laboratory TES to create a soil emissivity reference data base that allows direct
comparison and validation of airborne thermal measurements. In this workflow, we used the measured
emissivity spectra to characterise the measurable properties of soils in the thermal region such as quartz
and feldspar content, as well as SOC.

Expected Results and Outlook

We expect to create a sophisticated workflow for the processing of hyperspectral LWIR images including
the test of different atmospheric correction methods and approaches for temperature-emissivity
separation exploiting the high spectral resolution of the Hyper-Cam. Within this process we plan on



creating a thermal hyperspectral soil spectral library that serves as a basis for the post processing and
analysis of airborne thermal hyperspectral images. By using this chemically validated hyperspectral soil
database we plan to derive several important soil parameters from the hyperspectral thermal images
and create parameter maps and particular exploit the LWIR spectral information to improve the
estimation of coarse texture soils that lack distinct spectral absorption characteristics in the VNIR-SWIR
(e.g., sand content, quartz and feldspar mineralogy). A further goal of this work is the validation of the
soil products derived from recent relevant satellite sensors (e.g.. ENMAP, ECOSTRESS), as well as the
simulation of upcoming next generation of hyperspectral optfical and thermal mulfispectral satellite
missions (ESA CHIME and LSTM, NASA/JPL SBG) to evaluate their potential for quantitative soil properties
mapping on larger scales.
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Challenge

Peatlands play a crucial role in preserving global biodiversity and climate regulation. Unfortunately, the
area of wetlands in good ecological condition is dramatically decreasing (Hu et al. 2017, Sci. Total
Environ. 586). Therefore, developing an effective, fast, and objective method for assessing the state of
peatland ecosystems represents a crucial challenge in nature conservation. Currently, remote sensing
(RS) is considered one of the most useful methods for assessing the condition of wetlands (Guo et al.
2017, Sensors 17). In this regard, in 2022 a peatlands condifion assessment was carried out for two forest
districts (Woziwoda and Tuchola, northern Poland), using RS methods. The study aimed to evaluate the
current state of peatland vegetation and to identify changes that may indicate peatland drying. The
research involved a comparative analysis of the informativeness and usefulness of hyperspectral and
thermal infrared data for analyzing the peatlands drying.

Methodology

A multi-sensor aerial platform, enabling the simultaneous acquisition of hyperspectral (HS), thermal
infrared (TIR), and airborne laser scanning (ALS) data was used in the study. The data was obtained on
July 20, 2022. Additionally, thermal data was collected during the night of July 20-21, 2022. Based on TIR
data and meteorological measurements, the Crop Water Stress Index (CWSI) was also calculated. Field
reference information was collected for 100 polygons. It included details regarding visual assessments of



moss drying levels, vascular plant drying levels, peatland rehydration levels, and ground moisture
measurements. The location, size, and botanical characteristics of the polygons were also determined.
A multifactorial peatland drying index was also created, considering all symptoms of peatland drying.
The initial phase of the analysis involved examining correlations between RS and field-collected data.
Selected spectral indices (Sl), daytime temperature (TIRd), nighttime temperature (TIRn), daily
temperature amplitude (TIRdn), and CWSI were used as remote sensing input data for the analysis. The
next step involved predicting peatland drying for the entire area of selected peatlands using machine
learning methods. The use of various sets of input data for modeling a multifactorial peatland drying
index was tested, including Minimum Noise Fraction (MNF) bands, SI, TIRd, TIRn, TIRdn, CWSI, and
statistics computed from ALS data, related to the structure of vegetation. The final stage of the work
involved an analysis of the informativeness of remote sensing data in the confext of determining the
peatland condition.

Expected results

The inifial results of Spearman correlation (p=0.05) analysis demonstrate that both the information
derived from hyperspectral and thermal data exhibit a significant correlation with the features
determining peatland drying. Notably, thermal data exhibit a stronger correlation with specific features.
Among the analyzed features determining peatfland drying, the highest correlation with RS data is
observed for moss drying levels (up to r=0.84 with CWSI) and multifactorial peatland drying index (up to
r=0.75 with TIRdn). Among the analyzed hyperspectral indices, the CAIl (Cellulose Absorption Index)
displays the strongest correlation with moss drying levels (r=0.80), LCAI (Lignin Cellulose Absorption
Index) with vascular plant drying levels (r=0.54), and mNDWI (Modified Normalized Difference Water
Index) with peatland rehydration levels (r=-0.61) and ground moisture (r=-0.66). Regarding thermal
data-derived information, the TIRd, TIRdn, and the CWSI exhibit the strongest correlation with the
characteristics determining peatland drying. In the case of multifactorial peatland drying index
modeling, the best results were obtained using the full dataset, including MNF bands, specified SI, TIRd,
TIRn, TIRAN, and CWSI (r*=0.46). The most significant factors for the model are TIRdn, TIRd, selected SI,
MNF bands, and TIRn. The ALS-derived statistics turned out to be less significant in the modeling process.

Outlook for the future

Through the application of advanced technologies, such as hyperspectral and thermal remote sensing,
along with the currently intensively evolving analytical methods such as machine learning, it is possible
to obtain objective and standardized information about the condition of peatiands. The results of this
study can be used to identify the most desiccated areas, which can help take actions related to their
protection and restoration. Understanding which types of remote sensing data are the most informative
for assessing the condition of peatlands will lead to better resource allocation and monitoring, resulting
in a more effective peatland conservation strategy. Future research could focus on advanced data
fusion, machine learning applications, long-term monitoring, exploring climate change impacts, and
encouraging international collaboration to standardize peatland condition assessment practices.
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Challenge

A novel method to derive land surface temperature (LST) and spectral emissivity (LSE) from airborne
hyperspectral thermal infrared data has been developed and validated using ground measurements.
The novel method corrects for atmospheric effects and separates temperature and emissivity. It was
tested data collected during a campaign in the Burana study area (Italy) in 2022.

Methodology

Airborne hyperspectral thermal infrared (TIR) images were acquired on 13-15 July 2022 with up to
three overpasses per day. The sensor was flown at two survey heights of about 800 m and 3200 m
above ground resulting in ground resolutions of 1 m and 4 m. Hyper-Cam LW is Fourier transformed
infrared spectrometer with a focal plane array and a spectral range of 7.7-11.5 micrometers. Raw
interferograms were converted via Fourier transformation and sensor calibration using the two
internal blackbodies with known temperatures and emissivity into spectral radiances. Single image
tiles were orthorectified and georeferenced using information form the onboard GPS and IMU units
and then mosaicked into single flight lines and further into seamless mosaics.

To remove the atmospheric effects on the airborne observations, the MODerate resolution
atmospheric TRANsmission (MODTRAN) atmospheric radiative transfer model was used driven by the
European Centre for Medium-Range Weather Forecasts (ECMWF) ERA5 atmospheric profiles. The
hourly ERA data with a spatial resolution of 0.25° was temporally interpolated to the flight overpass
time. The atmospheric profile spatially closest to the centre of each image was used to depict the
atmospheric condition of the entire image. The interpolated atmospheric profiles were then input
into the MODTRAN model. Consequently, the three atmospheric parameters, i.e., transmittance,
atmospheric upwelling and downwelling longwave radiations, were obtained and convolved to the
bands of airborne data using the spectral response functions. The temperature and emissivity
separation (TES) algorithm was adjusted to fit in with the hyperspectral airborne data. By inputting
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the three atmospheric parameters into the TES algorithm, temperature and emissivity were retrieved
simultaneously.

Expected results

Overall, the airborne LST agree well with the ground temperatures for water and relatively well for
melon, grass, wheat, and lotus with little time gaps, but less well for soil and the crop measurements
taken at longer time gaps. The average absolute error for water is about 0.8 K which is somewhat
larger as in previous airborne validation studies and can be partly explained by the temporal gaps
between the overpass and the ground measurement. Airborne spectral LSE compared reasonably
well with in situ emissivity measurements for wheat and watermelon.

Outlook for the future

The method allows to map land surface emissivity in 64 spectral bands at very high spatial resolution
(1-5 meter) and at flexible time, e.g., several times during a day and can serve as a valuable input to
many applications such as irrigation management, crop stress detection, mapping of soil properties
etc.

13 July 2022 F1 13 July 2022 F2 13 July 2022 F3

Figure  Subsets of LST (top) and broadband land surface emissivity (LSE, bottom) in Concordia study site for
morning (F1, 10:55), afternoon (F2, 14:27) and evening (F3, 17:51) overpasses depicting diurnal surface temperature
dynamics and spatial differences in surface temperature and emissivity between different types of surfaces.
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Challenge (800 - 1000 characters incl. spaces)

The Environmental Mapping and Analysis Program (EnMAP) is the first spaceborne German hyperspectral
satellite mission, which started on 1st April 2022 and is in operational phase since November 2022. The
primary goal of the EnNMAP mission is to provide accurate and diagnostic information on the state and
evolution of the Earth’s ecosystems for research and applications in fields such as agriculture and forestry,
geology and soils, urban areas, coastal and inland waters. The core themes of ENMAP are monitoring
environmental changes, ecosystem responses to human activities, and management of natural resources
such as soils and minerals. ENMAP started on 1st April 2022 and is in operational phase since November
2022, with strong expectations regarding data quality and impact on core scientific research
exploitations. The challenges of the mission scientific preparatory and exploitation activities are manifold
including demonstration of the science potential of the EnNMAP mission, support of the user community
and support of the project management with data quality, exploitation program, making a bridge with
the ENMAP user community.

Methodology (1200 - 1500 characters incl. spaces)

ENMAP orbital sensor is based on a push-broom type sensor concept [2] and operates in a polar, sun-
synchronous, low orbit around Earth at 652 km height. ENMAP’s core parameters are a regional coverage
at global scale (target mission), 30 m pixel size, tile size 30 km x 30 km, 242 spectral channels (currently 224
bands are delivered to the users), revisit of 27 days at nadir and 4 days with off-nadir tilting (+-30°). The
ENMAP archives and requests for new observations can be accessed based on a free and open data
policy through the EnMAP portal at https://planning.enmap.org/. The project management of the EnMAP
mission is with the DLR Space Agency in Bonn, Germany. The sensor was built by OHB System AG and the
Ground Segment is led by DLR in Oberpfaffenhofen.

The ENMAP Science Activities and exploitation program is led by the GFZ in Potsdam with the support of
the EnMAP Science Advisory Group (EnSAG) and the EnNMAP science project teams at GFZ Potsdam with
partners from the Humbold University Berlin, Ludwig-Maximilian University Munchen, and Alfred-Wegener
Institute AWI in Germany. The mission science support program aims to support communication with the
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wider EnNMAP science community and to ensure scientific state-of-the-art data exploitation, to support
and advice the mission project management on a) the scientific and technical issues in the field of mission
performance, and b) in all areas related to science exploitation such as identifying potential new fields
of research, encourage cooperation on an international level and promote and expand awareness of
EnMAP data by scientific publications and presentations.

Results (1200 - 1500 characters incl. spaces)

In this presentation we will show an overview of most updated results of the EnMAP science exploitation
program in terms of a) ENMAP products external Validation (data quality monitoring) and assessment of
sensor performance, b) EnMAP science and applications with demonstration cases of new science fields
of EnMAP data in the areas of soil research, critical raw materials identification, atmospheric and
snow/ice research, ecological research and crop physiology, and water quality mapping and
monitoring, c) further development of user training and user software as included in the QGIS EnMAP-Box
Toolbox and in the HYPERedu online education program, and d) mission support activities resulting in
provision of time-series and hot-spots monitoring in areas of interests through the background and
foreground mission activities.

Outlook for the future (800 - 1000 characters incl. spaces)

The availability of spaceborne hyperspectral images is still imited and generating time-series is even more
challenging. In the future, ENMAP is looking at further monitoring of our Earth’s health, and expanding the
research program to include operational Earth surface processes mapping and monitoring applications
based on new and advanced state-of-the art algorithms including more radiative transfer modeling but
also hybrid learning and new deep learning/artificial inteligence methodologies, advanced knowledge
on the Earth”s surface spectral signatures, extension of in-situ databases and standardised soil spectral
libraries (SSLs) for improved calibration and validation of soil surface model, and better estimates of
minerals composition. For this, synergies with concordant hyperspectral VNIR/SWIR missions such as
PRISMA and EMIT to improve hyperspectral Earth coverage is essential toward demonstration of
harmonisation of datasets and fused hyperspectral products. Furthermore, development of testbench
datasets, standards, and protocols are further main long term objectives of the ENMAP science program.
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Challenge

Machine-Learning-Regression-Algorithms (MLRAs) have turned out to be an efficient solution for deriving
biophysical and biochemical information from spectroscopic measurements. The rich data about
vegetation status, growth and health that is stored within the reflectance spectra of ground-based,
vehicle-operated, airborne or satellite-supported instruments can most effectively be accessed via well-
frained non-linear and non-parametric models. The precise and targeted fraining of these models
thereby is key for their successful implementation in practice, e.g. as part of agricultural management
decision support systems. In this study, we make use of an extensive in-situ data set, consisting of field
spectroscopy and corresponding biophysical/chemical variables from winter wheat fields in Southern
Germany, to derive optimized default configurations for machine learning regression setups as
components of a new hybrid retrieval workflow that will soon be released in the software EnMAP-Box.

Methodology

Only few years ago, hyperspectral data had been very scarce and studies had mostly been limited fo
local airborne experiments. Today, a new generation of EO satellites provides large amounts of
hyperspectral data and has increased the spatial coverage of imaging spectroscopy that is available on
the Globe by several orders of magnitude already within the first months of operation. While in former
fimes large parts of the workload in scientific studies were concerned with acquiring and pre-processing
airborne data, the satellite data now can be accessed free of charge and can be downloaded in fully
pre-processed formats; ready to use.

The EnMAP mission has been supported by a dedicated science program. One major outcome of this
framework is the free software EnMAP-Box, which is available as a plugin for the QGIS software. The tools
of the EnMAP-Box cover a wide range of methods including simple parametric, non-linear and non-
parametric, physically-based and even hybrid refrieval approaches that can be applied fo retrieve
agriculturally relevant information from hyperspectral data. Among the different algorithms that are part
of the EnMAP-Box’s agricultural applications, the hybrid approach, which combines physical reflectance
modelling with machine learning, is the most promising for use with future hyperspectral data, because it
enables the refrieval of quantitative information even for satellite acquisitions from remote areas that
cannot be supported by in-situ measurements.

Expected results

The current implementation of the hybrid retrieval technique in the EnMAP-Box allows for deriving four
variables (LAI, Cab, Cm, ALIA) via an arfificial neural network (ANN) that can be frained on a synthetically
compiled data base derived from the PROSAIL model family. A new implementation of this workflow will



soon allow training machine-learning regression models for the full range of the standard variables of the
PROSAIL model family (Fig. 1). The workflow will further allow for selecting different machine-learning-
algorithms, i.e. ANN, SVR, GPR, RFR etc. and different levels of dimensionality reduction via PCA. Users will
further be able to optimize the training database via active learning. While this high degree of freedom
allows users to specifically tailor the retrieval fowards their specific data and needs, it comes at the price
that users are forced to decide about large numbers of complex configurations. To assist with configuring
their workflow, the tool will be initialized with a set of default configurations. As the hybrid inversion tool,
i.e. the EnMAP Vegetation Processor, is intended to be used mainly for the derivation of information from
agricultural crops, these default values should not be set at random, but should rather be optimized for
their application on homogeneous crops. In a small study we used plot-based data from five consecutive
growing seasons of winter wheat. The dafta has been sampled in the MNI test area north of Munich in
Southern Germany.

Outlook for the future

From the study we expect answers to questions like: Which MLRA works best for which variable? Does it
require scaling of the data and, if yes, which kind of scaling works beste Does it require reducing data
dimensionality and, if yes, which number of features should be selected? Will internal active learning
improve the resultse Will integrating in-situ data in the AL process further improve the quality? Etc.

Based on the answers to those questions, default-configurations for the setup of the MLRA tfraining will be
derived. Users will still be able to configure individual frainings; however, the default configuration will assist
their decisions by providing an informed starting point for successful variable retrievals. It is important to
highlight that the default configuration will be optimized for applying the tool on homogeneous
agricultural areas. The tool, however, can of course be applied to all surfaces that can be described via
the furbid-medium assumption of the PROSAIL models.

B Train Machine Learning Model ? X
Lookup-Table {(LUT) / Training Database (TDB)
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Exdude Bands: |133 184 185 186 187 188 189

Dimensionality Reduction Artificial noise RTM parameters (*derived)
Perform PCA O Mo noise Ccab [ cex [ canth
# companents (®) Additive noise Oew Oep [ eac
O Gaussian noise [Jar AGBdry (NPV)* [ aGBfresh=
Noise level [%]: [ cwc= [] nitrogen® [ carbon®
Machine Learning Regression Algorithm
(O Artifidal Meural Network (ANN) (® Gaussian Process Regression (GPR) () Random Forest Regression (RFR)
(O support Vector Regression (SVR) (O Kernel Ridge Regression (KRR) () Gradient Boosting Regression (GBR)
[ Perform Hyperparameter tuning Load hyperparameters: l:l
Active Learning (AL)
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IS —
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How to use this tool Start Training Cancel

Figure 1 Graphical user interface of the new MLRA fraining in the EnMAP-Box showing the complexity of the
configuration. Users will be assisted with configuring their workflow via informed default-settings that are optimized for
retrieving biophysical and biochemical from homogeneous (agricultural) crops.
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Challenge

Non-photosynthetic vegetation (NPV) serves as an essential indicator with wide-ranging applications in
assessing ecosystem condition and vegetation vitality. In the realm of current and future spaceborne
imaging spectroscopy missions, NPV is considered a key variable to be quantified globally with improved
accuracy. The high spectral resolution of these missions has been recognized as a crucial factor for
enhancing the differentiation between NPV and soil, a capability anticipated to address the limitations
encountered in multispectral image analyses. Nevertheless, the task of quantifying NPV globally
represents a significant challenge. Vegetation is highly diverse and dynamic through space and time,
and no universal approach has been established so far for NPV retrieval from hyperspectral satellite time
series across ecosystems.

Methodology

NPV is typically quantified as the fractional cover per pixel (in %) or as the biomass per unit area (e.g., in
g/m?). A general advantage of fractional cover is ifs straightforward retrieval through spectral unmixing,
which relies on a set of endmembers (EM) representing pure NPV spectra and the remaining components,
typically green vegetation (GV) and soil. EMs are frequently derived from images, simplifying the retrieval
process. The use of a triangular feature space, defined by the Normalized Difference Vegetation Index
(NDVI) and the Cellulose Absorption Index (CAl), has been demonstrated to be a universally applicable
concept for developing EM libraries from image data. Therein, pure NPV, GV, and soil spectra form the
vertices and mixtures of these three components the respective feature space. Likewise, machine
learning regression-based unmixing, using synthetically generated training information from such EM
libraries, has proven to be a powerful approach for fractional cover mapping. In this study, we combined
the NDVI/CAI feature space concept with regression-based unmixing for NPV fractional cover retrieval
across various Mediterranean-type ecosystems in California using a 1-year hyperspectral time series
acquired by the Environmental Mapping and Analysis Program (EnNMAP).

Results

Our results revealed consistent multi-seasonal NDVI/CAI feature spaces for various ecosystems, including
forests, shrublands, grasslands and croplands. While most ecosystems displayed a similar triangular shape,
the density distribution indicated different abundances of NPV, GV, and soil related to the respective
ecosystem characteristics and condition through the season. Identified EM represented typical green
and non-photosynthetic spectra for different plant growth forms, crop types, as well as background


mailto:akpona.okujeni@geo.hu-berlin.de

surfaces such as soils and rock outcrops. A generalized regression model based on the combined multi-
ecosystem EM library resulted in reliable fractional cover maps illustrating the spatial patterns and
seasonal variability of NPV cover across ecosystems. Qualitative assessment of maps based on field survey
information confirmed the overall performance of the model to accurately estimate NPV fractional cover.
By spectrally resampling the EnMAP fime series to match the spectral band configuration of multispectral
Landsat 8/9 and Sentinel-2 as well as future superspectral Landsat Next imagery, we demonsirated the
benefit of spaceborne imaging spectroscopy for improved NPV retrieval, particularly at the low- and the
high-end of the fraction range between 0 and 100%.

Outlook for the future

Our results demonstrate that the combination of the NDVI/CAI feature space with regression-based
unmixing represents a universal approach applicable in diverse ecological seftings over time, making it a
valuable method for cross-ecosystem NPV fractional cover refrieval. The EnNMAP time series utilized in this
study represents a unique, high-quality hyperspectral data source, which proved superior to multispectral
data. Future work will focus on extending this analysis beyond Mediterranean-type ecosystems in
Cadlifornia, for example by including temperate and arid regions worldwide. In this regard, the NDVI/CAI
feature space analysis will support the development of global EM libraries of NPV, GV, and sail,
confributing to the idea of analysis ready spectral databases for ecosystem research. Moreover, the
potential of machine learning will be further harnessed to develop generalized regression models for
global refrieval of continuous time series of NPV fractional cover from ENMAP.
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Figure (a) Footprints of the ENMAP time series acquired across various Mediterranean-type ecosystems in
California and (b) corresponding multi-seasonal NDVI/CAI feature spaces.
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Challenge

Mining new resources remains essential to meet the increasing demands for raw materials during green
fransitions and adhere to sustainability standards. Among the readily available methodologies that can
significantly conftribute to the discovery of new resources of base metals and critical raw materials is
spaceborne remote sensing technology, including the newly available ENMAP imaging instrument with
global data coverage. While airborne imaging systems have been in use for several decades, the
application of this technology has fully matured for only a few specific mineral deposits, meaning that
the capabilities (and limitations) of imaging spectroscopic techniques are fully understood through
several case studies. For the majority of mineral deposits, however, the applicatfion is immature or af best
semi-mature because only sporadic case studies are available, yielding inconclusive results. To bridge this
gap, more case studies need to be developed using state-of-the-art remote sensing data, exemplified
here by the EnMAP imagery.

Methodology

To demonstrate this, we conducted an analysis of ENnMAP hyperspectral data across four distinct deposit
types located in arid regions around the world. The target areas comprise a porphyry copper deposit in
Iran (Dehaj), a Volcanogenic Massive Sulfide (VMS) deposit in Iran (Taknar), a Mississippi Valley Type (MVT)
Pb-Zn mineralization in Yemen (Jabali), and a Rare Earth Element (REE)-bearing carbonatite in the USA
(Mountain Pass). For each of these sites, the Level 2A orthorectified surface reflectance data of ENnMAP
was obtained/ordered and then processed by using the polynomial fitting technique. This simple yet
effective approach involves fitting a polynomial to a continuum-removal spectrum to parametrize the
diagnostic absorption features of target minerals, including wavelength minimum, depth, width, areaq,
and asymmetry. This is accomplished by fitting a quadratic function to a local minimum and calculating
the first derivative of the fitted function to yield the wavelength of minimum reflectance over a user-
specified wavelength range. This minimum value is then used to calculate the remaining spectral
parameters. By analyzing the resulting parameters, the type of mineral and its state, including relative
abundance, compositional variations, and crystallinity is mapped over each study area.

Results

In the case of the porphyry copper deposit, the white mica composition map effectively unveiled the
high-temperature core of the system, which had eluded detection during field studies and driling due to
intense hydrothermal activities. The presence of Al-rich white mica in this map highlighted the central
high-temperature core of the system. White mica chemistry also proved invaluable in mapping the fluid
migration pathways and deposition centers of the VMS-related ore, in addition to highlighting new
concealed areas with potential for similar mineralization. For the MVT deposit in Yemen, a reduction in
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carbonate contents (indicating dissolution of carbonates during hydrothermal evolution), a transition in
mineralogy from calcite to dolomite, and the occurrences of highly crystalline kaolinite were observed to
be associated with the known Pb-Zn mineralization. Over the carbonatite-hosted REE deposit, EnMAP
successfully resolved the characteristic doublet absorption features of Nd embedded in bastnaesite ore
in the 740 and 800 nm wavelengths, as well as the carbonate feature at 2340 nm using VNIR and SWIR
bands, respectively.

Outlook for the future

Our study indicated that EnMAP outperforms previous generations of multi- and hyperspectral datasets
in terms of remote sensing alteration mapping. The high-quality data offered by EnMAP can enable
exploration geologists to identify, characterize, and map a rich number of spectrally active minerals over
the earth’s surface. This is thanks to ENMAP’s higher number of bands, accurate cdlibration, and high
signal-to-noise ratio (SNR). These capabilities can be effectively used to search for new mineral resources
in arid to semi-arid regions across the globe. The demonstrated capability of EnNMAP to directly detect
rare earth elements (REEs), which was demonstrated for the first fime in this study, can usher in a new era
for remote sensing-based exploration of REEs. Despite the encouraging results, additional case studies
should still be developed (and field-verified) to fully comprehend the potential and limitations of EnMAP
data in each of these application domains.

2202 White mica composition 55470m

Figure The chemistry of white mica over the Taknar VMS deposit (Iran) revealed by EnNMAP data. The parts with
shorter wavelength highlight the Al-rich white mica, indicating the recharge zones and potential ore deposition
centres.
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Challenge

Satellite-derived vegetation maps are crucial for monitoring fire-prone ecosystems. These maps
provide essential information about various plant life-forms, including trees, shrubs, herbs, and non-
vegetation surface types, which are important for defining fuel types and fuel models for fire risk analysis.
However, fire-prone ecosystems are often complex, containing multiple plant life-forms within a single
pixel. In previous research, Support Vector Regression-based unmixing techniques were employed to
quantify plant life-forms using simulated Environmental Mapping and Analysis Program (EnMAP) data
across diverse ecoregions in California. This work highlighted the benefit of hyperspectral over
multispectral data for such mapping approaches, while noting limitations related to the use of simulated
data and the lack of a fime series that allow integration of spectral-temporal metrics. The launch of the
ENMAP mission in 2022 marked a milestone in making hyperspectral time series available, enabling the
incorporation of hyperspectral-temporal metrics to enhance the unmixing of plant life-forms.

Methodology

In this study, we apply a spectral unmixing workflow to a one-year hyperspectral ENMAP time series in
California. Our study areas include both the arid central and the more humid northern regions of
California. Specifically, two of the study areas span from the coastal areas to the inner Central Valley,
while one study area covers the mountainous terrain in northern California. These three locations include
diverse ecoregions, such as grasslands, shrublands, open-canopy woodlands and dense forests, all of
which have been influenced by a complex history of wildfires.

To enhance the unmixing workflow, we integrate spectral-temporal metrics and employ a multi-class 1D-
Convolutional Neural Network (CNNJ, generating plant life-form fraction maps for all study areas. The
accuracy of these predicted fraction maps is assessed by comparing them to reference fractions
obtained through high-resolution image interpretation and field data. Furthermore, we explore the
connection between our fraction maps and fuel type classification systems by utilizing field data and
extracting structural information from LIDAR (Light Detection and Ranging) fechnology. This
comprehensive approach allows us to better understand the relationship between spectral information,
vegetation fractions, and fuel types in a region, where on the one hand fires are prevalent and an
important landscape factor and on the other hand monthly EnMAP time series exist.

Results

Our results demonstrate the successful application of ENMAP data for the mapping of plant life-forms
within Mediterranean ecosystems. We found that by incorporating femporal metrics from hyperspectral



time series, our model exhibited improved robustness and accuracy in distinguishing between plant life-
form classes. Thus, allowing to befter differentiate between challenging classes and mitigate
overestimations at lower fraction ranges. By combining fraction maps, structural information and field
survey data we further provide a flexible and user-friendly framework for characterizing fuel types. Our
results show the effectiveness of the unmixing approach for estimating plant life forms and acquiring
essential information for fuel type mapping enabling efficient land management and wildfire risk
assessment without the need for extensive field surveys.

Outlook for the future

In light of increasing fire hazards within Mediterranean ecosystems, there is a growing demand for
updated fuel information to support comprehensive risk analysis. Our findings highlight the potential of
hyperspectral timeseries data for vegetation and fuel type mapping. Furthermore, the synergistic use of
timeseries of hyperspectral imagery with ancillary information on vegetation structure and state enables
the prompt generation of fuel type maps. Depending on data availability, such maps can be readily
expanded to encompass expansive areas that would otherwise be challenging to survey using
conventional methods. Upcoming hyperspectral operational missions have the potential to automate
the generation of wall-to-wall fuel type maps. This workflow is a step in this direction, taking advantage of
the spectral and temporal resolution of hyperspectral satellite missions to enhance knowledge of
vegetation fractions and fuel type distributions over larger areas.

(Hass fire (2020)° - Gréss Shrub

Figure Fraction map covering part of the Centfral Coast study site along with field photos showing different
landscapes and fuel types. Fractions estimates reflect fire perimeters from 2020.
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Challenge

The EnsAD project aims at further developing the methods from preparatory studies for algae group
recognition, at opening potential uses of hyperspectral satellite products for water quality assessment
and preparing for operational use with the Copernicus mission CHIME and the NASA mission PACE. The
developed method must be robust and flexible to address both coastal waters and inland waters and
provide demonstration products for ENAMAP data. National reporting and warning services concerning
water quality and harmful algae blooms profit from the algae group detection e.g., of cyanobacteria.
The complete processing chain will be designed to feed into ecosystem model assimilation starting from
hyperspectral data via deriving an algae group product. The biogeochemical forecasts can be
improved by adding satellite-based information on algae groups.

Methodology

Hyperspectral water leaving reflectance between 400 and 750nm are inverted into concentrations of
six phytoplankton groups, concentration of non-algal particles (NAP) and CDOM absorption at 440nm.
The inversion employs the full bio-geo-optical model in forward mode, which accounts for spectral
specific absorption and scattering of the phytoplankton groups, the absorption and scattering of
minerogenic and biogenic detritus, CDOM absorption and the optical properties of pure sea water.
Water leaving reflectance is derived by the ratios of backscattering and total attenuation, handled
differently for pure water and other particles. The minimisation of errors is based on the difference
between the forward modelled reflectance spectrum and the input spectrum weighted by the
uncertainty of the input spectrum. Additional free parameters of the inversion are the backscattering
rafios of minerogenic and biogenic detfritus and the slope of CDOM absorption. To minimise the
calculation time, start values of the iterative process are estimated by a simple linear model of band
ratios and line heights. The output of the inversion process can be chosen by the user, which can reach
from the concentrations only or a full set of spectral absorption and backscattering spectra.

Validation is based on concentrations of water constituents and in-situ reflectance spectra convolved
with the EnMAP spectral response functions.
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Results

The inversion by iterative forward modelling has been validated with the GLORIA in-situ database
(Figure 1). Total phytoplankton concentration from the inversion correlated very well with GLORIA in-situ
chlorophyll concentration (RZ=0.85, median symmefry accuracy &=-27.1%). CDOM absorpfion is
retrieved with good qudality (R?=0.53, £=6.0%). NAP is expected to compare to total suspended matter
with a strong negative bias, but the correlation is still high (R2=0.66, £=-74%).

First tests on the SpecWa insitu data, which includes information on four phytoplankton groups, show
that the forward model needs further adjustment in phytoplankton specific scattering properties. Similar
results have been obtained by investigating EnNMAP L2A extracts of strong cyanobacteria bloom:s.

ENMAP L2A spectra over clear water can show a large confribution of spectral noise in the blue part of
the spectrum, because the signal is very low and non-linear instrument response can become
apparent. Using the shape of the spectrum directly in approaches which build on the second or fourth
derivative of the spectrum would fail without further preparation of the input data. The iterative forward
modelling inversion can handle these spectra well and derive realistic concentrations, because it builds
entirely on fixed spectral shapes for phytoplankton absorption and scattering.

The procedure can work with any kind of hyperspectral data given within a minimum range of 440 to
710nm.

Outlook for the future

Our immediate plans involve adding several new components to the bio-optical model. The
fluorescence of three important pigments (chlorophyll-a, phycoerythrin and phycocyanin) could
account for some observed systematic deviations in the spectral shapes between forward model and
original spectrum.

Currently, the inversion can be applied to extracted spectra only. The iterative process would be too
slow to use it directly on a full satellite image. Observing the ENMAP exiracts, we will employ a two-step
approach in machine learning. In a first step, the spectrally noisy data will be smoothed based on the
full iterative inversion approach. By transferring the noisy spectrum into the regime of smooth model
spectra a backward propagation neural network can be trained, which derives the water properties.
The model-based smoothing can also be interesting for all derivative-based algorithms. The neural
network will allow the inversion of full satellite images at reasonable speed.
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Figure 1 Inversion resulfs of total phytoplankton concentration (Sum Phytopl, left), non-algal particle concentration
(NAP, middle) and CDOM absorption (aCDOMA440, right) against in-situ values from GLORIA dataset.
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Challenge (800 - 1000 characters incl. spaces)

Photosynthesis (measured as electron tfransport or CO2 uptake rate) is greatly dependent on the
ecology of the plant species, absorbed PAR, and other environmental factors such as drought or
extreme temperatures. The regulation of photosynthesis happens mainly on the cell or leaf level. Solar-
induced fluorescence (SIF) is a faint red light, which is emitted from the core of the photosynthetic
machinery, and which is known to be related to the efficiency of photosynthetic electron transport.
Nowadays SIF can be retrieved from leaf-level, ground-based, airborne and satellite platforms, but
close relationships between efficiency of photosynthesis and SIF are only established on leaf-level. On
larger scales other factors, such as changes in canopy structure influence the intensity of SIF. FLEX and
other satellite instruments are on the step to providing high resolution maps of SIF, but our scientific
knowledge on how to translate the intensity of the fluorescence signal to the regulatory properties of
leaf photosynthesis are sfill skefchy.

Methodology (1200 - 1500 characters incl. spaces)

We aim to develop the mechanistic understanding how top-of-canopy SIF is related to leaf-level
photosynthesis by combining established active fluorescence with novel passive fluorescence and
hyperspectral reflectance measurements. We try to measure and understand the interplay of canopy
structure, leaf display, SIF on the level of single leaves and the top-of-canopy signal by combining leaf-
level measurements with a novel ground-based hyperspectral imaging systems (HyScreen), which
demonstrate that the non-linear SIF-photosynthesis behaviour can be detected on the canopy scale
and fraced to the single leaf properties.

From this spatial scale we move up to the next level and use our high-performance airborne imaging
spectrometer HyPlant in combination with a newly developed UAV-based SIF camera for larger scale
SIF and reflectance measurements. These data are being used fo test different down-scaling or
normalization approaches to extract quantitative leaf-level proxies of SIF and their sensitivity to
environmental stress. Using normalization approaches we could demonstrate the potential of SIF to
detect early signs of drought stress or reduced soil water availability or the beneficial diversity effect in
mixed cropping systems.

Expected results (1200 - 1500 characters incl. spaces)
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In this presentation we will give an overview on our concept and nested measurement approach to
understand the dynamics of canopy reflectance, SIF, and physiological regulation on the leaf level. We
present approaches how to relate top-of- canopy SIF and reflectance information to the actual
functional status of photosynthesis. We review our attempts to use active and passive reference targets
to validate our SIF measurements on all spatial levels, which are the basis to quantitatively link SIF
measurements to rates of photosynthesis. We will show quantitative data from various controlled field
experiments, where we used conftrolled environmental stressors in combination with a detailed
characterization of the functional response of the crops species, to quantitatively understand the
mechanistic link between actual rates of photosynthetic electron transport and top-of-canopy
measurements of fluorescence. We combine active and passive fluorescence technologies on various
scales to develop data sets and forward models to develop a good scientific understanding on the
quantitative relation between photosynthetic electron transport, non-photochemical energy dissipation
and the dynamic changes in leaf and canopy reflectance and fluorescence emission.

Outlook for the future (800 - 1000 characters incl. spaces)

FLEX is currently scheduled to be launched in 2026 and the European Space Agency will deliver Ivl 2 data
products, i.e. top-of-canopy radiance, reflectance and fluorescence emission. These data need to be
franslated to higher level data products, such as actual rates of photosynthetic carbon uptake rates or
specific stress indices. The mechanistic knowledge, which we currently develop on the single plant, plot
and field scale will build the basis for the formulation of higher-level data products of FLEX, which will be
developed in the next years preparing the operation of the FLEX satellite mission.

Active

HyPlant

Air-FLOX
:

Passive (SIF)

Figure  Overview on the currently available instrumentation that is available fo quantify fluorescence emission from
the leaf to the aircraft level. Active methods (upper panels) deliver information rich data on the energy distribution
within the photosystems; however, those systems are limited in their applicability as they require an active excitation
of the photosynthetic machinery. Passive systems (lower panels) have become available in the past years
complementing the active approaches. Passive, i.e., solar-induced, methods have the advantage o be applicable
from larger distances, but we need to develop a better scientific understanding on how to quantitively interpret the
SIF signal.

2 (Style: Footer)



Pierrat, Z et al.

EARSel Valencia 2024
Abstract
Corresponding Author:

zoe.a.pierrat@jpl.nasa.gov

Waking before the snow melts:
Seasonal timing of fluorescence and
photosynthetic yields at needle and
canopy scales in evergreen needleleaf
forests

Zoe Pierrat!2, Troy Magneys, Andrew Maguire!, Logan Brissette3, Russell Doughty4, David R.
Bowling®, Barry Logané¢, Nicholas Parazoo!, Jochen Stutz2

I'University of California Los Angeles, Department of Atmospheric and Oceanic Sciences, USA
2 Jet Propulsion Laboratory, California Institute of Technology, USA

3 University of California Davis, Department of Plant Sciences, USA

4University of Oklahoma, College of Atmospheric and Geographic Sciences, USA

s University of Utah, School of Biological Sciences, USA

¢Bowdoin College, Biology Department, USA

Keywords (5): Evergreen needleleaf forests, solar-induced fluorescence, phenology, photosynthesis,
sNow

Challenge

The seasonal timing and magnitude of photosynthesis in evergreen needleleaf forests (ENFs) has major
implications for the carbon cycle and is increasingly sensitive to a changing climate system. An earlier
onset of photosynthesis in the spring can lead fo increased carbon uptake throughout the growing
season. However, early depletion of water reserves can lead to early photosynthetic cessation and
continued respiration during warm late-season periods - increasing carbon loss and dampening total
carbon fixation over the photosynthetically active season. Despite this importance, determining the
start and end of the growing season in ENFs is challenging due to a lack of field measurements and
difficulty interpreting satellite data, which are impacted by snow, cloud cover, and the pervasive
‘greenness’ of these systems. Therefore, the goal of this study is to evaluate how we can best capture
seasonal transitions in ENFs with remote sensing.

Methodology

To link physiological changes with remote sensing during transition seasons, we collected data at three
different ENF sites across a broad latitudinal gradient (Alaska, Colorado, Saskatchewan). We collected
continuous needle-scale measurements of fluorescence and photochemical yields using a MONI-PAM
fluorometer. We compared these data with fower-based remote sensing of Solar Induced Chlorophyll
Fluorescence and Gross Primary Productivity (GPP) across sites. To account for the impact of radiative
effects on the SIF signal, we calculate intensity-normalized SIF (SIFrelative) and explain how this is an
effective proxy for the yield of fluorescence. To account for snow on remote sensing observations, we
derived a theoretical framework of the radiative transfer of light through snow for observations of SIF,
SIFrelative, and common vegetation indices under snow-covered conditions. By linking photosynthesis and
fluorescence measurements across multiple scales, we can evaluate the biological underpinnings of
remote sensing observations.

Results



We show that needle-scale fluorescence (gr) and photochemical (gp) yields closely track one another
across the seasonal cycle across multiple sites and years. Further, we find that needle-scale
measurements can be scaled to the canopy with eddy-covariance GPP and SIF data. We observe
close correspondence between needle-scale gr and gpr and canopy scale SiFreiatve and GPP-derived
light-use-efficiency of photosynthesis (LUEe). Based on these results, we conclude that SIFrelative is
effective at fracking the seasonality of photosynthesis in ENF. These independent, temporally continuous
datasets additionally confirm an increase in physiological activity prior to snowmelt across all three
evergreen forests. This suggests that data-driven and process-based carbon cycle models which
assume negligible physiological activity prior to snowmelt are inherently flawed, and emphasizes the
need for remote sensing proxies that can capture photosynthetic activity even in the presence of snow.
Ultimately, we probe the specftral biology of evergreen forests fo advance our understanding of how
climate change is impacting ENF photosynthesis.

Outlook for the future

In evergreen forests, patterns of temperature and precipitation are changing with climate change, and
their collective influence determines the timing of the spring and fall transition seasons. By comparing
measurements across scales, we develop a framework for future work linking underlying biology with
remote sensing. Because SlFeiatve Shows potential for overcoming challenges associated with
disentangling the physiological from the physical effects on SIF (illuminafion and snow) at sites across a
latitudinal gradient experiencing different environmental condifions, our results demonstrate its utility in
future research. Finally, our results highlight the mechanistic underpinnings of what SIF data can (and
cannot) tell us about seasonal transitions in ENF photosynthesis - an essential step fowards improving
monitoring of these ecosystems globally.
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Figure 1 General overview of measurements and parameters derived from instruments at the study sites. Note that
Ca-Obs did not have continuous PAM fluorometer data available. An inset map shows the location of each study
site.
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Challenge

One of the long standing challenges in EU’s environmental policies is the low spatial and temporal
resolution of available data for many regions. Although the existing electronic sensor technologies can
address this problem to a certain extent, the cost of maintenance and the increase in e-waste becomes
a major concern. The EU H2020 |-Seed project aims to mitigate this problem by infroducing novel soff,
miniaturized, biodegradable robots capable of sensing the key parameters at the top soil and air above
soil using infegrated fluorescencing material in the robof.

By biomimicking the plant seeds, these miniaturized robots are made into artificial seed-like structure
capable of performing similar actions as of the real seeds in terms of flying, dispersing and burrowing.
These artificial seeds will be dispersed over the target area using Unmanned Aerial Vehicles (UAV), and
later will be geo-localized using RGB imagery. The follow-up action will be the read-out of these artificial
seeds (termed as ‘I-Seed’) acting as opftical sensor by changing their fluorescence emission as per the
sensing parameters of interest, such as tfemperature, humidity, and elemental mercury. Such optical read-
out requires a lightweight active laser fluorescence observation system including a hyperspectral camera
that can be deployed on UAVs.

This contribution presents the prototype of the Active Laser Fluorescence (ALF) Imaging System and the
evaluation of the system from the lab fo the field with focus on the |-Seed temperature sensors.

Methodology

The Active Laser Fluorescence (ALF) Imaging System prototype (Figure 1) consists of several modules, that
serve various purposes for validation and read-out of the fluorescence signal from the |-Seed temperature
sensor (Figure 1). The current design consists of following modules: 1) Excitation module; 2) Area-scan
spectroscopy module; 3) Hyperspectral Imaging Module; 4) Triangulation module; 5) RGB Imaging
module; 6) Verification module; and 7) Computation module. Starting point for the development of the
ALF Imaging System prototype was to build it on Commercially Off-the-self (COTS) optical components.
From the physical dimensions and the spatial positioning of the COTS elements, the casing and mounts
were designed in CAD software.

The design of the UAV ALF Imaging System needs to meet several requirements. A critical step was the
construction and miniaturization of the system to dimensions and weight which will allow it to be carried
by a UAV platform. Initially we aimed for the DJI M300 UAV as carrying platform. This limits the payload
weight to a maximum of 2.7 kgs. Moreover, the downwash airflow of the rotors of the UAV limits the
minimum working distance to 4 m, below which the turbulent airflow is strong enough to move the seeds
from their original landing position.
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In this design, we employed an excitation module providing the required excitation power and
wavelength for laser-induced fluorescence. This module consists of the 980 nm laser head, laser power
supply and cylindrical lens for shaping the output laser beam from rectangular to line shape.

The detection of the fluorescence signal is based on the Hyperspectral Imaging Module which provides
the localization and spectroscopic response of the I-Seed sensor. This module consists of objective lens,
focusing lens, slit, collimating lens, grating, focusing lens and camera (Allied Vision).

Initial characterisation and evaluation of the prototype was done in a laboratory set-up. The influence of
relevant factors (distance, excitation power, sensor orientation, uniformity sensor, % fluorescent,
integration time spectrometer, sensor degradation) on the fluorescence signal was evaluated in sensitivity
analysis experiments. After characterisation, the prototype was evaluated under field conditions.

Expected results

The fluorescence emission from the I-Seed temperature samples were measured at a distance of 4m for
varying excitation intensities at an integration time of 3s and temperatures ranging from 5 to 40 C. With
increasing sample temperature, the ratio of peaks changes, and therefore, can be utilized to sense
temperature of the sample (Figure 2). Along with spectroscopy, imaging of the sample was carried out
from a distance of 4m to assess the capabilities of localization from RGB imagery during laser excitation.
This ensures the precise positioning of the samples in the ground during optical read-out, which may get
shifted by wind or animals. In addition, results of the sensitivity analysis showed clear influence of sensor
orientation and uniformity of the sensor, which need to be accounted for in field conditions.

Outlook for the future

In context of the I-Seed scenario, quantification of the emitted fluorescence signal strength from |-Seeds
is important as it indicates the concentration or level of monitored environmental parameter. Several
factors can affect the system'’s signal-to-noise ratio (SNR), and thereby, the actual development of the
system has been started from a laboratory-based setup to achieve a complete understanding of the
level of influence of these parameters for real-world field applications. We demonstrated the read-out
of stable signal with good SNR up to a distance of 4m in controlled condition. Critical environmental
conditions and sample behavior were assessed to evaluate their effect on signal read-out. Proof of
principle for temperature read-out using both ratiometric and temporal approach have been realized.
The lightweight prototype and the miniaturization for UAV deployment has been realized. Next steps are
now focusing on evaluation of the prototype in a field situation.
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Figure 1: (leff) Design and components for the Active Laser Fluorescence Imaging System and (b) Spectra of I-Seed
Samara prototype at distance of 4 m, laser intensity of 2.6 W/cm2 and an integration time of 500 msec. Inset shows
photograph of the I-Seed Samara prototype with different parts labelled accordingly.
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Figure 2: Change in spectra of fluorescing samples with varying sample temperature at a distance of 4 m for an
excitation laser power of 2.8W.
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Challenge

Remote sensing of Solar-induced Fluorescence (SIF) is challenged by the complex and dynamic nature
of photosynthetic surfaces, which exhibit spatial and temporal variations in SIF emissions. These variations
make it complex to compare SIF measurements across different scales in calibration and validation
activities. Addressing this challenge requires the development of novel platforms, measurement protocols
and algorithms to improve the quantification and interpretation of reflected radiance and SIF, while
investigating the impact of spatial heterogeneity and structural and biophysical effects on SIF. Therefore,
with the aim of interpreting fluorescence from hyperspectral measurements, as a first step to obtain
estimates of photosynthesis (i.e., Fluorescence Quantum Efficiency FQE), it is key to prioritise the study of
complex phenomena related to variations in PAR within the canopy and spectral unmixing analysis to
disentangle the confribution of photosynthetic (i.e., sunlit and shaded) and non-photosynthetic surfaces
to the measured TOC reflected radiance.

Methodology

To create a plant canopy experiment with varying levels of vegetation cover, we designed a field
experiment based on a transect of potted plants placed in different densities and patterns, several
designs were implemented to create vegetation transects with different levels of vegetation cover. A
multisensor cable-suspended motorized platform called FluoCat was used to measure the fransects. It is
equipped with the Piccolo Doppio dual spectrometer system and a MAIAS2 multispectral camera. The
MAIA reflectance images were used to obtain the reference total fractional vegetation cover and the
reference sunlit fractional vegetation cover to validate the products derived from the Piccolo point
spectroradiometer system. A linear spectral unmixing method was proposed to estimate the contribution
of soil, sunlit, and shaded vegetation from the fotal reflectance spectrum measured at canopy level. By
knowing the measured surface endmembers and combining them with a spectral fitting algorithm, we
propose to unravel the abundance of each element. The weights used to combine the endmembers o
fit the surface reflectance spectrum are understood as the abundance of each endmember. Later, the
retrieved sunlit FVC was used to estimate the green APAR flux, and this was combined with the integral of
the spectrally resolved fluorescence to calculate the FQE and compared with leaf level measurements.

Resulis

Comparing the reference and fitted reflectance spectra, our results show that the three endmembers
(Sunlit and shaded vegetation, and soil) decomposition approach provides better results than using only
two endmembers (total vegetation and soil). Regarding the differentiation between total fractional
vegetation cover and FVCsunlit, both the two and three endmember approaches provided accurate
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results when comparing Piccolo FVCtotal and MAIA FVCtotal, with an R-squared value of 0.88 and RMSE
ranging from 0.11 to 0.13. However, only the 3-endmembers approach has the ability to discriminate
between FVCtotal and FVCsunlit, resulting in an improved estimate of FVCsunlit (RMSE=0.14) compared
to using the 2-endmemebers FVCtotal to estimate the sunlit fraction (RMSE=0.21). The differentiation of
these two parameters allows the separation of changes in the measured fluorescence driven by structural
effects. Regarding the quantification of the real FQE, it is interesting to note that, with the exception of
FVCsunlit below 20%, similar FQE values were obtained throughout the experiment regardless of the
fractional vegetation cover. The results indicated an overestimation of the retrieved values obtained by
the Specfit method in cases of low FVC. FQE-TOC underestimated FQE at the leaf level. In 4 of the 11
transects analysed, the TOC measurements were statistically different from the leaf level measurements.
However, despite the slight differences, the canopy and leaf level FQE values were in the same range
and the variability along the experiment was similar.

Outlook for the future

For the future hyperspectral missions focused on the vegetation monitoring, further studies are needed to
properly characterise and correct for the effects of canopy vertical structure in more heterogeneous
areas, and to improve fluorescence retrieval to downscale TOC measurements to the photosynthetic
surface level. In addition, improvement with more sophisticated spectral fitting algorithms for unmixing,
with further characterisation of green (i.e., specific pigment absorption) and non-green (i.e., woody
material and soil absorption libraries) end members, as well as atmospheric correction and thermal
measurements should be incorporated into the proposed methodology to provide a robust estimate of
photosynthetic activity.
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Figure1. The methodology presented aims to derive the top-of-canopy fluorescence quantum efficiency (FQE) and
then compare it to the leaf reference value. This methodology encompasses the processing sequences for various
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essential variables for calculating the FQE. Adapted from (Moncholi-Estornell et al. 2023).
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Challenge

The dynamic nature of Sun-Induced chlorophyll Fluorescence (SIF) makes it highly recommended to
characterize its spatiofemporal heterogeneity before using it to monitor vegetation from space. SIF is the
light emitted by plants within the spectral window of 650-800 nm and is characterized by having a peak
in the red (685m) and far-red (740nm) regions of the spectrum. The main challenge when characterizing
SIF spatial heterogeneity is the lack of high spectral and spatial resolution satellite data needed to
properly refrieve the functional-based (i.e. APAR and NPQ) and structural-based (i.e. LAI, fCover) traits
driving SIF dynamic changes. However, what we do have available are high spatial resolution Sentinel-2
(20x20 m) based products (i.e., reflected radiance, vegetation indices, and biophysical fraits). Within this
context, we propose to use S2 imagery information to quantify the spatial heterogeneity of a FLEX pixel
(300 x 300m).

Methodology

We used HyPlant airborne imagery acquired over an agricultural area in Braccagni (Italy) to emulate
Sentinel-2-like top-of-the-canopy reflectance and SIF imagery at different spatial resolutions (i.e., 300, 20,
and 5 m). In the context of the COST Action Optical synergies for spatfiotemporal SENsing of Scalable
ECOphysiological traits (SENSECO), in which this study was conducted, we proposed direct (i.e., spatial
heterogeneity coefficient, standard deviation, normalized entropy, ensemble decision frees) and patch
mosaic (i.e., local Moran’s I) approaches to characterize the spatial heterogeneity of SIF collected at 760


mailto:njantol@oikon.hr

and 687 nm and predictor variables. Vegetation indices (NDVI, near-infrared reflectance of terrestrial
vegetation-NIRv, chlorpphyll red-edge, EVI and MSI), biophysical traits (fAPAR, LAI, fCover, leaf
chlorophhyll content-LCC) and bands Bé, B7, B8, B8A, B? were used as predictors. For spatial
heterogeneity coefficient approach, scene classifications maps were produced using supervised and
unsupervised (k-means clustering) methods. We evaluated the potential of each approach fo
characterize SIF heterogeneity (SIF7¢0.300 and SIF¢s7,300) by comparing the heterogeneity metrics calculated
from the HyPlant SIF and Sentinel-2 predictors and calculating the square of Pearson's correlatfion
coefficient (R2).

Expected results

The application of different methods to describe the spatial heterogeneity of sun-induced fluorescence
provided interesting insights, particularly for the use of standard deviation, the spatial heterogeneity
coefficient and ensemble decision trees using machine learning algorithms. Among all methods, the
structured related NIRv index explained SIF heterogeneity the best, compared to other vegetation indices
(i.e., NDVI, ChIRE, EVI), biophysical traits (i.e., fAPAR, fCover, LCC, LAI) or S2 reflectance bands.

In general terms, the vegetation indices, biophysical traits, and Sentinel-2 bands related to vegetation
structure (i.e., NIRv, fAPAR, fCover, LAI, B7 (red edge)) predicted SIF spatial heterogeneity the best. We
decided to use fAPAR instead of fCover because they are highly correlated. Regarding the methods,
ensemble decision trees was the best-performing approach (R2 > 0.8 for SIF740,300 and R2 > 0.6 for SIFss7,300).
The standard deviation method, despite its simple implementation, casted R2 > 0.6 for SIF7¢0.300 gnd R2 >
0.1-0.4 for SlIFss7,300 when NIRv, fCover, LAl and B7 were used as predictors, showing similar results to the
spatial heterogeneity coefficient (using scene classification map produced with unsupervised
classification) approach. Finally, the Local Moran’s | and normalized entropy methods did not perform
well for predicting SIF heterogeneity. It is worth noting that the spatial heterogeneity was better predicted
for SIF7s0,300 than for SIFss7,300.

Outlook for the future

Based on the results of the current study, future work should include the application of the proposed
methods to a larger dataset, such as other regions with different ecosystems (i.e., forest, grassiand, boreal
and/or tropical forest) to then determine which combination of method and vegetation indices or
biophysical fraits should be implemented in each ecosystem type. Additionally, if using spatial
heterogeneity coefficient, determining the optimal number of clusters in unsupervised classification for
producing maps over an area should be explored further. If our results are confirmed, our study would be
a precursor for a SIF pixel heterogeneity product that could be implemented in the FLEX ground segment
processing chain.
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Challenge (800 - 1000 characters incl. spaces)

Satellite based measurements of solar-induced chlorophyll fluorescence (SIF) are globally available with
a daily temporal resolution since 2018. The TROPOSIF (Guanter et al., 2021. Earth System Science Dataq,
Issue 11) and the Caltech SIF products (Kéhler et al., 2018. Geophysical Research Letters, Issue 19) are
based on observations of the ESA satellite Sentinel-5P and use similar data driven approaches to derive
top-of-canopy (TOC) far-red SIF. However, TOC SIF information are affected by canopy structural effects
and the illumination condifions at the time of data acquisition. For this reason, SIF satellite data needs to
be downscaled to the leaf level and normalized for the amount of incoming photosynthetically active
radiation (iPAR) to eventually calculate SIF emission efficiency (&f). ef in comparison to TOC SIF is more
strongly linked to the photosynthetic activity of plants and thus has high potential fo contribute to the
improvement of satellite-based GPP estimations and the early detection of vegetation stress (e.g.,
drought stress). In this study, we explore the potential of SIF as an early indicator for drought stress by
calculating and comparing a downscaled satellite-based SIF product to subsurface water storage data
(sss) modelled by the PARFLOW/CLM hydrological model over the course of 6 years from 2018-2023 in
Germany.

Methodology (1200 - 1500 characters incl. spaces)

To achieve this goal we combined daily observations of reflectance and SIF from Sentinel-5P (both part
of the TROPOSIF product) with daily information about iPAR from MODIS. To ensure that the SIF product
can be used as an indicator for the dynamic physiological changes of vegetation canopies the SIF
satellite data were day length corrected and filtered by the phase angle to correct for fluctuations
caused by the sun-sensor geometry as proposed by Kéhler et al. (2018. Remote Sensing of Environment,
Volume 204). First, the Sentinel-5P reflectance product was used to calculate the NIRv (NIRv = NDVI*R781)
and subsequently this information was combined with the Sentinel-5P SIF product (SIF743corr) and the
PAR product of MODIS (MDC18C2) to calculate &f:

TU* SIFy,3
E -
““NIRv * iPAR

The generated ef time-series covering entire Germany in the spatial and the period 2018-2023 in the
temporal domain was then compared to daily information about subsurface water storage (sss) derived
with PARFLOW/CLM hydrological model simulations in the frame of the ADAPTER project (https://adapter-
projekt.org/)(Belleflamme et al. 2023. Frontiers in Water, Volume 5). The sss and sss anomaly products for
10 different soil depths ranging from 2 cm to 3 m were gridded to the same spatial resolution as the &f
satellite data (0.05°). To allow for a more nuanced look into the behaviour of ef compared to sss the data
were classified into different biomes (agricultural areas, shrub- and grasslands, deciduous forests and
coniferous forests).
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Results (1200 - 1500 characters incl. spaces)

To combine PAR, SIF and reflectance data in a computationally efficient way Google Earth Engine (GEE)
was used to produce the &f time-series covering the period 2018-2023. Seasonal dynamics in the f time-
series are not as pronounced as in the SIF743 fime-series (Figure 1, left). A first comparison of ef of
agricultural areas to sss at 30 cm (Fig. 1, A) shows similar spatial and temporal tfrends. Especially for longer
periods of negative sss anomaly (Fig. 1, B) ef shows a good agreement fo the two sss frends. This result is a
first sign that &f has the potential to be used as an indicator for the early detection of drought stress.
Additionally, the availability of sss products derived for different soil depths allows for a more detailed
analysis how &f of the different biomes is changing as a reaction to the onset of drought events.

Outlook for the future (800 - 1000 characters incl. spaces)

While the inifial goal of creating an &f time series was achieved. Its potential use for drought detection,
now needs to be further evaluated. This evaluation can be conducted by calculating an ef anomaly
product, which in combination with the sss products depth and the four different biomes will help in
fracing reactions of &f to sss. Furthermore, the the ef and sss fime-series needs to be harmonized and
subdivided into smaller regions of interest (ROIs) representing specific parts of Germany (e.g. federal state
level). In the temporal domain the focus of the analysis will be on specific periods of the fime-series that
are characterized by prolonged negative sss anomaly, which is an indicator for drought events. Once
the data have been prepared, time-series correlation analyses will be conducted, such as cross
correlation analysis, to estimate temporal lags of the ef data in comparison to the sss data. This future work
will provide vital information if and under which conditions ef can be used to track changes in the sss
anomaly time-series and thus help to investigate the potential of ef for the detection of drought stress in
different biomes.
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Figure 1 sss anomaly, sss, €f and SIF743 temporal frends of photosynthetically active vegetation composed of
three day averages for agricultural areas in Germany from 2018-2023. While panel A shows the entire observation
period, panel B focuses on a period characterized by high variations in sss anomaly from 25 March to 15 June 2020.
The period is represented by vertical red lines in panel A. The grey coloured areas in panel B highlight possible
drought onset events as observed in the sss temporal tfrend.
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Challenge

All surface waters contain phytoplankton, coloured dissolved organic matter (CDOM) and non-algal
particles. The diversity of type, chemical composition, size distribution, and in particular concentration
infroduces a fundamental numerical problem to data analysis: different combinations of water
constituents can lead fo similar reflectance spectra. These spectral ambiguities not only depend on the
water constituents, but also on the sensor: less bands and increased noise reduce the measured specftral
information and therefore increase the ambiguity problem. This problem is unfortunately not easily
recognized during data processing, i.e. the concentration maps derived from a multispectral or
hyperspectral image can appear plausible even when spectral ambiguities infroduce severe errors.

Methodology

The Water Colour Simulator (WASI) software is available since 20 years for simulating spectral
measurements in and above water, and for analysing such measurements by inverse modelling. Its
module WASI-2D can process images from multispectral and hyperspectral sensors since 10 years. A new
module, WASI-Al, has now been developed that combines physical modelling with Artificial Intelligence
(Al) for image processing. Processing randomly selected pixels with two independent methods, inverse
modelling and Al, makes it possible to determine the presence of ambiguities for each fit parameter:
without ambiguities, the results are highly correlated, while the results become increasingly decorrelated
the more severe the ambiguity problem is. Correlation plots of inverse modelling vs. Al results are therefore
useful to identify ambiguity problems. WASI has been designed from the beginning for handling such
problems by allowing the user to import site-specific optical properties to each model parameter,
deciding for all model parameters if they shall be used as fit parameters or kept constant, defining image-
specific inifial values and ranges for each fit parameter, and giving the sensor bands different weights
according to theirinformation content and noise. The correlation plots now allow assessing the usefulness
of each measure and optimizing image processing with respect to the ambiguity problem.

Results

A number of multispectral and hyperspectral satellite images has been processed with both inverse
modelling and Al, allowing us to (1) identify fit parameters that are affected by spectral ambiguities and
(2) finetune the inverse modelling to make the results more consistent. We present a statistic of the
affected parameters and elaborate on the differences between multispectral and hyperspectral sensors
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in terms of sensitivity to spectral ambiguities. We furthermore present the measures that have been
turned out to be most effective for reducing the uncertainties caused by spectral ambiguities.

Our most ambitious goal was distinguishing from space different phytoplankton groups that occur as
mixtures at low to moderate concentrations. Low concentration in combination with similar optical
properties require a hyperspectral sensor and little noise. From all currently available spaceborne sensors
with a spatial resolution suitable for inland waters, DESIS has the highest spectral resolution, therefore we
used DESIS images from Lake Constance as test dataset. As expected, the spectral ambiguity problem is
quite heavy for this task due to the similarity of the optical properties of phytoplankton groups. By applying
the described methodology, we were able to improve the number of distinguishable groups from two to
four for one scene, while for other scenes still just two groups could be differentiated, but with reduced
uncertainty.

Outlook for the future

The described methodology has been implemented as a new module into the software WASI. Once the
paper is published (it is currently in review), a new version of WASI will be released. WASI is a Windows
program with graphical user interface and can be downloaded free of charge from
https://ioccg.org/resources/software/.
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Figure (a) Correlation plot of physics-based inversion (WASI-2D) vs. statistics-based data analysis (WASI-Al). Upper
row: all bands weighted equally; only 2 phytoplankton groups have R#>0.3. Lower row: band-specific weighting
applied; 4 phytoplankton groups have R#>0.3. (b) Result of phytoplankton classification of DESIS image from Lake
Constance from 14 Aug 2021.
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Challenge

Inrecent years, spaceborne imaging spectroscopy has made significant progress, evolving from a limited
range of instruments and available data to a broad selection of missions, simultaneously acquiring quality
data over large areas of the Earth. The spectral information provided by these missions is playing an
increasingly important role in our understanding of the Earth’s surface and its dynamic processes, in
monitoring the environment and in managing the Earth’s resources.

DESIS, launched in June 2018, was the mission that inaugurated this new time, followed by the missions
PRISMA (2019), HISUI (2019), EnMAP (2022) and EMIT (2022). DESIS has been in operation for more than 5
years and has acquired by 6 November 2023, 279,146 images of the Earth. A large community of
commercial and scientific users employ regularly DESIS products on applications ranging from
environmental monitoring and precision agriculture to coastal and marine studies.

Methodology

DESIS is a pushbroom imaging spectrometer operating in the VNIR range (400 — 1000 nm) with a narrow
(2.55 nm) spectral sampling. The mission is a collaboration between the German Aerospace Centre (DLR)
and TBE. The instrument is installed on the International Space Station (ISS), more precisely on the MUSES
platform. MUSES, built and operated by Teledyne Brown Engineering (TBE), provides DESIS with
communication, power, and pointing capabilities. The DESIS instrument was built by DLR, which also
provides the processing software. The spatial resolution is 30 m and the swath width is 30 km while the
swath length varies, depending on the planned acquisitions. TBE provides the Ground Segment, which is
responsible for operatfing and tasking DESIS, archiving the received data and processing on demand the
products that TBE commercial users tasked or ordered from the catalogue. DLR also has established a
Ground Segment that obtains the DESIS products from TBE archive and it archives and processes the DESIS
products for DLR scientific users.

Both commercial and scientific users obtain DESIS products as files of 30 x 30 km, processed to different
levels and with different processing options. Level 1B products (L1B) correspond to radiometric Top of
Atmosphere (TOA) at sensor geometry radiances. Level 1C (L1C) are L1B products that are ortho-
rectified. Finally, Level 2A (L2A) are ortho-rectified atmospherically corrected Bottom of Atmosphere
(BOA) reflectances.
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Results

The performance of DESIS is monitored by the DLR ground segment. Analysis of the calibration data shows
that the spectral stability of the instrument is within 0.11 nm (RMSE). Moreover, the vicarious radiometric
calibration of the instrument shows that the radiometric accuracy is in the range of 4% — 5% above 450
nm. The sensor shows, however, a higher variability below 500 nm which can reach 20%/year at lower
wavelengths (below 420 nm). Regarding geometric performance, the automatic exfraction of ground
control points (GCPs) during L1C processing achieves an accuracy of ~20 m (RMSE) for both along and
across-track directions. The accuracy in scenes where no GCPs can be exiracted is reduced to ~300 m
and ~500 m, respectively across and along the track.

DESIS products are being used by a growing user community in a wide range of applications. The large
number of DESIS products enables the development of applications that need to be trained on large
volumes of data or data acquired under different observation conditions, as a result of the ISS orbit which
is not polar. Since the start of operations, two DESIS user workshops have been held in 2021 and 2023,
demonstrating the interest of the scientific community and the applications of DESIS data in different
fields. DESIS data are used to obtain soil, vegetation or snow parameters, to classify forests and crops, to
study inland and coastal water quality, as well as for more specific agricultural applications.

Outlook for the future

DESIS has been in operation for more than 5 years, exceeding the inifially planned lifetime of the mission.
During this fime, the mission has operated without major problems, producing one of the largest
catalogues of remotely sensed hyperspectral data available today (see Figure). Some areas of the Earth
have been acquired several tens of times, providing unique hyperspectral timeseries spanning several
years.

Given the instrument’s good status, DESIS is expected to continue operating in the coming years. DLR also
plans an extension of the archive in the first half of 2024, offering direct download of L2A DESIS data. The
large data volume already acquired, and to be acquired in the future, fogether with the narrow sampling
distance, offers many possibilities for synergies and research opportunities when combined with data from
other missions. All this makes DESIS one important element of the future of imaging spectroscopy in the
coming years.

Figure = Heatmap showing the number of DESIS scenes acquired until October 2023. The yellow and white hotspots
correspond, respectively, to more than 35 and more than 100 products over these areas.
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Challenge (800 - 1000 characters incl. spaces)

Building femporal composites using the extensive archives of the multispectral workhorses Landsat and
Sentinel-2 becomes increasingly important for environmental studies such as land cover classification,
urban studies, and soil parameter retrievals. With the recent launches of spaceborne hyperspectral
instruments such as DESIS, PRISMA, and EnMAP, the generation of hyperspectral temporal composites is
enabled.

Image composites naturally require multiple observations of the same region. As of the present date,
the frequent acquisition of mulfiple observations for scenes captured by the EnMAP (Environmental
Mapping and Analysis Program) sensor remains uncommon. Nevertheless, our experience with DESIS data
has demonstrated that even a small quantity (<10) of high-quality and mostly cloud-free scenes suffices
for the creation of densely populated composites. In this study, we investigate the circumstances under
which the hyperspectral image archives from EnMAP and DESIS can be utilised for the production of both
general and specialised composites.

Methodology (1200 - 1500 characters incl. spaces)

Naturally, the generation of composites requires multiple scenes that overlap and become a temporal
stack. This stack is initially probed for any inaccuracies in the geometric correction which are corrected,
if necessary. Then, an algorithm iteratively eliminates outliers and converges eventually on a single
spectrum, which will be chosen for the final composite, where the selected spectrum best represents the
most dominant spectral class. Additionally, the method excludes hazy or cloudy pixels, which might not
have been detected by the cloud mask, early in the selection process. For soil composites, a map
representing fractional vegetation cover (FCover) which is computed from spectral unmixing (Marshall et
al., 2021) guides the selection towards soil spectra. On a side frack, the selection of soil pixels by spectral
unmixing is compared to the use of spectral indices such as NDVI, PV+IR2 or NBR2.

Currently, the incorporation of soil moisture content info the process is an area of ongoing development.
It remains to be determined whether synthetic spectra and/or sensor data, correlated with weather
information, will be intfegrated. Once the moisture content is reliably calculated per pixel, the composite
spectra ideally are corrected to reduce the amount of variance in that dimension throughout the
composite.

Results (1200 - 1500 characters incl. spaces)



To date, solely inifial composite have been derived through the utilisation of ENMAP data. Nonetheless,
the aforementioned approach has demonstrated its efficacy when applied to DESIS data, as illustrated
in the accompanying figure. For instance the current method has revealed a notable enhancement in
the mitigation of cloud and haze-related distortions within the ultimate composite output.

Taking into consideration the comprehensive spectral coverage of EnMAP data, which includes not
only the VNIR (400-1000 nm) range but also extends into the SWIR (1000-2500 nm) spectrum, this
capability facilitates the determination of fractional vegetation cover and thereby supports a more
discriminating quest for optimal soil pixel selection. Subsequently, these soil composites hold the
potential for inferring soil attributes such as the moisture and organic carbon content. Furthermore, the
additional information on FCover proves valuable for quantifying soil organic carbon without
interference from the non-photosynthetic vegetation (NPV) component, which may be distributed over
the soil surface.

Finally, a comparative analysis will be conducted to assess the composites derived from data obtained
by the EnMAP and DESIS instruments.

Outlook for the future (800 - 1000 characters incl. spaces)

Indeed, the expanding repository of hyperspectral data inherently contributes to the facilitation and
augmentation of soil composite generation. With the increasing volume of data, the precision in
establishing the minimum prerequisites for generating these composites will be notably enhanced.

An essential aspect lies in the validation of the ultimate products. Given their composition spanning a
significant time frame, the validation through in-situ measurements proves to be unfeasible. Nevertheless,
it is possible to cross-check individual input scenes for a limited number of pixels with other hyperspectral
or multispectral datasets, acquired through various means such as on-orbit, airborne, or ground-based
measurements. This approach serves to validate the pixel selection process and provides the means of
establishing a confidence interval for the derived results.

As for the generated products, they can be correlated with soil sample databases, such as the LUCAS
topsoil database. The work on this is planned in the scope of a different project.

True color Number of valid observations

s ""l. ?!ﬁ‘}ﬁ AV "!'.......a

Figure Example for a densely populated DESIS soil composite in frue colour (left) and in with the number of
corresponding observations (right). Zoomed in northwest of Munich, Germany.
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Challenge

One of the most important biophysical parameters to assess and monitor plant health is the solar-induced
fluorescence (SIF) emitted during photosynthesis. Over the last decades, SIF retrieval with on-ground and
airborne spectrometers (such as HyPlant) has successfully helped study fluorescence at high spatial
resolution, but with limited spatial and temporal coverages. Using data from current and future space-
borne spectrometers has the potential to monitor fluorescence over extended regions with high femporal
frequency. In this respect, the DESIS imaging spectrometer operating on the International Space Station
can play a decisive role given its spectral (3.5 nm) and spatial (30 m) resolutions, spatial coverage and
revisit fimes. In this contribution, we report on our on-going effort to develop a machine learning (ML)
approach to SIF refrieval in the O2-A absorption band tailored to the DESIS instrument.

Methodology

The starting point of our work consists in the simulation of at-sensor radiance spectra in the O2-A band
taking intfo account atmosphere, geometry, surface and sensor aspects in detail. The radiative fransferin
the atmosphere is modelled using MODTRANS and considerable effort is put into simulating realistic
spectra based on expert knowledge of the DESIS spectrometer. We developed a general-purpose
simulation tool and used it fo carry out a comprehensive sensitivity analysis in order to identify the key
parameters for SIF retrieval in the O2-A band as well as their ranges. An extensive set of databases of
simulated at-sensor radiance spectra for DESIS was then generated encompassing a wide range of
atmosphere conditions, observation geometries, surface parameters and sensor characteristics. The
multi-dimensional input space consists of 12 dimensions and was sampled with different methods (uniform
grid, random and Halton) so that the complex interplay between the input parameters is suitably
captured. A sequence of databases of increasing complexity was prepared to aid the learning process,
with the final databases containing over 10 million spectra. The realistic nature of these spectra was
ensured through comparison to real data from DESIS and HyPlant in order to control any domain gap
between simulation and data.
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Results

Two applications of the simulated databases described above are explored in our work. First, we trained
a forward simulator of at-sensor radiances using simple ML methods. Our results show that fourth-degree
polynomials are both fast and accurate ML simulators. In fact, typical computation times are 10-20 us per
spectrum (instead of minutes for the full simulation) and the at-sensor radiance errors amount to less than
0.1 mW/m2/sr/nm across the O2-A band (less than 10% of a typical SIF signal). The proposed ML simulator
can be instrumental for SIF retrieval by enabling fast simulation of large datasets and by its integration in
self-supervised inversion schemes (see submission by Buffat et al.). These applications are currently not
feasible with a full-fledge simulation.

Second, we designed a multi-layer perceptron with residual links and trained it on the simulated data to
retrieve SIF from DESIS in the O2-A band. The model predicts SIF pixelwise and its performance is validated
with DESIS/HyPlant coincident datasets from 2020 and 2023. The figure below shows a SIF map refrieved
by our model for part of a DESIS scene. The SIF estimates are fairly well correlated with the HyPlant retrieval
based on a fraditional method and show some dependency on surface reflectance. The results are still
preliminary and more work is needed for a full validation of the method. However, our findings are
promising for the final goal of retrieving SIF from DESIS data with a robust ML approach.

Outlook for the future

The DESIS imaging specirometer has been confinuously delivering high spectral resolution measurements
from the International Space Station since 2018 and wiill likely continue to do so in the next years. Although
not designed specifically for SIF retrieval, DESIS has suitable spectral properties for the task and a large
catalogue of data from around the world. Our preliminary results suggest that an ML method trained on
realistic simulatfions can in fact retrieve SIF from DESIS at-sensor radiance spectra around the O2-A band.
If it turns out that such SIF refrieval can be made reliably on a routine basis, then the existing and future
DESIS data will automatically enable the mapping of fluorescence from any land site in the globe at high
spatial resolution, frequent revisit times and at different local times.
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DESIS SIF

Figure DESIS SIF retrieval preliminary results. The left panel shows the SIF retrieved by the proposed ML model (in
units of mMW/m2/sr/nm), while the right panel is the corresponding true color composite based on DESIS reflectances.
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Challenges in the Italian Space Economy

Space technologies and applications have the potential to benefit European society and economy,
addressing major societal challenges while bolstering synergies between public and private sectors.
Space technologies can stimulate economic growth and spawn new markets by fostering the
development of innovative products and services tailored to meet user needs. However, the downstream
space market poses unique challenges mainly due to its disjointed nature and by insufficient interactions
between stakeholders. The Italian space industry, primarily comprised of Small Medium Enterprises (SMEs)
(80%). encapsulates these issues, necessitating a robust ecosystem to streamline the space venture value
chain. Italy holds a significant position in this regard, being among the few nations worldwide that offer a
comprehensive production chain in the space sector, ranging from Research & Development (R&D)
infrastructures, space technology manufacturing, to an extensive satellite constellation. This environment
fosters the development of innovative products and services aimed at addressing traditional market
needs through space-related technology.

ASI approach for data exploitation

In response fo identified challenges, the Italian Space Agency established the Downstream and
Application Services Unit (UDS) to enhance the competitiveness of natfional SMEs, industries, and
academia. In this framework, UDS has launched a suite of initiatives in support of Italian industrial
downsfream sector, which encompass four main categories:

e Advocating for the utilization of Italian, European, and partner institutions' space infrastructures.

e Enhancing awareness and adoption of space-derived products and services within traditional
market sectors.

e Addressing specific needs within Industrial, Scientific, and Public Administration sectors.

e Concentrating on specific thematic areas of interest for the Italian and European systems.

These categories translate into practical actions through project funding, networking activities, and in-
depth analyses of stakeholders’ needs. The Unit's initiatives act as a catalyst for innovation, fostering a
robust and dynamic Italian space industry. Among these actions, the PRISMA SCIENZA program is an
initiative leveraging the scientific data from PRISMA mission for the benefit of the Italian Communities,
including universities, public research bodies, and industries. This program plays a pivotal role in supporting
full data exploitation of the mission, simultaneously promoting the development of Italian expertfise in the
Hyperspectral (HS) remote sensing sector.

The PRISMA-SCIENZA Program

The PRISMA SCIENZA program aims to establish a skilled user group in the short term and promote the
mission at both national and international level. In the long term, it will stimulate interest in application-



specific uses of products, which will support the complete data exploitation of the mission. More in detail,
the main aims of the PRISMA SCIENZA call are:

e Gather comprehensive knowledge about the skills and scientific interests of the PRISMA mission
user community. This understanding forms the bedrock of strategic decisions for future space
missions.

e Inspire and engage the national community in the scientific use of PRISMA data and exploring its
potential.

e Expand the array of possible applications of mission data. This broadens the reach of space
tfechnology, leading to innovative applications in diverse sectors.

e Promote the development of Italian know-how and strengthen existing skills in the HS remote
sensing sector.

The program has funded the first 15 out of 23 proposals that met the call requirements. The proposals
focus on various topics, spanning from air quality to precision agriculture, from water parameters
monitoring to cultural heritage. It is also worth to note that most of the received proposals were from
consortia composed by Universities, research centres, public bodies and SMEs. The projects have a
duration of 2 years and started in the spring of 2022.

At conference time, some results of PRISMA SCIENZA projects will be presented in order to discuss, share
and give evidence of main achievements carried out by national scientific and industrial community, for
the exploitation of PRISMA data in support of diverse application fields and case studies.

Outlook for the future

Starting from the experience gained with the PRISMA SCIENZA initiative, ASI moved to a broader
approach with the [4DP - Innovation for Downstream Preparation program. 14DP represent a "progressive"
ASl roadmap in the downstream sector

e fo supports the demonstrative development of new technologies, products, and services,
incorporating various types of space data (EO, SATNAV, SATCOM) and other cutting-edge
technologies such as Artificial Inteligence, Data analytics, and the Internet of Things;

e to allow the acceleration of scientific and technological development, through the
implementation of demonstrators and pilot projects capable of using national systems dedicated
to the management of geo-spatial data;

e fo prepare new generatfion downstream services, useful for users engaged in the governance
and monitoring of the territory and its resources, using enfrepreneurial and scientfific skills and
enhancing the infrastructure investments made by ASI

The program is divided into 3 different actions (market, Public Administrations, Science), based on the
different categories of users to which it will be directed (Public Administrations, Companies, Universities or
Research Centers). While the I4DP Science action is devoted to support the development of innovative solutions
by Universities and Research Centers, the 14DP-market and Public Administration actions are chiefly geared
fowards SMEs, but also encourages the participation of start-ups and scale-ups. Their primary objective is
to foster the development of innovative services and products with high Technology Readiness Levels
(TRLs), positioning them for commercial exploitation.

Conclusions

Being one of the few nations with a comprehensive space industry production chain, spanning both
upstream and downstream sectors, Italy has a strategic advantage, serving as a licison between the
space industry and traditional markets, fostering mutually beneficial interactions. The above-mentioned
initiative positioned Italy as a leading player in hyperspectral remote sensing technology.
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Challenge (800 - 1000 characters incl. spaces)

The exponentially growing production of phosphate ore, driven by surging demand across numerous
industries, underscores the fundamental role of this naturally occurring mineral. Highly regarded for its
exceptional properties, phosphate ore serves as an indispensable resource at the heart of a diverse
array of applications. Its significance franscends individual sectors, and it resonates globally, highlighting
its intrinsic relevance. However, as the phosphate mining industry expands to meet increasing demands,
it confronts a challenge in the form of phosphate waste rock piles (PWRPs). These accumulations
necessitate thorough characterization for their idenfification. To address this concern and move
towards a sustainable future for phosphate mining, hyperspectral imaging (HSI) emerges as a promising
tool. HSI enables the detection and analysis of various PWRPs characteristics, offering insights and
innovative strategies that could redefine the industry’s landscape.

Methodology (1200 - 1500 characters incl. spaces)

To characterize spatially and mineralogically the constituents of the PWRPs of the Benguerir phosphate
mine, we used a PRISMA L2D cloud-free scene acquired on 12 February 2022. Simultaneously, we
conducted a sampling campaign on Panel 2 of the Benguerir mine following a linear grid. With a 5 m
step between samples, we collected 100 topsoil samples from the PWRPs over 625 m. Moreover, we
crushed and ground the samples to 75 um for X-ray diffraction (XRD) and X-ray fluorescence (XRF)
analysis.

HSI was freated using the ARTMO toolbox in MATLAB and ENVI 7.5 (L3Harris technologies, USA), Before
going through the processing, several bad bands were eliminated. Afterward, we obtained the
smoothed spectra by interpolating the removed bands, applying spline interpolation, and smoothing
using Python. The Principal Component Analysis (PCA) and Minimum Noise Fraction (MNF) were applied
to reduce the spectral dimensions of the bands. Moreover, we tested three models for the supervised
classification: the Spectral Angel Mapper (SAM), the Minimum Distance classification, and the maximum
likelihood. This is done with different lithologies as input datasets, afterward, the three models were
frained to map and extract spectral features of the PRISMA image.
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Results (1200 - 1500 characters incl. spaces)

Preliminary results indicate that PWRPs are highly heterogeneous based on the reflectance spectra
of the study area. According to the mineralogical results, the XRD characterization indicates the
presence of different minerals that constitute the PWRPs including fluorapatite, quartz, dolomite, calcite,
palygorskite, and montmorillonite. Furthermore, quartz, calcite, phosphate pellets, phosphatic clasts,
and biofragements were detected in thin sections of PWRPs. The high heterogeneity of PWRPs is further
supported by XRF results, which show that SiO2 percentages had a large variance with a minimum value
of 7% and a maximum value of 62.61%. P2Os ranges from shallow values of approximately 1% to high
values of over 23%. Significant variations were also seen in other major elements, such as MgO and
CaO.

For the machine learning models, the Support Vector Machine and the maximum likelihood showed
3 and 4 mapped lithologies respectively. In contrast, the Minimum Distance (MD) algorithm showed
encouraging results in detecting the minerals that constitute PWRPs, the MD classifier mapped all the
lithologies used in the input data. It showed a high distinguishability of lithologies over phosphate waste
rock piles, otherwise, the model still needs to be validated to check its accuracy.

Outlook for the future (800 - 1000 characters incl. spaces)

In our pursuit of a deeper comprehension of the composition of PWRPs, we are eager to harness the
potential of spectroscopy. This analytical approach allows us to scrutinize the chemical, mineralogical,
and hyperspectral attributes of PWRPs, thereby enabling us to gain a comprehensive understanding of
their composition. By identifying regions rich in value-added elements, such as phosphorus (P), and
pinpointing areas that necessitate restoration and reclamation, we can facilitate the transition towards
more sustainable phosphate mining practices. Our integration of spectroscopy, in conjunction with the
utilization of Unmanned Aerial Vehicles for data collection, promises to provide us with crifical insights
info the characteristics of PWRPs. This knowledge will be invaluable in addressing the challenges
associated with phosphate resource exploitation, ultimately contributing to the growth and prosperity of
the mining industry.
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Challenge

Pastures and free-grass ecosystems provide essential eco-services to rural and urban livelihoods. The
sustainable management of pastures faces new challenges where the quality and quantity of pasture
production (and therefore economic profitability) must be approached. Quantifying traits such as
biomass or leaf area index (LAI) through remote sensing is relevant for monitoring seasonal, annual, and
long-term vegetation changes. However, the distinction between photosynthetic and non-
photosynthetic vegetation (PV and NPV) fraits is complex because it relies on the narrow absorption band
of lignin and cellulose in the short-wave infrared (SWIR) region. New medium-resolution hyperspectral
satellite missions, such as PRISMA, offer new opportunities in this area. The research aims to investigate the
ability of PRISMA images to estimate PV and NPV structural traits in Mediterranean free-grass ecosystem
using spectral indices and in situ data.

Methodology

In situ and satellite hyperspectral data from a tree-grass ecosystem located at Majadas de Tiétar long-
term experimental station (39°5626"N, 5°46'29"W) was used to calibrate empirical models to estimate
aboveground biomass (ABG) and leaf area index (LAI) for the grass layer. 27 PRISMA Level 2D images
were acquired from the study between 2020 and 2023 in different grassland phenophases: autumn
regrowth (AR), biomass peak (BP), summer drought (SD), and grass decay (GD). To resolve the co-
registration issues in PRISMA imagery, this study adapted an automated open-source Python code
originally designed for airborne mosaics (https://github.com/hectornieto/airborne_tools). Atmospheric
water absorption bands and noisy spectral bands were removed by comparison with ground-based
spectra acquired in six sampling campaigns in nine permanent 25 x 25 m grass plots and nine tree crowns,
using an ASD FieldSpec 3 spectroradiometer (Analytical Spectral Devices Inc., Boulder, Co, USA) covering
a 400-2400 nm spectral range. Two diagonal NE-SW and NW-SE transects per plot were measured and
averaged to be representative and comparable with 30 m pixel PRISMA images. A total of 175 valid
spectral bands were used to calculate 50 spectral indices that were also calculated using ASD spectra.
Regression analysis between in siftu measurements of AGB and LAl for the total, PV and NPV fractions and
spectral indices allowed us to derive the most accurate models to estimate grass traits using PRISMA
images.
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Resulis

The results of this study revealed that PRISMA and ASD reflectance factors were coherent in all spectral
regions when a weighted average of the tree and grass field spectra was used considering the fractional
cover of each vegetation strata in the image mixed pixels (Fig. 1a). Regarding the regression models to
estimate structural traits, the newly Continuum Interpolated NPV Depth index (CINDI) obtained the best
accuracy to retrieve NPV AGB (R? = 0.45) closely followed by the traditional Cellulose Absorption Index
(CAI) calculated with ASD data (R? = 0.43) (Fig. 1b). The PRISMA indices showed lower relationships (R? <
0.17) in comparison with ASD indices (Fig. 1b), which might be related to a lower radiometric quality of
PRISMA SWIR bands. The chlorophyll-based indices such as the Normalized Difference Red-Edge (NDRE),
Normalized Green (NG), and Red-edge Chlorophyll calculated with ASD showed a significant correlation
with PV LAl data (R?2=0.61). In this case, the correlation obtained with PRISMA indices was also lower, and
The Optimized soil-adjusted Vegetation Index (OSAVI) and NG achieved the best performance (R2=0.46).
These results demonstrated that the improved spectral resolution from the new-generation of
hyperspectral sensors is sfill insufficient for accurately estimating NPV structural traits, parficularly in
heterogeneous ecosystems where spatial resolution is also relevant.

Outlook for the future

Predicting structural traits from safellite imagery remains a challenge for the research community,
especially in complex free-grass ecosystems, where different land cover classes (grass, trees, shadows,
and soil) co-exist at the medium-resolution satellite image pixels, and the presence of NPV is highly
variable both in fime and space. Future perspectives should focus on using laboratory and field
spectroscopy to derive spectral libraries. This would allow a characterization of the different ecosystem
components, especially the NPV, which is underrepresented in existing global datasets. Indeed, relatively
few spectra from vegetation types at senescent stages are included in spectral libraries. Upgraded
libraries might help to improve linear and non-linear unmixing analysis and the estimation of NPV cover
and derived traits from the new and upcoming superspectral and hyperspectral satellite sensors.
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Figure 1 (a) Comparison of field spectra measured with ASD, where ASD grass=spectra acquired on the grass layer
and ASD tree-grass=weighted average of spectra acquired over the grass layer (80%) and the free crowns (20%). Noisy
bands due to atmospheric absorption (ASD) and sensor issues (PRISMA) have been removed (b) Linear regression and
coefficient of determination (R?) between NPV AGB and CAI calculated from ASD (circles) and PRISMA (crosses).
Different colours refer to the temporal classification of the samples in four phenophases (AR: autumn regrowth in
orange, BP: biomass peak in green, SD: summer drought in yellow, GD: grass decay in grey).
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Challenge (800 - 1000 characters incl. spaces)

In the management of wildfire activities within a specific area, accurately characterizing the geographic
and temporal aspects of vegetation, particularly in ferms of available fuel mass, is crucial. The current
European-scale Fuel Map, distributed by Copernicus as part of the EFFIS service, is derived from moderate-
resolution multispectral data and has a nominal scale of 1/500,000. However, for most fire-related
activities, a more detailed fuel scale of approximately 1/50,000 or better is deemed necessary. This scale
aligns with the 30-meter resolution data provided by the HYC sensor aboard PRISMA. The HYPERFUEL
project, initiated in mid-2022 and scheduled for completion in mid-2024, aims to develop Fuel Maps based
on PRISMA data with seasonal updates. The project also focuses on testing the reliability of frequent fuel
updates by ufilizing multispectral data with similar spatial resolution, such as Sentinel-2/MSI and/or
Landsat-OLl, which offer near-weekly revisit rates.

Methodology (1200 - 1500 characters incl. spaces)

The recursive operational HYPERFUEL workflow starts from statistically significant vegetation classifications
based on PRISMA. The hyperspectral vegetation landscape is obtained through a Machine Learning-
based supervised classification approach to landcover/landuse classes, calibrated on Pseudo-Invariant
Features (PIF) identified and inspected.

The subsequent hierarchical fuel classification is based on 85 fuel types split info six main categories and
one 'non-fuel' category. Here we use data from PRISMA, including hyperspectral vegetation maps,
burned area vectors, and Differenced Normalized Burn Ratios (dNBR), leveraging on three sefs of
recent, EO/non-EO derived ancillary data: vegetation canopy height, dry matter per hectare (Mg/hal),
and fractional landcover density.

The vegetation depletion by fires is done by the end-to-end, unsupervised burn scar mapping ‘MyME2’
procedure based on the Permanent Reflectors and the automated combination of multi temporal and
contextual spectral analyses; it was improved to work on hyperspectral data in four PRISMA stable
wavelengths windows within the Red-Edge, NIR, SWIRT and SWIR2 regions. For fire simulation purposes,
severely burned areas are set 'non-burnable’ until the next season.



Fuel maps are computed once per season on PRISMA hyperspectral data, first in multi tfemporal then in
contextual mode. Biomass fuel availability and location are updated weekly-to-monthly by systematically
subfracting devegetated areas, detected/contoured in Sentinel-2 data as a function of burn severity
levels, from the PRISMA fuel landscape. The processing loop closes with the assessment of variational fuel
quantities in the next PRISMA image.

Results (1200 - 1500 characters incl. spaces)

In total, we dealt with 24 vegetation classification scenarios associated to 6 types of classifiers and 4
fraining data selection strategies, considering a random cross-validation approach in which labelled
samples are randomly split into fraining and validation sets. The assessment of output accuracies is based
on the common statistical measures Overall Accuracy (OA) and Unweighted Kappa. We dissected the
best model identified, which corresponded to Random Forest classifier (Kappa statistic = 0.817 and OA =
92.0% in cross-validation).

Fuel maps are computed once per season on PRISMA hyperspectral data, first in multi temporal then in
contextual mode. Biomass fuel availability and location are updated weekly-to-monthly by systematically
subtfracting devegetated areas, detected/contoured in Sentinel-2 data as a function of burn severity
levels, from the PRISMA fuel landscape. The processing loop closes with the assessment of variational fuel
quantities in the next PRISMA image.

As part of the project, an IT platform is being created for the collection of input data, the generation and
consultation of fuel maps via WEB. This platform will also allow access to data via domain standard
interfaces such as WCS, WMS and WFS.

Outlook for the future (800 - 1000 characters incl. spaces)

The future evolution of the project activities will be dedicated to giving greater robustness to the process
automation. The team will undertake to evaluate upgrades relating to future hyperspectral data sources,
including "PRISMA 2" and data from the future IRIDE constellation where applicable.

Machine Learning-based supervised classification approach
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Figure 1 Machine Learning-based supervised classification approach: (a) ground fruth samples acquired over the
study area in the Sicily region (southern Italy) and spanning multiple parcels, (b) PRISMA Level 2D RGB=bands
B55/B36/B26, (c) classification map obtained associated with the best model (Random Forest, OA=92%).
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Figure 2 Example of Fuel Map with PRISMA updated near monthly by withdrawing burn scars marked ‘non-fuel’.
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Challenge

Remote sensing data have been used with different degrees of success to monitor changes in forest
biodiversity during the last few decades. The combination of remotely sensed and field-collected data,
under the Spectral Variation Hypothesis, represents one of the most promising approaches to perform
large scale biodiversity monitoring.

Here we investigate the potential of hyperspectral data collected by the PRISMA satellite of the Italian
Space Agency in estimating key plant functional traits and capturing information on plant diversity in a
mixed forest ecosystem.

In particular, we exploited PRISMA data to develop a machine learning retrieval workflow to map key
forest traits. We combined trait maps within a mulfi-variate approach to estimate the forest functional
diversity. We then compared functional, taxonomic and spectral diversity indices calculated on PRISMA
images with field plant data, using different statistical approaches. The patterns in the plant diversity maps
were discussed in relation to several factors, expected to drive biodiversity changes in the study areas.

Methodology

The study was performed in the Ticino Regional Park (Italy) a temperate mixed forest located along the
Ticinoriver in the Po plain. The forest is mainly composed of oak-hornbeam mesophytic mixed forests, with
a significant presence of invasive allochthonous species. In summer 2022, several images were collected
over the Ticino Park with the PRISMA satellite. This satellite was designed by the Italian Space Agency (ASI)
and it features a hyperspectral sensor with 240 spectral channels from 400 to 2500 nm and a ground
spatial resolution of 30 m. Two intensive field campaigns were organized in June and September 2022
contemporary to the PRISMA overpasses. Data on species composition of the overstory and understory
were collected in about 100 plots and biodiversity indices were computed. Also, based on their
ecological importance in terms of plant functioning, Leaf Area Index (LAIl), Leaf Chlorophyll Content
(LCC), Leaf Nitrogen Content (LNC), Leaf Water Content (LWC) and Leaf Mass Area (LMA) were
measured.

For the retrieval of the forest traits of interest, different machine learning regression algorithms were tested:
Gaussian Processes Regression (GPR), Neural Networks (NN), Partial Least Squares Regression (PLSR),
Random Forest Regression (RF) and Support Vector Regression (SVR).

Emerging methods based on remotely sensed data (i.e. PRISMA images) that aim at the estimation of a
and B spectral diversity, were applied using the R package "biodivMapR”. Information theory metrics


mailto:micol.rossini@unimib.it

(e.g. Rao’s Q) are also computed on a combination of leaf and canopy traits to characterise forest
functional biodiversity.

Results

A positive and statistically significant correlation was found for all the investigated fraits. Among the leaf
level traits, the best results were obtained for LWC (r2=0.97, nRMSE=4.7%) and LMA (r=0.95, NRMSE=5.6%),
while slightly worse results were obtained for LCC and LNC (r2=0.44, nRMSE=18.3% and r?=0.63,
NRMSE=14.2%, respectively). LAl was estimated accurately (2=0.91, nRMSE=8.3%). The best retrieval
algorithm for each trait was then applied to PRISMA images. The resulting maps are shown in Figure 1.

In general, we observed high spatial heterogeneity of LCC, LNC and LAl and a relative homogeneity for
LWC and LMA which show lower values in broadleaves compared to conifers, mainly present in the
Northern part of the Park.

The plant frait maps were combined within a multi-variate approach to estimate the forest functional
diversity and compared with the tfaxonomic and spectral diversity maps obtained from the “biodivMapR”
package. Results show that diversity taxonomic and spectral indices pafterns are similar in areas
characterised by high diversity level. Moreover, the spatial distribution of trait diversity generally agrees
with regard fo the spatial patterns of the spectral diversity maps. This is related to the species gradient
from South to North in the study area and the coinciding reduced frait variability towards the forest edges.

Outlook for the future

The results obtained in this study demonstrated that the retrieval of a broad set of leaf and canopy
fraits from hyperspectral satellites using machine learning retfrieval schemes is feasible, paving the way for
future operational algorithms for the routine mapping of vegetation traits from spaceborne sensors.
Moreover, we showed that spaceborne hyperspectral remote sensing is a promising and cost-effective
data source to enable plant biodiversity mapping. This is essential in perspective of the current and
upcoming availability of new hyperspectral missions such as DLR's ENMAP, NASA's SBG and ESA’s CHIME.
Future studies should focus on extending the current approach to larger areas, and exploring the
combination of data from other sensor types.
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Figure 1. Leaf Area Index (LAI) (a), Leaf Chlorophyll Content (LCC) (b), Leaf Nitrogen Content (LNC) (c), Leaf Water
Content (LWC) (d) and Leaf Mass Area (LMA) (e) maps of the Ticino Park in June 2022.
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Challenge

Historically, multi-spectral remote sensing observations under sample the available information in the
radiance spectrum of the Earth and other planets. For example, mulfi-spectral measurements cannot
accurately map the spectral signatures found in the hundreds of different minerals found on the Earth’s
surface. The same is frue for the spectral signatures available in terrestrial and aquatic ecosystems,
coastal and inland waters, and the complex signatures of snow and ice. Many important science
questions and applications foday require new, more quantitative products with uncertainties. High fidelity
imaging spectfroscopy from the visible fo the short wavelength infrared (VSWIR) portion of the spectra
provides a path forward. EMIT's mission science specifically requires the determination of the mineral
composition of the Earth’s arid land dust source regions to advance understanding of the direct radiative
forcing across our planet from mineral dust aerosols. Additionally, this spectral range is especially relevant
for measurement of methane and carbon dioxide point source emissions. The EMIT mission and imaging
spectrometer are designed fo address this challenge with next-generation imaging spectroscopy
measurements along with state-of-the-art algorithms and products with uncertainties.

Methodology

The EMIT mission and instrument team has specified and developed a first-of-its-kind high throughput F/1.8
full VSWIR Dyson imaging spectrometer. The spectral range is 380 to 2500 nm with 7.5 nm spectral
sampling. The signal-to-noise ratio is greater than 400 over much of the spectrum for the reference mineral
observation conditions. EMIT has a spatial swath which is >70 km with nominally 60 m spatial sampling.
Spectral cross-track non-uniformity is less than 5 percent. Instrumental measurement artifacts have been
minimized. The EMIT instrument was designed, developed, and calibrated at the NASA Jet Propulsion
Laboratory in 41 months. EMIT was launched to the International Space Statfion on the 14 of July 2022,
with installation and first light observation soon afterward. With early on-orbit measurements, the EMIT
team employed new methods for validation as well as for spectral, radiometric, spatial, and uniformity
calibration and refinement. EMIT has now been measuring the Earth’s arid and adjacent lands across six
continents for more than a year. In that timeframe, more than 50,000 image cubes have been collected,
calibrated to radiance, atmospherically corrected to surface reflectance, and used to generate the
required mineral composition maps with corresponding uncertainties. These observations and products
are being used to achieve the EMIT science objectives. EMIT measurements are relevant for measuring
methane and carbon dioxide point source emissions. To support this a set of algorithms and products
have been developed to detect, measure, and report GHG plumes below the ISS. To advance Earth
science and applications for all, the EMIT measurements and products are available from the NASA Land
Processes Distributed Active Archive Center (LP DAAC) for use by the Earth science and applications
community (https://lpdaac.usgs.gov/data/get-started-data/collection-overview/missions/emit-
overview/) . All algorithms are available from the public GitHub (https://github.com/emit-sds/).


mailto:Robert.O.Green@jpl.nasa.gov
https://lpdaac.usgs.gov/data/get-started-data/collection-overview/missions/emit-overview/
https://lpdaac.usgs.gov/data/get-started-data/collection-overview/missions/emit-overview/
https://github.com/emit-sds/

Expected results

With more than one year of imaging spectroscopy observations, EMIT has nominally sampled the arid and
adjacent lands that are the primary source of mineral dust aerosols for the Earth system. The areas
sampled are shown in Figure 1 below. The sampling has been sufficient to collect an effectively cloud-
free base data set. These measurements are being processed to at-instrument radiance, surface
reflectance, and dust source minerals. These products are being used to develop new dust source
mineral maps. An example mineral map for North Africa and Arabia is shown in Figure 2. These data sets
are described and can be located on the EMIT website and the VSWIR Imaging Spectroscopy Interface
for Open Science (VISIONS) open data portal and discovery. The EMIT dust source mineral products are
being validated and gridded to provide new constraints for advanced Earth System Models. These new
inputs for the Earth System Models will be used to achieve the EMIT science objectives to constfrain the
sign and magnitude of mineral dust-related radiative forcing at regional and global scales and predict
the increase or decrease of available dust sources under future climate scenarios. In concert with EMIT's
GHG measurement capability more than 700 methane plumes have been mapped and are reported in
the VISIONS open data portal (https://earth.jpl.nasa.gov/emit/data/data-portal/Greenhouse-Gases/).
All EMIT measurements, products, and model results are archived at the LP DAAC.

Outlook for the future

The future is bright for state-of-the-art imaging spectroscopy observations of the Earth System that are
needed today to answer important new science questions and pursue new applications with advanced
spectroscopic measurements and products with fraceable uncertainties. The EMIT mission and imaging
spectroscopy observations, algorithms, and products are important steps in this direction. The EMIT team
is working hard to share our experiences and results and support a broad set of future imaging
spectroscopy missions for the Earth and through the solar system.

Figurel Current EMIT measured data set of >50,000 spectral image cubes. All can be view through the EMIT open
data VISONS portal with links to the products and the LP DAAC.
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https://earth.jpl.nasa.gov/emit/data/data-portal/Greenhouse-Gases/

Figure2 Initial EMIT mineral map for Hematite, Goethite, and Kaolinite across the mineral dust source regions of
North Africa and Arabia.



On-orbit Calibration and Performance of NASA’s EMIT Imaging Spectrometer

David R. Thompson, Robert O. Green, Philip Brodrick, K. Dana Chadwick, Red Willow Coleman, Regina Eckert,
Andrew K. Thorpe, and the EMIT Team

Jet Propulsion Laboratory, California Institute of Technology

NASA’s new orbital imaging spectrometer, the Earth Surface Mineral Dust Source Investigation (EMIT), was launched
to the International Space Station in July 2023. EMIT is a Visible-Shortwave Infrared Imaging Spectrometer
measuring the wavelength interval from 380-2500 nm at approximately 7.4 nm sampling. At the time of this writing
EMIT has delivered over 60000 spectral radiance and reflectance images to public archives. Notably, EMIT carries
no onboard calibration sources or mechanisms of any kind — not even a shutter. Instead, the Earth itself is used as
a calibration target, dark target, wavelength standard, flat field, and geolocation reference. Its simple design
emphasizes high radiometric stability, high spatial uniformity, and vicarious calibration. Here we describe the
protocols and results of our initial on-orbit characterization and calibration process. This information was previously
published in a recent manuscript (Thompson et al., public preprint in review, 2023) but presented to the EARSelL
audience for the first time.

First, we describe spectral calibration achieved by measuring the position of atmospheric absorption features. EMIT
shows spatial uniformity of its wavelength calibration within 2% of a channel width. We demonstrate the capability
to adjust focal plane array alignment on orbit with sub-micron precision, removing a slight tilt that developed after
each of its two thermal cycles. Next, we describe the radiometric calibration process. We maintain radiometric
calibration with a flat field update based on long temporal medians of many images to average over variability in
scene content. This process successfully measures changes in FPA element gain drift at the level of 0.1% per month.
Finally, vicarious calibration over playa surfaces is used to adjust radiometric calibration coefficients. These
adjustments, combined with the EMIT atmosphere/surface inversion process, yields good alignment with held-out
validation sites. Finally, we validate the predictions of the EMIT radiometric sensitivity model by direct
measurements of signal to noise ratios over homogeneous targets. These approaches demonstrate that EMIT is
exceeding performance requirements, with data quality sufficient for the next generation of global spectroscopic
science investigations.
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Figure: EMIT optical layout, performance specifications, and SNR curve (reference case of 20% reflectance at 45
degrees solar zenith angle).
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Challenge

The Earth surface Mineral dust source InvesTigation (EMIT) is an imaging spectrometer on the International
Space Station that aims to measure the mineral composition of Earth’s dust producing regions. The EMIT
instrument is unique both in that it has no onboard calibration mechanism and is the first orbital mission to
use optimal estimation, a novel atmospheric correction approach that uses at-sensor radiance to infer
both surface reflectance and atmospheric state parameters. As such, validation of the EMIT surface
reflectance product will confirm that these approaches are successful and can be operationalized for
future imaging spectroscopy missions. We present a two-part systematic accuracy assessment of the EMIT
surface reflectance product in this abstract.

Methodology/Results

First, we conducted multiple independent vicarious validation experiments that characterize EMIT
reflectance performance for a representative range of scenes. We considered automated calibration
facilities, manual measurement of fraditional open playa validation sites, and several mixed vegetation
wild land sites. We also assessed the surface reflectance repeatability and stability with measurements of
Pseudoinvariant Calibration Sites (PICS) where no ground truth data are available. Temporally coincident
observations showed discrepancies consistent with an EMIT reflectance product standard error of +/-1.0%
of absolute reflectance for typical arid land regions at the core of the EMIT science objectives. This finding
is broadly consistent with the first calibration studies conducted by the EMIT team [Thompson et al. 2023,
preprint]. This discrepancy grows to +/- 2.7% for observations at different dates and solar angles, which
we afttribute to real changes in the Hemispherical Directional Reflectance Factor (HDRF).

Our second confribution is demonstrating an account of instrument and algorithm uncertainties that
explains discrepancies for these comparisons. Analysis of pseudoinvariant sites and playa acquisitions
across mulfiple months indicated that most variance can be explained entirely by differing spatial
footprints and forward-propagated measurement uncertainty rather than systematic radiometric
calibration error (Figure 1). A handful of outlier cases indicate challenging atmospheric conditions with
phenomena outside the atmospheric model. Taken in concert, these findings demonstrate that a space-
based imaging spectrometer can acquire high-quality spectra across a wide range of observing
conditions.
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Outlook for the future

EMIT’s spectral accuracy and stability is enabling high-quality measurements of Earth surface processes
to support a diverse set of scientific fields, including geology, terrestrial and aquatic ecology, and
cryosphere science. Calibration and validation of the EMIT surface reflectance product will be an
ongoing process to ensure that the instrument is spectrally stable and accurate throughout the life of the
mission. For example, there are ongoing EMIT field campaigns across the western U.S. that will provide
additional insight on the surface reflectance product's performance in heterogeneous vegetated
observing conditions. In addition, spatiotemporally coincident observations between EMIT and other
airborne (AVIRIS) and spaceborne (EnMAP, DESIS, HiSUI) imaging spectrometers could provide an
interesting comparison of surface reflectance products from different instruments.
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Figure 1: Comparison of RadCalNet bottom-of-atmosphere (BOA) reflectance at Railroad Valley Playa (RVUS, red
line) to the surface reflectance of a spatiotemporally coincident EMIT overpass (black line) on 2023/06/12. The
shaded regions demarcate a 2o uncertainty.

Copyright 2023 California Institute of Technology. All rights reserved. US Government Support
Acknowledged.
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Challenge

Snow plays a key role in Earth’s radiation budget by having the highest albedo of all natural surfaces, and
therefore, infroducing potential cooling effects to Earth’s climate. This cooling potentialis a direct function
of the amount of absorbed solar radiation. However, as snow warms and melts, its effective grain size
increases and its reflectance decreases in the near-infrared where half of solar irradiance occurs.
Likewise, small light-absorbing particles (LAP), such as mineral dust, black or brown carbon, and algae,
lower the snow’s visible albedo (the other half of the irradiance), leading fo enhanced melting and the
retreat of snow cover. Exposing the underlying darker surface contributes to climate warming and thus
represents the large component of climate sensitivity to change. It is therefore of particular importance
to monitor the spatial and temporal occurrence of LAP on a global scale. Such monitoring can be
achieved by orbital imaging spectrometers but requires independently applicable retfrieval algorithms
that account for surface characteristics. A major challenge is posed by local topography, which
significantly impacts shape and magnitude of snow albedo but is currently neglected in most existing
inversion schemes.

Methodology

The upcoming orbital imaging spectroscopy missions SBG and CHIME will give approximately weekly
combined observations of reflected solar radiation from almost all locations on Earth’s land surface. The
measurements will feature both spectral and spatial resolutions of ~10 nm and 30 m, respectively,
enabling the detection and quantification of grain size and LAP by resolving their subtle absorption
characteristics. As a first outlook to this new era of Earth observation, we present retrieval maps of snow
surface parameters and associated uncertainties obtained from NASA's Earth Surface Mineral Dust
Source Investigation (EMIT) imaging spectrometer, which is an Earth Venture mission installed on the
International Space Stafion (ISS) with similar instrumentation to those of SBG and CHIME. We apply joint
atmosphere and surface modeling to retfrieve per-pixel values of snow grain size and LAP concentration.
The approach is based on a coupled snow-atmosphere radiative transfer model and considers the
effects of topography by optimizing for local ilumination conditions. To a certain degree, this captures
directional effects in the snow reflectance and makes it more independent from digital elevation models
(DEM). However, the accuracy of inferring surface slope and aspect directly from measured radiances
decreases with larger subpixel variability in the reflectance.

Resulis

The approach enables a detailed outline of retrieval sensitivity to local surface characteristics. Our results
demonstrate reduced errors in estimated snow grain size of up to 200 um when topographic
characteristics are considered in the refrieval scheme. Likewise, the concentration of especially inorganic
LAP can be over- or underestimated by up to 75 ng/g. On the other hand, correlation analysis shows that
the retrieval of biological LAP is less affected by topography. We demonstrate that inaccurately
quantified LAP concenfration can propagate through to differences in estimated radiative forcing of up



to instantaneous 400 W/m?2. Furthermore, we compare our results to digital elevation models and achieve
good agreement between calculated and retrieved surface angles. Our findings confirm conclusions
from previous studies that local topography impacts reflected radiance both in shape and magnitude,
which enables a determination of slope and aspect from the measurement itself without needing external
DEMs. Finally, we illustrate global patterns of snow surface parameters and their relationship to
topographic features, surely limited to EMIT's target mask, which does not cover polar regions. However,
we capture most of the low- fo mid-latitude mountain snow cover, which shows the largest variability in
surface slope and aspect.

Outlook for the future

Our topography-aware forward model couples atmosphere and surface radiative fransfer to improve
retrievals of snow properties on a global scale, particularly in mountainous terrain. The approach
facilitates a physics-based model parameterization by directly optimizing atmospheric parameters and
geobiophysical properties of the snow surface. However, further work is needed to increase accuracy
and applicability of the algorithms. Mixed pixels must be considered and both ice and LAP optical
properties need a more detailed investigation fo account for local geographical characteristics.
Nevertheless, our findings will be essential for the conception of retrieval algorithms for SBG and CHIME,
as these missions provide the framework to develop and enhance processing schemes and retrieval
algorithms on a global scale.

49.69°S
49.69°S
49.69°S

49.69°S
50.07°S

50.07°¢
50.07°S

n
H
= o o @
S 5 g g
Iy 2 3 2 X
7415°W 7415°W 73.62°W 73.09°W 74.15°W 73.62°W 73.09°W
[ ] [—— |
0 200 400 600 800 1000 1200 1400 0 10 80 120 160 200
pm HG/Gsnow
» » s s2 s3
e EMIT L2A ==+ EMITLIA EMIT L2A
o 12 —— Multi-transmittance —— Multi-transmittance Multi-transmittance
wn ¥
74.15°W 73.62°W  73.09°W
o g = 55.95' iy = 55.74'
~ 8, =56.63 4, = 37.07
\ 8, =57.11° i, = 40.49
Multi-transmittance EMIT L2A  Difference -
0z \
51 0 13 ~13 7\ AN
0.0 T = T s ——
52 32 60 -28 y 54 1 2
53 161 601 —440 --- EMIT L2A --- EMITL2A -=- EMIT L2A
12 — Multi-transmittance — Multitransmittance — Multi-transmittance
sS4 308 96 +207 e
] 2,
1 0 39 -39 Zos o= 5607+ f= s
E b= o, =T72.08°
2 166 2 +140 E"" ,/‘r\\’\ #,,=71.56° #,, = 76.41°
H S
= 04 MR
PPN
02 \E‘\
00

—==
1500

500 1000 1500 2000 2500 500 1000 1500 2000 2500 500 1000 2000 2500

Wavelength [nm] Wavelength [nm] Wavelength [nm]

Figure 1. Retrieval maps, surface reflectance, and LAP radiative forcing from a selected EMITimage of the Patagonian
Ice Sheet in Chile, South America. The true-color RGB indicates the locations of the six selected spectra. Retrieval maps
show a) local solar zenith angle (SZA), b) snow grain size, and ¢) dust mass mixing ratio. Spectral plots compare our
results (multi-transmittance) to official EMIT L2A products and indicate top-of-atmosphere, as well as refrieved and
DEM-calculated SZA. The table highlights differences in estimated LAP radiative forcing in units of W/m2 for the six cases.
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Challenge (800 - 1000 characters incl. spaces)

Since launch, the Earth surface Mineral dust source InvesTigation (EMIT) mission, a visible to shortwave
infrared (VSWIR) imaging spectrometer, has collected billions of visible to shortwave infrared spectra
across dust-producing regions of the Earth. These data are being used to determine surface mineral
composition, as well as providing high quality reflectance data to support a variety of other uses. These
data products, available through Land Processes Distributed Active Archive Center (LP DAAC), will
support diverse research and applications beyond EMIT's original mission, benefiting society. The EMIT
research and applications tfeam and the LP DAAC are collaborating to maximize the applications
potential of these data, as well as their accessibility. The challenge is to make the high data volume
produced by the EMIT mission accessible to users from various research and applied science fields.

Methodology (1200 - 1500 characters incl. spaces)

The EMIT team has set a standard for openness, curiosity, and engagement by actively supporting and
encouraging slack dialogues and consistently working in the open (via GitHub). With LP DAAC, the EMIT
team co-developed a series of comprehensive tutorials for data products and partners with other missions
(ECOSTRESS) and initiatives (the United States Greenhouse Gas Center) to develop community relevant
resources. These tutorials are available to the public through video recordings and GitHub repositories,
ensuring widescale accessibility and user-friendliness. As a first in the Earth observing community, the data
processing pipeline for all EMIT products is completely open to the public and example workbooks and
resources are available through the EMIT Resources repository hosted by the LP DAAC. We encourage
the community to contribute their own examples and resources to the EMIT Resources repository and the
VSWIR Imaging and Thermal Applications, Learning, and Science (VITALS) repository, also hosted by LP
DAAC. The team has also nurtured a dynamic environment by hosting interns who've delved into various
applications subject areas. This collective effort highlights EMIT's commitment to advancing applied
science areas beyond methane monitoring and fostering innovation in diverse domains. As EMIT
applications area advance, we contfinue to engage stakeholders domestically and internationally to
advance uses of EMIT data to address local and global societal challenges.

Expected results (1200 - 1500 characters incl. spaces)

Improving data accessibility, tutorial development, and fostering interagency collaboration can unlock
a multitude of expanded applications for EMIT data across various domains. For instance, VSWIR data has
been used to assess water availability and snow pack condition across the western United States, and



EMIT is currently being explored to augment these studies. EMIT data can detect zones of hydrothermall
alteration on volcanoes, serving as an indicator of debris flow risk. It aids in monitoring harmful algall
blooms, coral health, and benthic cover, informing scientific investigations aimed at preserving vital
freshwater and coastal ecosystems. EMIT's data collection covers agricultural regions across the globe,
where it can provide essential information on crop types, health, crop residues, and soil mineralogy.
contributing to the optimization of agricultural production. VSWIR spectrometers have aided in acid mine
cleanup efforts, an area which the EMIT team is exploring. Finally, EMIT data facilitates assessing fire risk
through canopy water content, and vegetation fractional cover. Broader data acquisition by EMIT as it
enters its extended mission holds promise for expanding beyond its primary mission focus on mineralogy
and providing insights across a range of disciplines. By improving data accessibility, tutorial resources, and
fostering collaboration, EMIT data can be harnessed to address a wide range of critical issues, benefiting
both society and the environment.

Outlook for the future (800 - 1000 characters incl. spaces)

As EMIT enters its extended mission, it will begin to acquire data across additional regions of the Earth’s
surface, expanding the potential users and use cases for these measurements. The EMIT team remains
committed to providing high quality data using fransparent algorithms as our dataset grows and we seek
to expand the products that are provided for end users. Both the development of tutorials and open-
source algorithms provide ample starting points for students, academics, researchers, and more to begin
working with EMIT data and analysing it for their own purposes. As we look towards the growing
constellation of orbital VSWIR imaging spectrometers, developing these resources, and cultivating
experienced end users will enable these data to provide insight for decision-making across many
domains.
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Challenge

Global imaging spectroscopy promises to transform the way in which we characterize the Earth’s
surface, leading us from an era of coarse land-cover categorization toward a more quantitative
measurement of subpixel constituent distributions. At the same time, a lack of knowledge of dust source
mineral composition drives a major portion of uncertainty for global dust related radiative forcing. From
its vantage point on the International Space Station, the Earth Surface Mineral Dust Source Investigation
(EMIT) imaging spectrometer has measured reflected solar radiation from 380 to 2500 nm with 285
contiguous spectral channels, at an approximate 60 meter ground resolution and an approximately 80
km wide swath near the equator. These products, processed through to geology and mosaiced
together, can provide direct input intfo Earth System Model simulations to better constrain the sign of
global dust related radiative forcing.

Methodology

EMIT radiance data are first processed to model the surface reflectance and atmospheric state
simultaneously through Optimal Estimation, which couples together radiative transfer, instrument
characteristics, and prior knowledge of surface characteristics together in a Bayesian optimization
framework. This process facilitates estimating the most likely solution state along with the corresponding
uncertainty. We then exercise the EMIT Science Data System, which utilizes a linear feature-matching
algorithm called Tetracorder to compare a wide range of mineral spectra from the USGS spectral library
and map the presence of the most likely library constituent. We then utilize quantitate x-ray diffraction
results to franslate the detected minerals to abundances of each of 10 key minerals for Earth System
Models: kaolinite, calcite, dolomite, hematite, goethite, gypsum, chlorite, illite, vermiculite, and
montmorillonite. In order to determine the total amount of soil present in each pixel, we also utilize a
monte carlo based spectral unmixing analysis fo map mixtures of photosynthetic vegetation, non-
photosynthetic vegetation, and soil in arid regions spanning the globe. Masks for standing surface liquid
water, snow and ice, clouds and cloud shadows, and urban materials are also generated and applied
in order to constrain the results to relevant regions. For each of these products, we propagate the
uncertainty estimated from the surface reflectance retrieval in order to provide estimated uncertainty
around the biogeophysical property retrievals. Finally, we mosaic these results together into a cohesive,
global mosaic that can be used as input into an Earth System Model.

Expected results

Here we show EMIT products at each stage (radiance all the way through global minerology). We
describe the performance and remaining challenges in mapping these different constituents, followed
by an analysis of the intersection of these parameters and their geographic distributions. We also
investigate the spatially-explicit uncertainty in each of these products - propagated forward from
surface reflectance and augmented by additional model uncertainty. All EMIT data products are



available through the Land Processes Distributed Active Archive Center (LP DAAC), and all code is
available through github under a centralized organization (emit-sds). We discuss how and where to find
these data and code, as well as additional tools for exploring early data products and understanding
where future acquisitions will be collected.

Please upload 1-2 figures or graphical abstract (min 300 dpi. joeg/png)
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Figure Distribution of mineral spectral abundance of three of the EMIT 10 minerals.
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Challenge

Coastal and inland aquatic ecosystems are of fundamental interest to society and economy, given
their tight link to urbanization, economic value creation, and ecosystemic services delivery. They play a
significant role in the carbon cycle, and they comprise critical habitats for biodiversity. Aquatic
ecosystems are continuously impacted by natural processes and human activities. Many of these
impacts become more frequent and severe, particularly with increasing population and climate
change. Hence, there is a need (i) to generate reliable, robust and timely evidence of how these
environments are changing, (i) to understand processes causing these changes and their societal,
health, and economic consequences, and (iii) to identify steps towards conservation, restoration and
sustainable use of water and dependent ecosystems, and resources.

Methodology

Systematic, high-quality and global observations, such as those provided by satellite remote sensing
techniques, are key to understand complex aquatic systems. While multitudes of remote sensing
missions have been specifically designed for studying ocean biology and biogeochemistry as well as for
evaluating terrestrial environments, remote sensing missions dedicated to studying critical coastal and



inland aquatic ecosystems at global scale are non-existent. Thus, these ecosystems remain among the
most understudied habitats on the Earth’s surface. Current and forthcoming missions are either not
suited to provide a global coverage (e.g., PRISMA, EnMAP) or to obtain reliable data over dark waters
(e.g., carbon-rich lakes) due to inadequate radiometric sensitivity (e.g., Sentinel-2/MSI). They also fall
short of requirements for characterizing biodiversity variables such as benthic habitat structure and
phytoplankton assemblages due to their inadequate spatial and spectral resolution, respectively (e.g.,
Sentinel-2/MSI, Sentinel-3/0OLCI). Similar limitations exist for wetland ecosystems, which compromises their
management and protection.

Results

A future satellite mission named Global Assessment of Limnological, Estuarine and Neritic Ecosystems
(GALENE) has been proposed to ESA to respond to current and future challenges linked to aquatic
ecosystems. The mission concept consists of a synergy of three innovative instruments, namely a
hyperspectral sensor, a panchromatic camera and a polarimeter. GALENE will then provide optimized
measurements of these environments by enabling an adaptive spectral, spatial, multidirectional and
polarimetric sampling of properties and processes in water columns, benthic habitats and associated
wetlands.

Outlook for the future

GALENE will substantially contribute to solving global water challenges, including water pollution and
ensuring clean drinking water supply for all and protecting coastal areas and populations. The GALENE
science objectives and the main innovative features will be presented.
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The Copernicus Hyperspectral Imaging Mission for the Environment (CHIME) will provide routine
hyperspectral Earth observations over the land and coastal zones through the Copernicus Programme
in support of EU- and related policies for the management of natural resources, assets, and benefits.
This unique visible-to-shortwave infrared spectroscopy based observational capability will provide
unique and major contributions in fulfilling user requirements in the domains of raw materials and
sustainable agricultural management with a focus on soil productivity, sustainable raw materials
development and sustainable use of nutrients and water, food security, and biodiversity.

Despite being optimised for operational monitoring of terrestrial ecosystems, CHIME Level-1 and
Level-2 products will be relevant for a broad range of user communities. In particular, the water quality
user community will benefit from CHIME routine hyperspectral observation of all inland water bodies
and all coastal waters (including those surrounding islands greater than 100 km?) (Figure 1). CHIME
measurements will cover the spectral range from 400 to 2500 nanometres with a ~8.4 nm spectral
sampling interval and a ~10 nm full width at half maximum. CHIME will allow the operational provision
of innovative high spatial resolution (up to 30 m) water products and services beyond the current
capabilities offered by multispectral observatories, including retrieval of phytoplankton pigments (e.g.
to detect potentially harmful algal blooms), retrieval of total suspended matter with its organic and
inorganic fractions (e.g. as a tracer of mass transport, coastal erosion), improved submerged habitats
classification (e.g. of corals, macrophytes, seagrass, in support to ecosystems assessment in fragile
environment). Moreover, the continuous spectral information in the VSWIR will be useful to identify
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and classify patches of floating materials and debris (e.g., plastic, sargassum seaweed, oil spills). With
two operational units in orbit, CHIME will provide an 11-day revisit time over the entire acquisition
mask, with opportunities for a shorter coverage time at high latitudes considering partial overlaps
between orbits. This will allow unprecedented routine monitoring and operational services beyond the
capacity of the current scientific imaging spectroscopy missions (e.g., PRISMA from ASI, EnMAP and
DESIS from DLR, EMIT from NASA/JPL).

As a baseline, a state-of-the-art, water-specific atmospheric correction algorithm is being developed
within the CHIME Level-2 operational processor on top of the land atmospheric correction. This will be
applied to all inland water bodies and coastal waters within the CHIME acquisition mask (specific mask
still under definition), providing the user community with a solid baseline to develop high quality, high
spatial resolution downstream water products and services.

In this contribution, the potential and the limitations of CHIME measurements for inland and coastal
waters monitoring and management will be discussed, including a preliminary quantitative assessment
based on top-of-atmosphere radiances from the PRISMA mission. Moreover, a summary of the main
activities carried out during CHIME Phase A/B1 and B2, as well as the ongoing and planned activities
for Phase C/D/E will be summarised.
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Figure 1 CHIME acquisition mask
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Challenge

ENMAP, the Environmental Mapping Analysis Program, is a German satellite mission that was
successfully launched in April 2022. EnNMAP is an optical (VNIR/SWIR) remote sensing mission with high
spatial (30 m GSD) and spectral (FWHM ~6-12 nm) resolution. Although primarily designed for terrestrial
applications, ENMAP exhibits substantial potential for aquatic studies due to its hyperspectral capabilities.

In comparison to other sensors, ENMAP ground segment processing is pioneering by providing separate
processing chains for land and water, allowing for specialized data processing for each application. It
also includes a sunglint avoidance algorithm using ENMAP’s tilting capability for mitigating the impact of
sunglint-contaminated pixels in specific geographical constellations. This research focuses on how EnMAP
can be used for studying aquatic ecosystems, with emphasis on EnMAP water processing and
applications in aquatic research.

Methodology

The ENMAP satellite is equipped with a VNIR-SWIR push-broom hyperspectral imager that covers a
spectral range from 420 to 2450 nm and comprises 224 contfiguous spectral bands. EnNMAP follows a sun-
synchronous orbit with a standard revisit period of 27 days, which can be reduced to less than four days
through its off-nadir pointing capabilities. The ENMAP ground segment, managed by the German
Aerospace Center (DLR), oversees the satellite control, data reception, storage, and processing.

Users have access to three different product levels: L1B, L1C, and L2A. What stand out is its separate
processing chains for land and water pixels within the L2A processing. Besides the standard processing
using land atmospheric correction algorithms (PACQO), the aquatic processing is done using the Modular
Inversion and Processing System (MIP) developed by EOMAP GmbH, offering two types of water
reflectance data: subsurface irradiance reflectance and normalized water leaving reflectance.

To enhance the acquisition of glint-free data, a sunglint mitigation strategy has been implemented by
selecting optimal image acquisition geometries on user requests. All ENMAP products are processed on-
demand using the most up-to-date processor versions and undergo rigorous radiometric and spectral
calibration. The ground segment conducts regular assessments of ENMAP products to ensure mission
requirements, whereby these products are additionally subject to independent validation by the science
team.
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Expected results

ENMAP's specific water-related data products play a significant role in advancing aquatic research,
offering a substantial advantage, especially for researchers who were previously dependent on terrestrial
sensors that required custom atmospheric corrections and thus when working in aquatic environments
limiting their ability to fully exploit the potential of the data.

ENnMAP's global coverage, which extends fo high latitudes (+/- 74°) and incorporates off-nadir
capabilities, also facilitates observations in remote and challenging areas, including polar regions. The
hyperspectral data is particularly advantageous for coastal and inland waters, allowing detailed
examination of optical components within the water column and on the seafloor. The advanced spectral
resolution in the visible, near-infrared, and shortwave-infrared enables the improved assessment of e.g.
phytoplankton functional types and dissolved organic carbon levels. In optical shallow and clear waters,
it further allows improved monitoring and differentiating of benthic substrate types and derive
bathymetry. The detailed quantification of these constituents can contribute significantly to our
understanding of various processes such as carbon cycling, nutrient availability, and preservation of
threatened ecosystems like coral reefs, seagrass meadows, and mangrove forests.

This paper will discuss in detail the advantages of the ENMAP processing chain and will present various
applications that make use of ENMAP's hyperspectral water reflectance data.

Outlook for the future

Delivering accurate water reflectance data is crucial for improving our knowledge of coastal and
inland water environments. Achieving such accuracy is a complex task because of the difficulties related
to correcting for atmospheric effects, the complex properties of water and aerosols, and the added
complications when dealing with areas close to land, ice, or human-made structures. Optimized
processing can help obtaining valuable data over aquatic ecosystems to make terrestrial Earth observing
sensors significantly more useful for aquatic ecosystem monitoring. ENMAP provides a unique opportunity
to gain a deeper understanding of aquatic ecosystems and the influence of human activities on aquatic
environments, and thus be a pathfinder for future operational hyperspectral missions.
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Figure ENMAP scene acquired on July 24, 2022 over the northern Stettinger Haff and Baltic Sea in Germany. The
thematic maps (inversion by WASI-2D) show the concentrations of green algae (CHL in pg/l), suspended matter (TSM
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Challenge

NASA's Earth Surface Mineral Dust Source Investigation (EMIT) imaging spectrometer onboard the
International Space Station (ISS) has been operating for over one year, acquiring over 60,000 different scenes
globally, and delivering the associated radiance and reflectance data to the Land Processes Distributed
Active Archive Center (LPDAAC). It has demonstrated several features that are valuable for observations of
aquatic targets, including high spatial uniformity and high radiometric precision (signal to noise ratio (SNR)).
With a spatial resolution of 60 meters and 40 bands in the visible wavelengths (400-700 nm) at ~7.5 nm spectral
resolution, the design of EMIT is advantageous for remote sensing of inland and coastal aquatic waters,
ecologically and economically valuable ecosystems subject to wide ranging biological and
biogeochemical fluxes. This presentation explores the value of the EMIT imaging spectrometer across aquatic
ecosystems.

Methodology

Publicly available EMIT radiance and reflectance products and associated code provide the aquatic
remote sensing community an opportunity to refine aquatic atmospheric correction approaches and to
develop aquatic spectroscopic algorithms and data products. The EMIT Level 1b radiance and geolocation
data product provides at-sensor cdlibrated radiance measurements and coincident observation data
including viewing and solar geometries, timing, topographic, and additional observational information. The
EMIT Level 2a reflectance, uncertainty, and masks data product provides surface reflectance, associated
uncertainty estimates, and a reflectance mask file. The surface reflectance retrieval algorithm is based on a
Bayesian Maximum A Posteriori (MAP) inversion, which has been demonstrated in multiple coastal aquatic
imaging spectroscopy field campaigns. The uncertainty estimates are on a per-pixel, per-band basis. The
mask file includes cloud, cirrus, dilated, land, spacecraft masks and two data quality bands are retrieved
from the L2a surface reflectance for aerosol optical depth and water vapor. Associated code for generating
these data products is available on Github. In addition, EMIT data products are cloud accessible via NASA
Earthdata Cloud, and LPDAAC has developed python modules and tutorials for processing EMIT datasets.

Expected results

We present representative spectra of different inland and coastal water types. The enhanced spatial and
spectral resolution of EMIT enables retrievals of key biological and biogeochemical parameters as well as
information on aquatic habitat composition. EMIT has retreived surface reflectance spectra indicative of

phytoplankton blooms, sediment plumes, and an array of lake, riverine, estuarine processes. Through



leveraging EMIT's spectroscopic information, surface reflectance can be used to reveal new perspectives
on aqguatic biological and biogeochemical processes. For aquatic habitat composition, EMIT coverage
over coastal ecosystems such as coral reefs, kelp beds, wetlands, and mangroves provides critical shallow
benthic and surface habitat composition information. We will also present initial analyses of apparent and
inherent optical properties, such as diffuse attenuation coefficients and total absorption and
backscattering coefficients. These intial analyses will be complemented by the retrieval of water quality
parameters such as turbidity and chlorophyll. We will close with a discussion of future planned algorithmic
advances, including glint modeling and shallow water remote sensing methods for retrieving bathymetry
and benthic community structure, to facilitate aquatic studies based on EMIT data.

Outlook for the future

EMIT’s current target mask focuses mainly on arid terrestrial regions. Following a mission review in 2024, it is
likely that EMIT's target mask can be extended to accelerate aquatic science and applications objectives.
The extension of the target mask will facilitate synergistic activities with upcoming ocean color missions
such as Plankton, Aerosol, Cloud, and ocean Ecosystem (PACE) and Geostationary Littoral Imaging and
Monitoring Radiometer (GLIMR). Cross platform biological and biogeochemical algorithm development will
enable spaceborne spectroscopy studies in dynamic inland and coastal aquatic ecosystems. With
upcoming spaceborne spectrometer launches to look forward to, EMIT provides the aquatic remote
sensing community and user groups with critical precursor data today to prepare for the unprecedented
amount of aquatic spectoscopy data ahead.
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Figure 1: EMIT data cube and representative reflectance spectra from different water types around the
world. All examples are single pixels, unsmoothed.
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Challenge (800 - 1000 characters incl. spaces)

With the Plankton, Aerosol, Cloud, ocean Ecosystem mission (PACE), NASA embarks upon a new era of
unprecedented global ocean and atmospheric satellite observations of the Earth. PACE's primary
instrument, the Ocean Color Instrument (OCI) consists of two spectrometers that continuously span ~320-
600 nm and 580-895 nm, with an additional seven discrete shortwave infrared bands (from 0.94 to 2.26
microns) enabling unprecedented spectral resolution and radiometric sensitivity to quantify properties of
ocean colour, aerosols and clouds with 1-2-day global coverage. OCI will be complemented by two
multi-angle polarimeters, SPEXone and HARP2 for advanced characterization of aerosol and cloud
properties. SPEXone provides five viewing angles and hyperspectral radiance from 385-770 nm, HARP2
offers hyperangular (10-60 viewing angles) observations in four multi-spectral bands. Our challenge is to
employ the vast spectral content from OCI (~292 bands) to derive phytoplankton community
composition.

Methodology (1200 - 1500 characters incl. spaces)

The PACE project will produce a suite of high-quality ocean colour data products derived from OClI's Top-
of-Atmosphere (TOA) radiance including hyperspectral ocean remote sensing reflectance (Rrs) at 5 nm
spectral resolution and sampling af 1.25 or 2.5 nm between 350-895 nm. OClI's exceptional signal-to-noise
rafio (SNR) in the UV-Vis enables utilization of the 5 nm spectral bands for downstream derived products
culminating in the retrieval of phytoplankton community composition (PCC). Multiple algorithms are
currently being evaluated and implemented to quantify PCC. These algorithms employ hyperspectral Rrs,
phytoplankton absorption and/or diagnostic pigments as their primary inputs. PCC data products yield
information of abundances or biomass proportions of tfaxonomic groups (diatoms, dinoflagellates,
cyanobacteria, etc.) or size-based groups (pico-, nano-, micro-plankton). Fundamental to the success of
PCC data product quality are the source data used to develop and evaluate the algorithms. In
preparation for PACE, a rigorous data quality control has been implemented for SeaBASS (NASA's field
measurement data archive) and NOMAD (NASA's algorithm development database) fo support
algorithm development and evaluation and data product validation. At this time, PCC algorithms will be
implemented on a provisional basis PCC. Once performance is verified, PCC algorithms will be processed
and distributed agetandard data products.

Results (1200 - 1500 characters incl. spaces)
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PACE will be launching in late January to February 2024 fimeframe. Hence, there are no data products
from the PACE mission at this fime but will become available when this conference convenes. This
presentation will share early mission hyperspectral Rrs and other preliminary data products including PCC
and inherent opfical properties (IOPs). Performance of the Ocean Color Instrument from pre-launch
characterization and commissioning will be presented. The end-of-life systematic uncertainties for OCI
are estimated at <0.5% (TOA radiances referenced to typical ocean radiances) and <0.6% for the portion
of the spectrum (580-600 nm) that overlaps across the two spectrometers.

Outlook for the future (800 - 1000 characters incl. spaces)

Thus, PACE will be capable of performing radiometric and polarimetric ocean and atmosphere surveys,
returning a range of biogeophysical data from which properties of the ocean and atmosphere can be
produced to add to other critical climate and Earth system variables. With advanced global remote
sensing capabilities, PACE will provide high quality observations that contribute to an extended time series
of satellite data records on ocean ecosystems, including coastal and inland waters, and atmospheric
properties of aerosols and clouds. Global measurements from PACE will enable advanced understanding
of delicate ocean ecosystems, understanding of vulnerable coastal regions, quantification of the
atmosphere-ocean carbon cycling, unparalleled characterization of ecosystem change and function
including PCC, improved characterization of cloud and aerosol properties, air and water quality, and
cross-disciplinary studies of atmospheric, terrestrial, and aquatic processes and interactions.
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Figure  (a) Signal-tfo-Noise rafio for 5 nm spectral bands at ocean typical radiances of the Blue focal plane
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Challenge (800 - 1000 characters incl. spaces)

With its vantage point from geostationary orbit, NASA's Geostationary Littoral Imaging and Monitoring
Radiometer (GLIMR) will be the first hyperspectral ocean colour sensor in the Western Hemisphere to study
ocean processes at the diurnal timescales required to observe the dynamic ecological, biogeochemical
and physical processes within coastal and ocean waters. GLIMR is uniquely designed to capture the
temporal and spatial evolution of phytoplankton blooms, which grow and dissipate on scales of hours to
days, monitor phytoplankton growth rates and shifts in community composition, resolve coastal features,
fronts, eddies and upwelling areas, and monitor biogeochemical fluxes and land-ocean exchanges at
sub-diurnal to mulfi-day scales. At the heart of the GLIMR instrument is a specfrometer with a nadir ground
sample distance of 300 m, spectral range between 340-1040nm, and capability fo scan the Gulf of
Mexico every 70 minutes (six times per day) at a high SNR performance. Launch is planned for no earlier
than 2027.

Methodology (1200 - 1500 characters incl. spaces)

GLIMR will acquire hyperspectral radiances at 250+ channels between 340-1040 nm at spectral resolution
of ~2 nm to 20 nm from UV to NIR, respectively, for production of a suite of standard and advanced ocean
colour data products. GLIMR's primary science region include the Gulf of Mexico to be scanned six times
per day as well as the Amazon River and Orinoco River plume extents, United States East and West coastal
ocean regions, Hawaii region, Caribbean Sea surrounding Puerto Rico and vast areas of the South Pacific,
each will each be scanned two or more times per day. The combined spectral, spatial and temporal
capabilities of GLIMR provide novel means to study coastal ocean processes and for societal applications
such as identifying and tracking harmful algal blooms and oil spills. The aim of this presentation is to
infroduce the GLIMR mission and discuss how the science team will apply GLIMR's ocean colour
observations to quantify land-ocean exchanges of sediments, organic matter, and other materials
between and within coastal ecosystems. GLIMR will improve quantification of primary productivity and
carbon fluxes within coastal aquatic ecosystems and across the nearshore-to-ocean seascapes.

Results (1200 - 1500 characters incl. spaces)

GLIMR will be launching in the 2027-2028 timeframe. Hence, there are no data products from GLIMR
mission at this fime. This presentation will describe the science aims, algorithms and data products
planned, and an overview of expected insfrument performance including top-of-atmosphere radiance
uncertainties, signal-to-noise rafio, spectral and spatial registration as well as uncertainties in water-
leaving reflectance.
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Outlook for the future (800 - 1000 characters incl. spaces)

GLIMR is poised to revolutionize our understanding of phytoplankton physiology and community changes,
ocean productivity, land-estuary-ocean exchanges and dynamics of carbon and sediments, biology-
physics inferactions at sub-mesoscale, detection and prediction of harmful algal bloom evolution, oil spill
thickness, extent and prediction, and much more. For instance, GLIMR's multiple observations per day
enables the use of ocean colour to follow water masses (at sub-tidal temporal scale) to quantify surface
currents and at adequate spatial resolution (~300 to 600 m). Because "fast” observations are not enabled
by polar-orbiting satellites, GLIMR, as well as current and past GOCI sensors, will enable us to move
beyond studying the effects of the process, and into the study of the processes themselves.
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Challenge

Recent studies have successfully assessed plant biodiversity via functional diversity (FD) metrics derived
from remote sensing-based plant frait estimates. However, we lack an understanding of how data
processing steps influence biodiversity estimates and conclusions drawn from such data products. Among
other effects, high spatial resolution surface reflectance data used to derive plant traits and FD metrics
are influenced by surface anisofropy originating from geometric-optical and volumetric scattering
mechanisms. The extent to which surface anisotropy influences FD metrics is largely unknown.

Since there is a need for processing and analysis workflows that enable reliable and comparable results,
we investigate the influence of anisofropy uncorrected and corrected data on FD metrics. We take
advantage of overlapping, near-simultaneous imagery over a forested mountain that has been well
characterized in terms of biodiversity and determine the influence of processing on FD metrics.

Methodology

We present a data experiment to quantify the effect of surface anisotropy on FD estimates in temperate
forest ecosystems. The retrieval of FD relies on a well-established method that combines spectral index-
based plant trait information to calculate the FD metrics richness (FRic) and divergence (FDiv).

We use three APEX imaging spectroscopy flight lines (FLn) from 7 July 2016 over the Laegern forest in
northern Switzerland with different observation angles. The data have a spatial resolution of 2 m and
spectrally cover 400 to 2500 nm in 284 bands. All FLn have a common overlap area of roughly 2 km x 1
km. The data were processed using a standard approach (ATCOR-4 based atmospheric correction
considering a digital elevation model) and optionally with a semi-empirical anisotropy correction
(BREFCOR).

In the overlap areaq, three physiological plant traits are estimated from spectral indices: water content
using the Normallized Difference Water Index (NDWI), chlorophyll content using the Red-Edge Chlorophyll
Index (Clre), and carotenoid content using the Chlorophyll Carotenoid Index (CCl). Then, FRic and FDiv
values are calculated within a disk-shaped moving window with a radius of 30 pixels (60 m).

Finally, to investigate the influence of anisotropy effects on the estimated plant traits and the calculated
FD measures, the results obtained from standard reflectance data are compared with those obtained
from reflectance data with an additional semi-empirical anisotropy correction.



Results

Preliminary results show apparent differences in FRic values in three different FLn representing the same
area. In particular, in FLn 1, distinctly larger FRic values than in the other two can be observed. FLn 2 and
3 show much smaller but more similar FRic values.

Applying an anisotropy correction (Figure 1, right) leads to a more equal FRic with lower variation across
flight lines compared with the results without correction (Figure 1, left). The reduction is clearly visible
between FLn 2 and 3, where the median FRic values are closer after, compared to before, an anisotropy
correction (difference of 0.006 vs. 0.015). Although the difference between FLn 1 and the other two is
reduced, it remains large, indicating an effect other than anisotropy as a leading cause.

FDiv (Figure 2) appears to be more robust than FRic. On the one hand, there is much less variation in FDiv
between FLn compared to FRic. On the other hand, anisotropy correction does not appear to have a
noticeable influence on FDiv values.

Our results suggest that surface anisofropy influences FRic estimates via the underlying anisotropy
sensitivity of underlying trait values, while FDiv seems not to be affected. Our results also suggest that a
semi-empirical anisotropy correction can reduce anisotropy effects and therefore reduce FRic
differences across observation angles. This emphasizes the importance of pre-processing on data
products, especially when integrating different sensors and scales.

Outlook for the future

In further analyses building on the presented approach and preliminary results, various aspects can be
addressed. This includes focusing on potential causes for observed differences in traits and FD between
FLn, e.g., by analyzing processing parameters and illumination and observation geometries.

In previous studies, shadow masks were applied to minimize the influence of shade effects. However, the
extent to which shade caused by geometric-optical scattering influences the results is yet to be
determined. Separating shaded and sunlit pixels will provide insights into this. Furthermore, we aim to
investigate the influence of scale by varying the window size for calculating FRic and FDiv.

Understanding the influence of anisotropy on FD metrics from remotely sensed data should facilitate the
quantitative comparison of datasets. Analyzing multi-temporal data available at Laegern could thus
deliver further insights into the role of anisotropy on the resulting data products.

N 1'260'000 (m]

Figure 1 Left: Overview of the three flight lines covering the Laegern forest study site. N/E/S/W mean cardinal
directions of the flight lines’ headings. Right: RGB visualization of flight line 1 clipped fo the overlapping region.
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Challenge (800 - 1000 characters incl. spaces)

Airborne hyperspectral imaging holds great promise for estimating plant diversity and composition,
givenits unprecedented combination of aerial coverage, spatial resolution, and spectral detail. Recently,
there has been renewed attention toward the spectral variation hypothesis (SVH), which predicts that
higher spectral variation is correlated with greater variation in plant diversity. To date, local and regional
tests of the SVH have shown highly variable results, from very strong plant-spectral diversity relationships
to low or even negative associations. While several studies have highlighted methodological challenges
involved with the SVH, comparing these studies is difficult since the link between spectral variation and
plant diversity appears to depend also on ecological context. One major research gap is that the
hypothesis has rarely been tested in different vegetation types across the taxonomic, functional, and
phylogenetic dimensions of diversity.

Methodology (1200 - 1500 characters incl. spaces)

As part of the Canadian Airborne Biodiversity Observatory (CABO), we surveyed hyperspectral and
vegetation data in plots across five sites (three open vegetation sites, two forest sites), with the plofs at
forested sites arranged along an elevational gradient. Airborne hyperspectral surveys were conducted
alongside the plant inventories in 2018, 2019 and 2020 using two comparable pushbroom imagers
collecting spectral information over 288 spectral bands, covering the visible and near-infrared (NIR)
regions. At open vegetation sites, the plant community was surveyed in 3 m x 3 m square plots, and for
forest sites, the tree community was surveyed in 15 m radius circular plots (as seen from above). We
employed generalized additive models to test the relationship between plant and spectral a-diversity. B-
diversity was assessed using distance-based and ordination-based approaches (Mantel test and
Procrustes analyses, respectively). We hypothesized that the functional dimension of diversity would
exhibit stronger links to spectral diversity, at both the a- and P-levels, because spectra are a direct
expression of foliar and canopy chemical and structural characteristics. We also proposed that species
tfurnover along the elevational gradient at the forested sites would enhance spectral-plant relationships,
particularly for B-diversity. We thus aimed to help refine the spectral variation hypothesis and compare its
applicability in open vegetation and forests.

Expected results (1200 — 1500 characters incl. spaces)
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Generalized additive models revealed that spectral diversity was a better predictor of functional a-
diversity than of taxonomic or phylogenetic a-diversity in both vegetation types. Mantel tests and
Procrustes analyses revealed weak to moderate associations between spectral and plant B-diversity and
composition in open vegetation, and moderate associations in forests. The better fit in forests appeared
to be influenced by the presence of an elevational gradient and associated species turnover (from
deciduous to coniferous trees); we observed weaker relationships when examining only a subset of this
gradient. So far, interactions between environmental gradients, species turnover and the SVH have been
overlooked in the literature and may underlie the high variability in the strength of associations between
plant and spectral diversity reported to date. Finally, we found that different wavelength bands
contributed to spectral a-diversity in open vegetation vs. forests, suggesting different spectral features
are important for different vegetation types. In conclusion, spectral diversity is a potentially powerful tool
for biodiversity assessment, but it requires a context-specific approach.

Outlook for the future (800 - 1000 characters incl. spaces)

Our findings suggest that spectral diversity is particularly effective for modelling functional a-diversity
across diverse vegetation types. However, it is important to note that its applicability to modelling plant
composition and B-diversity may depend on the specific ecological context. Future studies could benefit
from a more in-depth exploration of the SVH along various environmental gradients, incorporating a wider
range of functional traits and spectral wavelength bands (e.g., short-wave infrared bands) but also
spectral feature selection. This would provide a more comprehensive understanding of the drivers of
spectral diversity across various vegetation types, but particularly in open vegetation ecosystems where
non-biological spectral noise and mulfiple environmental gradients may pose a significant challenge.
Based on our findings we thus recommend a nuanced and context-specific approach to using
hyperspectral imaging for biodiversity assessments and conservation planning.

a Taxonomic diversity Functional diversity Phylogenetic diversity b
20 R#=0.18, p < 0.001 R?=0.50, p < 0.001 R?= 0'21é<§ <0.05 (o] 0.6 1 [e]
o ©° 0 ° 2 8 2
154 o ofp of o| 3 044 =
e @ ° % < : e <
. a . | @
10 1 e w .| o
> oy § 202 o © |8
g | e -4 : 3 . | &
g° : : — > g 00 >
% 1 2 00 05 10 15 20 0 200 400 =4
— w
£ 87R?=0.30, p<0.001 8TR?= 054, p <0.001 8TRe= 051, p < 0.001 g 061
8 74 e © og 74 s % o % E 8 o
%) Q2o ® M 8
6 ° " 31 14 0.4 1 ° e -0“
37 08' e s 0.2 1 7
4 ° e °
34 ° ° 001 e
00 05 10 15 20 0.0 05 10 15 0 100 200 300 & > o
& & 2
W F
Observed alpha diversity & o
R Q@
Sites Spectral diversity calculated from
© CGOP ® IGB © MB © 450-550nm  © 551-780nm
e MMG © MSB o 781.950nm © 450-950nm

Figure 1 Model fits derived from generalized additive models of spectral diversity and plant a-diversity with spectral
diversity calculated from (a) all wavelength bands and (b) specific spectral regions. We used Shannon diversity,
functional dispersion, and the mean pairwise phylogenetic distance for taxonomic, functional, and phylogenetic
diversity, respectively. Points in a) represent raw data values, and the solid black line indicates the smooth GAM
function (allowed basis functions range between 1-4) with its standard error (shaded area).
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Figure 2 Strengths of association for a- and R-diversity with plots sampled over different portions of the tree composition
gradient. Simulating a shorter gradient, a) shows the results for plots dominated by deciduous species (>75% crown
coverage) and b) shows the results for plots that were equally sampled over the three strata deciduous-dominated
(>75% of crown coverage), coniferous-dominated (>75% of crown coverage) and mixed species (25-75% of
deciduous/coniferous crown coverage). All results were bootstrapped with 50 iterations using a random sample of 21
plots from the defined sites in each iteration. Boxplots show the median strength of associafion and inferquartile ranges
from bootstrapping. For the adjusted R? and correlation coefficient values, we applied generalized additive regression
models, Mantel tests, and Procrustes analyses. For Procrustes analyses, test results using only one component are shown

in grey.
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Challenge

With increasing frequency and intensity of extreme drought events in Amazon forests due to climate
change, understanding their impact on the ecosystem is crucial. One critical challenge lies in how
drought disturbance will alter the 3D forest structure and composition locally, and how we can monitor
these forest changes globally. Addressing this challenge, we present new unique data for the Caxiuand
throughfall exclusion field experiment in eastern Amazonia - the longest running drought experiment in
the tropics. Our data consists of two complementary sources: terrestrial laser scanning (TLS) and field
spectroscopy. TLS is increasingly recognized as a pivotal technology for forest monitoring, offering highly
detailed measurements of 3D vegetation structure. On the other hand, spectroscopy can provide the
spectral signature of the main biophysical components of the forest scene. We show that the fusion of
both enables the creation of realistic virtual forests, which can serve as input for (optical) radiative fransfer
models (RTM), allowing for the upscaling of forest monitoring.

Methodology

The study site consists of two Tha research plots established in 2001 in the Caxiuand National Forest, a
tropical lowland rainforest in the state of Para, northeast of Brazil (1043'S, 51027' W). The first plot is a confrol
plot without any manipulation. The second plot is the throughfall exclusion (TFE) experiment, where plastic
panels at 1-2m above the ground cover the entirety of the area, thereby excluding 50% of canopy rain
throughfall. For both plots, we collected TLS and field spectroscopy measurements in October 2023 (dry
season). Plots were scanned using a RIEGL VZ400i in a 10x10 grid with both an upright and tilt scan at each
position (600khz). Individual scans are subsequently co-registered in RISCAN-PRO to form a single
complete point cloud. Reflectance spectra (350 nm — 2500 nm) of leaves, bark and soil were collected
using an ASD FieldSpec 4 Hi-Res radiospectrometer. For 51 individual trees, nine top of canopy leaves
were sampled and measured (2x per leave), and 4 bark reflectance measurements at ca. 2m above
ground level were taken. For 29 individuals, leaf measurements were repeated pre-dawn and at midday
to check for any diurnal spectral variation. Soil measurements were taken at patches lit by direct sunlight.
Spectra were averaged to derive a single reflectance curve for each individual and component.

Expected results

Figure 1 shows the steps for conversion of a segmented TLS point cloud into a virtual forest for radiative
fransfer modelling. First, the different components (soil, stem and branches, leaves) in the 3D point cloud
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are semantically segmented and the individual frees processed intfo some volumetric representation. The
different components can then be spectrally parameterized, allowing for the creation of a structurally
and radiometrically realistic digital replica of the forest: a ‘digital twin forest’. These digital fwins can be
used as input for (optical) radiative transfer modelling. RTMs enhance our ability to monitor and
understand the coupling between emitted, reflected or scattered electromagnetic (EM) waves and a
3D scene, and therefore are a powerful tool to establish the physically-based link between in situ structure
and how it is monitored with satellite remote sensing. Explicit digital forest twins will be constructed
according to the abovementioned processing pipeline for both the Caxiuana control and drought plot.
This will then allow for running RTM models such as DART (https://dart.omp.eu/#/) and Eradiate
(https://www.eradiate.eu/site/) to simulate and compare remote sensing products, and increase our
understanding of the impact of drought on 3D forest structure as seen from space.

Ouvutlook for the future

A next step is to move from ‘stafic’ 3D digital twins to ‘dynamic’ 4D digital twins, to incorporate the
temporal dimension. For Caxiuana, both plots have been scanned before in the years 2015 and 2018.
Co-registering these data opens avenues for unexplored research into the impact of drought on Amazon
forests. Furthermore, ongoing and future work within the context of the SPACETWIN project
(https://spacetwin.ugent.be/) focuses on enhancing our understanding on forest disturbances and
recovery from space. The project will focus on the impact of drought, but also fire logging and insect
disturbances across a range of tropical and temperate forest ecosystems. SPACETWIN aims to integrate
realistic TLS-derived digital twins of forest structure with spectroscopic measurements as RTM input to build
an emulator for optical, lidar and radar satellite data that will allow for near real-time interpretation of
disturbances.

TLS point cloud Digital twin Sentinel-2 simulation Simulation @ 10 cm

TN, TN

e
Figure 1 Conversion of a segmented point cloud from terrestrial laser scanning into a virtual forest for
radiative fransfer modelling: example of 1 ha Wytham Woods (Calders et al., 2018). From left
to right: view from above of the 3D point cloud segmented into single trees; digital twin (digital
terrain model not shown here); simulated Sentinel-2 safellite image over this scene with
associated spectral signatures using the librat RTM for a 10 m spatial resolution image (real
Sentinel-2 spatial resolution); & RTM simulation using a 10 cm ground sampling distance.
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Challenge

Optical properties of foliage, (reflectance, and fluorescence) offer non-destructive insights into plant
physiology. Hight throughput phenotyping (HTP) include several imaging approaches allowing to
evaluate leaf biophysical properties based on its optical properties.

HTP at the plant level is mostly used for economically important crops, model organisms or seedlings of
deciduous trees, but little attention has been paid to conifers at the individual or leaf level, due to the
difficulties resulting from thin needle-like foliage.

Getting the information from the images depends on segmentation the object of the interest from the
background. Segmentation can be challenging for parts of the plants with small projection area such
as conifer needles. The aim is to compare unsupervised (thresholding) and supervised (machine
learning) segmentation of hyperspectral images with fluorescence and thermal image data to identify
three populations of Scofts pine seedlings under drought treatment.

Methodology

Two-year-old Scots pine seedlings from three populations underwent a joint greenhouse experiment
spanning from February 21st to August 5th, 2022. 405 individuals were subjected to 84 days of drought
tfreatment, followed by 36 days of rewatering.

Throughout a 164-days, leaf physiological traits were measured in the phenotyping unit at multiple time
points. The facility was equipped with imaging sensors for RGB, thermal, fluorescence, and
hyperspectral scanning. Physiological attributes were analysed: steady-state and maximum quantum
yield response of photosystem Il (QY_Lss, QY_max), non-photochemical quenching at steady state
(NPQ_Lss), needle relative chlorophyll content (Rel_Chl), and needle temperature difference from the
ambient air temperature (Delta_T). To explore variations among the freated populations in leaf
functional traits, we employed linear mixed models (LMM). Hyperspectral imaging (HSI) of reflectance
were captured using two cameras, a) VNIR range (350-200 nm) and b) the SWIR range (200-1700 nm),
with spatial resolutions of 1920 x 1000 and 640 x 512 px, respectively. Unsupervised segmentations were
employed for thermal and fluorescence sensor data; however, these methods proved inadequate for
segmentation of HSI. To segment seedlings from HSI, we will ufilise convolutional neural network
algorithms, YOLO on a fraining dataset. Differences in reflectance between freatments and populations
will be compared with the results from fluorescence and thermal sensors.
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Results

Utilizing LMM we detected significant variations among three populations of Scots pine seedlings in
functional physiological traits, including NPQ_Lss, Rel_Chl, and Delta_T, before the irrigation reduction
and during the stress period; QY_Lss, QY_max differed among populations only during the stress period.
Despite significant differences observed in individual parameters analyzed separately by LMM, this
variability may not be sufficient for a clear separation of populations, as demonstrated by Principal
component analysis (PCA) of all five physiological parameters at ftwo time points. Prior o the reduction
inirrigation, the score distribution of individual populations appeared to be homogeneous, like the
control group of plants during the dry period. Contrastingly, the stressed plants showed a more
homogenous distribution of population scores. This trend in population differentiation was mainly driven
by relative chlorophyll content (Rel_Chl) from HTP. The study involves an ongoing analysis of the
separation of treatments and populations using LMM and PCA on hyperspectral data. Hyperspectral
data will be segmented using both unsupervised and supervised methods. The primary objective is to
assess the compatibility of these data with our physiological functional traits, with the goal of identifying
the optimal optical sensor and physiological traits that can serve as the most effective markers for
distinguishing among three populations of the Scots pine seedlings.

Outlook for the future

The selection based on seedlings” functional physiological traits shows promise for early-age screening
in nurseries. Evaluating the quality of plant material helps foresters in plant breeding and plant selection,
especially in the context of the increasing problems of drought caused by climate change throughout
Europe. Early-age detection of drought-tolerant individuals allows for the idenfification of individuals
highly adapted to specific target environments.

Conifers are important woody plants for the sustainability of forest ecosystems but pose a challenge in
terms of obtaining and processing optical properties due to the low projection area of the needles.
Machine learning methods can help overcome this problem, whether it is due to the limited projection
area of individual plant parts or the low spatial resolution of the camera. The novelty of this study lies in
testing algorithms for reliable segmentation of hyperspectral images of conifer seedlings at the
individual level.

Figure (a) PCA of the five functional parameters before the treatment
(b) PCA of the five functional parameters in the stress period.
Points refer to individual seedlings (n=810), shapes correspond to the C = control, T= drought-treated;
colours correspond fo the progeny of three Scots pine locally adapted populations: D = Decin, P = Plasy, T = Trebon.
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Challenge

Drone based hyperspectral imaging (HSI) systems provide the opportunity to map complex terrain
structures such as vertical mine faces, buildings or forest borders at high spectral and spatial resolutions.
Indeed, the data acquisition may be done at oblique observation geometries in order to get a better
view of vertical structures. Hardware systems are in development which provide laser scanning data in
combination with HSI sensors. HSI data of terrain with vertical and overhang surfaces require to
fundamentally change currently existing HSI imagery processing approaches. So far, raster
representations of digital elevation data in surface models (DSM) or terrain models (DTM) were the basis
for both geometric and atmospheric corrections. For frue 3-dimensional processing, the point cloud
sfructure is more appropriate. This paper fries outlines a novel concepts for geometric correction,
atmospheric compensation and reflectance retrieval based on point cloud data structures.

Methodology

The workflow presented in this contribution is optimized for HSI data which are taken simultaneously to
LIDAR scanning. The goal is to have a fully automatic processing chain which creates georeferenced HSI
reflectance data in complex terrain. For efficiency reasons, the geometric information is kept in point
cloud format while the HSI imagery is stored as raw sensor frame-based data cubes. The two data entitfies
are to be linked such that radiometric corrections can be applied to the HSI data based on the geometric
information from the point cloud and the related surface mesh.

The preprocessing of HSI data is typically split into three parts:
[1] Raw data processing: this includes the data calibration, point cloud filtering and mesh generation

[2] Geometric processing: ray tracing of the HSI data observation geometry onto the surface mesh
and surface normal generation

[3] Reflectance retrieval: correction of radiometric effects of the atmospheric fransmittance, aerosol
scattering, adjacency effects, terrain iradiance and BRDF variations.

We focus in this paper on [2] and [3]. The geometric and radiometric processes are coupled info one
streamlined processing system which allows to retrieve accurate reflectances within a few hours after
data acquisition.



Results

Based on the above requirements, a processing system is developed and tested. It is applied to sample
data taken within the m4mining (EU Horizon) project and is evaluated based on extensive field
measurements of reflectance properties of mineralogically interesting targefts.

For the geometric processing, we rely on state-of-the-art ray tracing technologies such that each HSI
spectrum can be linked to a valid 3D position in absolute x/y/z coordinates. The retfrieved results are to be
filtered appropriately to avoid backward intersections and secondary intersection problems. Specifically,
the process is designed such that all observation angles including fully horizontal and even slightly upward
observations are supported.

For the reflectance retrieval, the surface normal vectors as well as the neighbourhood data structure from
the mesh generation is used for an optimal illumination correction. In a 2nd step, the terrain information is
inverted tfo raw geometry in order fo retrieve local dependencies and to apply spatial filters for the
calculation of terrain and adjacency influences on each pixel. This workflow is also suitable for retrieving
reflectance values in shaded areas based on iterative aerosol scattering estimates.

Applying these processes to the HSI data delivers hyperspectral point cloud outputs. Figure 1 shows results
on a tree sfructure based on current fechnology.

Outlook

A new 3D point cloud-based hyperspectral processing workflow has been defined. The system will be
further optimized on the basis of data acquisitions in open pit mines. The evaluation will specifically focus
on the refrieval of accurate reflectance spectra in shaded areas and from oblique viewing angles. Other
than displayed in Figure 1, the 3-dimensional structures can be fully mapped by the new processing
system in conjunction with an integrated hardware system.

The irradiance calculation for such situations is very challenging and requires to put up a model
for the calculation of the hemispherical iradiance variation in the true 3D world. It is expected that
working solutfions will be implemented in the course of the ongoing m4mining EU horizon project and
operationally usable tools will be made available to the public upon completion of the development
project.

Figure 1: 3-dimensional hyperspectral point cloud display of a tree structure in false color display, using standard
DSM data. Left, original HSI image, middle: hyperspectral point cloud, right: meshed surface of valid HSI data points.
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Challenge

Satellite missions carrying Imaging spectrometers have long been rare and their use was very limited due
to their small imaging capacities. Recently, more imaging capacity is being realized, with missions like
PRISMA and EnMAP fuelling larger interest to address remote sensing applications using spaceborne
hyperspectral data.

Some future missions intend to further increase both imaging quality and capacity. Meanwhile,
breakthrough technological developments (e.g. thin-film hyperspectral detectors) allow to build very
small hyperspectral missions (e.g. 6U CubeSats). Commercial NewSpace companies are now building
hyperspectral constellations to realize dramatic improvements in coverage and revisit times.

To valorising this abundance of data requires the image quality to be sufficient to address many
applications. The small size imposes trade-offs on platform stability, data downlink limitations, light
gathering, etc.. The next challenge it to pair cost-efficiency with an improved image quality, which is the
goal of the development of the CSIMBA instrument and IPERLITE mission

Methodology

The CSIMBA instrument is based on a frame imager combining a 3076x4096 pixel CMOS detector with
directly deposited thin film narrow bands interference filters. 192 different filters are each laid out over 12
adjacent lines, together covering a 470nm to 900nm spectral range with 5nm spectral resolution. On the
remaining sensor area, 2 areas for panchromatic imaging are placed. The imager is combined with a
compact wide swath TMA telescope with focal length= 135mm, and F/4.5 . Using typical satellite forward
motion, it can perform push-frame acquisitions which combine image capture with high resolution in both
spectral and spatial domains. The mission will operate from a 500km altitude to provide a 80km swath
and a 20m GSD..

The satellite speed imposes not only short integration times, and to capture all spectral bands at all
locations requires a sustained frame rate of at least 30 fps (corresponding to 1 acquisition after moving
over 12 image lines). We however set a much more ambitious target: a frame rate of 360 fps. This allows
to acquire a new image after moving over a single line. As there are 12 lines per spectral band, 12
independent acquisitions can be made. The results can be summed up per pixel, which implements a
digital equivalent to Time Delay Integration (TDI). The read out electronics and onboard computing
capabilities have been designed to handle this fast readout and the accumulation of up to 12 stage of
Digital TDI. The read-out also supports additional acquisition and processing modes. We defined modes
that use a combination of panchromatic and hyperspectral imaging, and a mode which implements
high dynamic range (HDR) imaging by combining acquisitions with 2 different integration times.

Expected results

The optical system has been manufactured and characterised in the lab. The measured MTF is 0,55 at
@550nm and > 0.44 over the full range, exceeding the requirements of > 0,41 @550nm and >0.38 full
range.
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The spectral characteristics of the imager have been characterised, confirming the spectral range and
bandwidth. To estimate the signal fo noise ratio (SNR), we have made simulations using the characteristics
of the sensor and spectral filters to compute imager outputs for any given input radiance signal.

The results for a standard reference input radiance of 100 W.m2.sr'-um-! (a realistic value in space) show
a fairly large variation in SNR over the spectrum. For imaging without TDI, the average SNR= 35 (varying
between 14 and 92). By switching to imaging mode with 12 stages of digital TDI, the SNR improves with a
factor SQRT(12): average SNR = 120 (varying between 48 and 320). This illustrates the major advantage
achieved by implementing the digital TDI imaging mode.

The mission offers a downlink of 18,75GB per day, which corresponds with an area of about 17500 km2 of
full spectral imaging at 20m GSD.

Outlook for the future

The launch of the mission is foreseen in 2025. During the commissioning phase, advanced geometric and
radiometric vicarious calibration will be carried out, as well as verification of the MTF and spectral
performance. For the radiometry dedicated acquisitions over stable desert sites and lunar acquisitions
are planned, including concurrent acquisitions with other missions to facilitate cross-calibration.

The default imaging mode uses 12 stage TDI. Alternative imaging modes will also be explored, including
high dynamic range imaging and a low light imaging mode combining longer integration times with
spatial binning. Panchromatic imaging will be explored in experiments on multi-angular imaging and
super-resolution. The combination of hyperspectral and panchromatic imaging will be used, e.g. to aid
deblurring, improve SNR or improve geometry.

Acquisitions over selected application sites will be carried out to demonstrate the capability and benefits
of the mission. Thus it can contribute to innovation and quality improvements for small hyperspectral
satellite missions.
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Figure  CSIMBA instrument with indication of different subsystems
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Challenge (800 - 1000 characters incl. spaces)

Planned and recently launched spaceborne imaging spectrometers (e.g., PRISMA, EnNMAP, EMIT, CHIME,
SBG) increase the quality and resolution of global imagery, but standard surface reflectance products
struggle over bright surfaces such as snow and playas. For example, a common artifact in surface
reflectance products for both for airborne and spaceborne imaging spectrometers (multi- and
hyperspectral), is a “hook” in the shortest wavelengths, whereby the surface reflectance appears to
decrease in the shorter visible wavelengths, below 600 nm. Over snow, this decrease in apparent
reflected radiation is often mistaken for the presence of light-absorbing particles (LAP) (e.g., soot or dust).

Likewise, ground validation for bright targets is challenging. A review of sites worldwide where the
bihemispherical reflectance (albedo) of snow is measured shows flaws where darker objects are within a
downlooking radiometer’s field of view, thereby erroneously decreasing the calculated broadband
albedo. Further complicating retfrievals for snow is that ifs surface is rarely flat, but sloped, and marked by
features such as sastrugi or ablation hollows that reduce its apparent reflectance.

Methodology (1200 - 1500 characters incl. spaces)

Shortwave hooking was documented in multiple standard reflectance products for airborne and
spaceborne sensors, both in simple terrain such as lakes covered with an opfically thick snowpack and in
rugged terrain such as steep mountain slopes on a variety of aspects. Radiative transfer and Mie theory
models were used o estimate downwelling and upwelling radiation from snow and for mixed pixels. Bright
and dark surface albedos that contribute to the path radiance term, i.e., reflected radiation from the
atmosphere above target, were used in a radiative transfer model. Topographic corrections were
applied to examine the effect of fopography and compare with uncorrected retrievals.

Sites worldwide were examined and documented. At the CRREL-UCSB Energy Site (CUES,
https://snow.ucsb.edu), a remotely-controlled and self-leveling boom was built in 2015 to keep
downlooking radiometers ~1 m above the snow surface. An automated terrestrial laser scanner was
installed to map the snow surface at hourly and finer timesteps. Corrections were applied to the snow
surface in conjunction with an analytical model to simulate multiple reflection events such as photon
frapping.

Results (1200 - 1500 characters incl. spaces)



Because ice is so transparent, its complex refractive index has not been reliably measured at 200-400 nm.
Differences in opftical constants in the published literature lead to modelled values with some hooking or
no hooking in this region for clean snow. This source of uncertainty is minor .

Other sources of uncertainty are more substantial and can be separated info atmospheric and surface
modelling issues. For bright surfaces, the atmospheric modelling error is the common assumption of too
dark of an albedo (e.g. 0.25) for areas adjacent to the farget. Incorporating a too-low value in the
atmospheric correction causes an underestimation of the path radiance, resulting in a hooking error,
which can slope down or up in the visible wavelengths. This error can also be caused by simplified
assumptions about the surface, i.e., not accounting for topography, which leads to an incorrectly
modelled proportion of blue-shifted downwelling solar radiation. These hooking errors are pernicious in
that they alter the spectral shape, a far more difficult condition to correct for than consistent changes in
spectral magnitude.

Another surface modelling error is not accounting for surface roughness at the cenfimetre scale. This can
cause an apparent broadband albedo (i.e., rough surface) that diverges from the intrinsic albedo (i.e.,
smooth surface) by 5-6%. In case of instruments with lower spectral resolution, darkening from surface
roughness can be easily confused with darkening from LAP, but imaging spectrometers can distinguish
the darkening sources.

Outlook for the future (800 - 1000 characters incl. spaces)

End users of future sensors—such as Landsat Next, CHIME, or SBG—will be able to perform their own
atmospheric correction, but the majority will use standard surface reflectance products. Currently, these
surface reflectance products (e.g., Landsat 8/9) are providing inaccurate spectral shapes over bright
targefts, leading to overestimates of LAP and their radiative forcing on Earth's climate. Our goal is fo
raise awareness and reduce these errors to improve the quality of research. For example, such errors
may be partly responsible for our poor agreement between modelled and remotely sensed estimates of
pollutants. Rectifying this situation is imperative to gain a better understanding of the effects of global
pollution on planetary albedo.
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Figure Modelled spectral bihemispherical reflectance of clean snow using two different surface albedos for areas
adjacent to the target. The fixed 0.25 albedo is commonly used and shows the shortwave hooking that is easily
misattributed to light-absorbing particles such as soot. The granular snow albedo varies with wavelength and looks
similar to the blue curve, which is the expected shape.
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Challenge

With the increasing availability of hyperspectral images (HSI) through missions like PRISMA, DESIS, and
ENMAP, as well as the upcoming CHIME mission, the opportunities for large scale analyses are now being
readlized. Simultaneously, the establishment of operational processing chains is becoming increasingly
important. With that in mind, the Earth Observation Centre at DLR has developed an fCover processor
which extracts and classifies endmembers from HSI and, following a spectral unmixing step, generates soil
and vegetation cover maps. To generate homogeneous fCover maps over large areas it is necessary to
overcome challenges like generalized EM libraries, incoherent unmixing, and unintentional use of false
EMs that can occur in single scene processing. The methodology presented here alters the established
fCover processor by exploring the potential of processing multiple scenes, thereby creating temporal
hyperspectral regional endmember bundles (THREBs) and generating coherent region-wide fractional
vegetation cover maps in an automated fashion.

Methodology

To create THREBs and fCover maps, the following methods were used. First, from each HSI within a
predefined region, EMs are extracted using the SSEE method (D.M. Rogge et al. 2007 Remote Sens 3, no
110). After the exiraction of the pure spectra, the EMs are labelled using a well-tfrained Random Forest
classifier and stored in a preliminary THREB. These steps are performed for multiple scenes in a defined
region. To ensure maximum spectral variability, the preliminary THREB is pruned regarding scene-specific
features of individual but consecutive HSIs using the AMUSES approach (Degerick, et al. 2017, Remote
Sens 9, no 6). This method adds a spectral separability measure to the workflow of MUSIC-PA to decrease
internal redundancy by a) selecting EMs that best represent the spectral variability by using the HySime
algorithm b) calculating the Euclidean distance between estimated image subspace and EM spectrum
and c¢) choosing spectra with the lowest projection error between the image and EMs. After sorting all
library spectra by their distance to the HSI, only a fraction of the highest ranking spectra are retained
based on predefined thresholds. The eligible spectra are assessed one by one using a spectral separability
measure by combining the Jeffries Matusita distance and Spectral Angle (JMSA). Only if a signature is
sufficiently dissimilar from an already chosen spectra, will it be included in the THREB. The final THREB is the
resulting pruned EM library from all HSIs and is used as input to the linear spectral unmixing using the
MMESMA approach. As a result, Fractional Cover Maps with subpixel abundances of photosynthetically
active vegetation (PV), non-photosynthefically active vegetation (NPV) and Bare Soil based on a
regional THREB are generated.
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Resulis

In a first comparison EnNMAP scenes around Munich (29.6.23 & 25.09.23) and scenes from Camarena Spain
between April and October 2022 were processed and unmixed by a) using EM extracted from single
scenes and b) creatfing and using THREBs. Single scene processing reveals good results overall. However,
even with small temporal or spatial differences between acquisitions, fCover abundances can differ
substantially by £5%PV, £11%NPV, +8%BS for two or more consecutive observations (25.09.23). Using THREBs
showed a significant improvement concerning unmixing coherence of fCover abundances and RMSE
values (by 0-18%). By combining region specific EMs (SSEE) in one preliminary THREB, reducing the
preliminay THREB scene specific (AMUSES), and then unmixing all HSI of one region one by one (UMESMA)
with THREBs, the results improve compared to single scene processing. Additionally, ground truth data
acquired near Munich in Oct 2023 confirm the assumption that THREBs increase the quality of large-scale
analyses.

Outlook for the future

In the next step, Germany will be defined as a region by taking all available EnMAP scenes from 2022 and
2023 intfo account. THREBs will be compiled (annually and at 3-month intervals) as well as the
corresponding fractional vegetation cover maps. These results will be compared fo the oufcomes of
single scene processing fo evaluate strengths and weaknesses and to further improve the proposed
method. In this process, additional constraints can be explored and adjusted. In the second half of 2023,
ground fruth data were collected with simultaneous EnMAP overflights for validation. These
measurements from an ASD field spectrometer and RGB cellphone images will be further integrated and
used as a starting point for fCover/THREB evaluation. Through the development of expanding/evolving
THREBs, the SSEE and machine learning steps in the fCover processor could be skipped and HSIs from
existing (ENMAP) and future mission (CHIME) could be unmixed directly from a set of well characterized
and consistent THREBs.

Figure (a) Single scene EM extraction and unmixing(left)jand THREB unmixing (right). EnMAP
29.06.2023 south of Munich
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Figure (b) fCover sub-pixel abundance map(left) and corresponding RMSE values in Reflectance (right).
Unmixing based on a THREB. EnMAP, Camarena, Spain 26.07.2022.
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Figure (c) Overview of the adjusted fCover processing chain.
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Challenge (800 - 1000 characters incl. spaces)

Imaging spectroscopy (IS) data from missions like EnMAP, PRISMA and the upcoming CHIME and SBG
programs holds immense potential for environmental monitoring, agriculture, and mineral exploration.
However, harnessing the potential of IS has been challenging for many users due to the limitations of
fraditional GIS and remote sensing software, including high costs, restricted access, or insufficient flexibility
to incorporate data from different sensors data formats.

With an increasing availability of IS from different sensors, users more than ever require solutions that
support them fo visualize and analyse raster images from IS instruments that may contain hundreds of
bands and high band-correlations. Furthermore, appropriate tools and methods are needed to combine
remote sensing data with data from other sources, e.g., field data, in a meaningful way.

The transitfion to open and free source software, open data policies and attempts for community wide
standardization of data product addresses these challenges, promoting easy access to IS data and
suitable software for a wide user community to display, explore and evaluate IS data in subsequent
analyses.

Methodology (1200 - 1500 characters incl. spaces)

The EnMAP-Box is a python plugin that complements the popular free and open source geoinformation
system QGIS with functionality for the visualization and analysis of IS Earth Observation data, especially
from EnMAP, DESIS or PRISMA, and multispectral missions such as Landsat and Sentinel-2.

The EnMAP-Box (Fig. 1) combines functionality know from classic GIS software, like the wide support of
raster and vector data formats, with capabilities know from remote sensing software, like recognition of
wavelength information to select band-combinations. In particular, the EnMAP-Box adds more than 150
algorithms to the QGIS Processing Framework. These algorithms can be used in the QGIS model builder
to create larger workflows. They can be run from the GUI, from Python or from the command line. The
algorithms allow to easily use IS data as delivered by different data providers, to modify metadata, and
fo process and analyse raster and vector data to yield final products like classification maps and
estimations of continuous biophysical variables.

The EnMAP-Box provides easy access to various state-of-the-art methods from machine learning, to
process and evaluate processing results in accordance with state-of-the-art scientific practice. Using
QGIS vector workflows, the EnMAP-Box offers comprehensive tools to collect and modify spectral libraries,
providing maximum flexibility in defining profiles and profile metadata and ensuring data integrity. Various
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research applicatfions use the EnMAP-Box as a platform to provide easy access to context-specific
applications, e.g., the EnNMAP preprocessing tools (EnPT), the EnMAP Geological Mapper for Mineral
Classification (EnGeoMAP) or an Interactive Visualization of Vegetation Reflectance Models (IVVRM).

Results (1200 - 1500 characters incl. spaces)

The EnMAP-Box has been successfully used in a variety of applications, ranging from land cover
classification and vegetation health assessment to mineral mapping and environmental change
detection. The use in and the feedback from different research environments was streamlined during
software design and provided new capabilities for data visualization, management, and processing. The
adoption and further development of visualization and process improvement concepts from various GIS
and remote sensing software facilitates the use of the EnMAP-Box and IS data for a broad user community.

Since the first public EnMAP-Box release in the QGIS Plugin Repository in 2019, the EnMAP-Box has been
downloaded more than 35.000 fimes. As now, more than 500 scientific publications and conference
contributions mention the EnNMAP-Box, which is used by researchers and in remote sensing education by
different universities, by land managers, public authorities, and private companies. Following the release
of the first operationally collected EnNMAP data since End of 2022 and the accompanying need to use
the data, demand for the EnMAP-Box significantly increased.

Outlook for the future (800 - 1000 characters incl. spaces)

For the next ENnMAP-Box development phase (2024-2026) we will continuously adapt to changes in QGIS
and the raster data delivered by EO data providers. Furthermore, it is planned to improve in several core
capabilities: The use of EnMAP-Box processing algorithms in server / cloud processing environments will
be made easier to facilitate the roll-out of workflows from Desktop o cloud environments. Using the CUDA
framework, the EnMAP-Box will be enhanced with processing algorithms to perform semantic
segmentation workflows (see Leon-Friedrich Thomas “Deep Learning based Semantic Segmentation Add-
on for EnMAP-Box”, this workshop). As the increasing availability of IS time series will allow more and more
to analyse temporal aspects, the EnMAP-Box will be enhanced with capabilities for time series analysis.
Also, the data visualization capabilities of the EnMAP-Box will be complemented by 3D capabilities to
better explore the spectral-temporal feature space provided by field spectrometry and operational IS
missions.



Jakimow, Janz, Thiel, Thomas, Hostert & van der Linden.

Figure 1 EnMAP-Box GUI with (a) data sources and different (b) data views like GIS maps (c + d) and spectral

libraries (e), and the (f) raster layer styling panel for a quick selection of band combinations based on wavelength
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Figure 2 The QGIS Model Builder allows to create workflows (a) that built on the processing algorithms provided by

(b) QGIS, EnMAP-Box and other QGIS plugins.
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Challenge

PRISMA-Learn is a project funded by ASI (ASI-UNIGE 2022-12-U.0 Contract) whose goal is to develop
advanced machine learning techniques capitalizing on PRISMA's spectral and multi-resolution data and
integration with other missions. The project consists in several activities that use innovative methodologies
rooted in machine learning, pattern recognition, probabilistic graphical models and recent advances in
deep learning, focusing on urban and agricultural applications. This project is divided into five different
technical work-packages (WP). WP2101 deals with supervised classification by fusion of hyperspectral
and panchromatic channels. WP2102 addresses the problem of heterogeneous Change Detection (CD)
with domains of very different dimensionalities. WP3101 faces the challenge of unmixing in urban areas
with coarse resolution hyperspectral images. WP5101 conducts CD with the aim to distinguish different
kinds of change at ground. WP7101 addresses crop type classification leveraging on the detailed profile
of the spectral signature of different crops.

Methodology

WP2101: The proposed technique is based on deep learning, with CNN-type architectures, and
probabilistic graphical models, through the definition of a CRF model approximating the behaviour of the
ideal fully connected CRF in a computationally tfractable manner.

WP2102: The proposed unsupervised method integrates deep image-to-image tfranslation with spectral
clustering concepts to apply the heterogeneous CD method. A technique from the manifold learning
field is used in pre-processing to reduce the dimensionality of one of the images to approximately match
the other domain.

WP3101: Two deep learning nonlinear unmixing techniques: the Multitasks Autoencoder Hyperspectral
Unmixing Model - MAHUM (Chen et al., 2023, IEEE TGRS, vol. 61) and a framework to use urban auxiliary
data to enhance the information of hyperspectral images (Chen et al., 2023, WHISPERS).

WP5101: a Sparse Convolutional Autoencoder (CAE) learns the endmembers using an I21 regularization,
non-negative weights, and sum-to-one constraints. The CAE operates on the difference image obtained
from bi-temporal hyperspectralimages to extract the abundance maps. A State-of-the-Art CD approach
is applied to the difference image to obtain a binary change map. The abundance maps are used to
separate changed pixels into different kinds of change classes.

WP7101: a 3D Contractive-Expansive-Contractive deep convolutional network (3D-CEC) is proposed to
dynamically adjust the importance of different features at different scales.



Expected results

WP2101: The proposed supervised method generates a classification map at the spatial resolution of the
panchromatic channel, while exploiting the richness of the spectral information provided by the
hyperspectral channels. Experimental results related to a urban area will be presented at the workshop.

WP2102: the proposed method was tested on a real-world scenario with a couple of images from the
recent PRISMA and COSMO-SkyMed missions of the Italian Space Agency.

WP3101: After different autoencoder unmixing methods are selected based on superpixel segmentation
results, graph networks are used to retrieve similar blocks in the image and explore additional information
in the images. Results on a PRISMA dataset about the city of Pavia, Italy, will be shown.

WP5101: the proposed method was tested using a couple of multitemporal PRISMA images acquired in
Austria to detect various agricultural changes.

WP7101: the proposed architecture showed promising results on crops of 14 different cultivation types in
the Austrian territory, using data from a single PRISMA hyperspectral acquisition. In particular, a stratified
approach aimed to separate training and testing samples to obtain a dataset with greater spatial
uncorrelation has been adopted.

Outlook for the future

The methods described above will be further optimized during the last months of the PRISMA-Learn project
which is expected to end in June 2024. This final period will be also important for a more accurate
validation of the results and performances

(a) (b)

Figure 1 Qualitative comparison of the classification retrieved by the architecture presented in WP7101 on a
stratified random sampling approach: (a) reference dataset; (b) classification map.



Alice Burrell et al

EARSel Valencia 2024
Abstract
Corresponding Author:
Alice.Burrell@CGG.com

Integrating spaceborne hyperspectral data interpretation into mineral
mapping workflows

Alice Burrell', Olivia Rhind', Alfred Baines!, Richard Chiles!, Mark Broadley!
! CGG UK. Services Ltd., CGG Crompton Way, Crawley, Surrey, United Kingdom RH10 90N

Keywords (5): Mineral Mapping, Hyperspectral, Spectral Analysis, PRISMA, EnMAP

Abstract: The utilization of hyperspectral data in geological contexts, particularly for minerall
exploration, has been a longstanding practice. This technique has found extensive application in the
exploration workflows owing to its capacity for efficient and effective identification of key minerals.
Minerals exhibit diagnostic absorption and reflection patterns at varying wavelengths, creating distinct
spectral signatures. This emphasizes the indispensable role of hyperspectral data analysis in the realm of
mineral exploration. The progression of hyperspectral remote sensing technologies has played a pivotal
role in the proliferation of spaceborne hyperspectral sensors. This has expanded the accessibility of
remote and previously hard-to-reach terrains, therefore improving hyperspectral-focused commercial
applications. With expert analysis and geological contextualization, integrating spaceborne
hyperspectral data could revolutionize mineral exploration.

CGG Satellite Mapping has carried out remote sensing studies over multiple mining districts to identify
potential targets for further exploration. A multi-sensor, multi-scale methodology enables the analysis of
spaceborne hyperspectral data in conjunction with existing mineral interpretation results. This led to
addifional insights into specific areas and demonstrated how hyperspectral data can add value o
existing interpretations. Throughout projects, hyperspectral sensors PRISMA, EnNMAP, and EMIT were
infegrated with Sentinel-2 and ASTER alongside commercial datasets including hyperspectral ZY1-02D
and SWIR data from WorldView-3 multispectral satellite. Various Digital Elevation Models (DEMs) of
increasing spatial resolution are also used to aid interpretation. Geological interpretation of project
areas was based on true colour composites and false colour RGB composites developed from the
multispectral layers alongside interpretation of DEM derivative layers. Hyperspectral data was processed
to enhance the outputs from interpretation of these layers.

Following extensive pre-processing, the hyperspectral datasets were further processed to generate
enhanced classifications and abundance maps over features of interest identified during previous
interpretation steps. An assessment into the depth of a feature through spectral feature fitting and
multispectral feature fitting was carried out. To further improve this, CGG have incorporated an
addifional examination of spectral absorption characteristics associated o specific mineral groups
within their mineral mapping process, with pixel-wise automation of the process. Attention was given to
analysing the position of absorption minima and the asymmetry in relation to the composition of
minerals within individual pixels. The outputs of these processes are then utilized by spectral geologists
alongside geological interpretation derived from multispectral and DEM derivatives.

Spectral geologists develop detailed mineral maps incorporating hyperspectral data outputs to
understand more about each project AOI. The incorporation of hyperspectral data for mineral
mapping on projects has allowed our spectral geologist to understand more about features such as
families of intrusive dikes with distinct alteration haloes. Spectral analysis of specific endmembers of
interest identified in these regions during the processing and analysis stage allowed differentiation
between alteration mineral components. The integration of hyperspectral outputs into the specialist
mapping and structural reinterpretation workflow improved the interpretation process and ensured
identification of high-priority targets for further study.
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Challenge

The availability of diverse raw materials, including Al, Au, Co, REE, and Co, is critical for key economic
sectors, paving the way for sustainable energy transition and technological advancement. Although
recycling and alternative fechnologies are expected to reduce the reliance on primary raw materials,
immediate access to essential metals and minerals still relies on mining fresh resources. The growing
demand for these resources comes with inevitable consequences for mining, mineral processing, and
environmental impact. Failing to address these raw material demands and mining ramifications could
slow down global progress toward a cleaner energy future. Moreover, concerns regarding mine waste
highlight the necessity for implementing sustainable solutions. The M4Mining project aims to champion
sustainable mining practices through integrated remote sensing data to aid in the monitoring of these
masses. Its overarching mission is to develop comprehensive remote sensing solutions for mining and
tailings sites. The project development includes real-time mapping, a multi-sensor hyperspectral UAV-
borne infrastructure, establishing best practices, resolving resolution gaps between satellite and UAV-
based data and mine-scale to deposit-scale, real-time mapping approaches and effective data
analytical techniques and user-friendly interfaces to present results to operators.

Methodology

To achieve this objective, several case study sites were chosen for field testing in Europe and Australia.
The M4Mining partners completed their first field survey in North-Western Queensland at the Mary
Kathleen legacy mine site in September 2023. The former Uranium (U) open pit mine was active until
1982 and rehabilitated in 1985. The area was monitored via UAV-borne hyperspectral (HySpex, Figure 1)
and satellite-borne hyperspectral (EnMap) instruments to assess the site's rehabilitation. The Sustainable
Minerals Institute (as part of the University of Queensland), the Geological Survey of Queensland and
HySpex visited the open pit, adjacent tailings site and evaporation pond in September 2023 to collect
hyperspectral drone imagery of the area, including a sampling campaign for future validation and to
aid interpretation of the infegrated drone and safellite data. Sampling spots were marked using chalk
spray for efficient discrimination in the hyperspectral UAV data (Figure 3). The sampling spot locations
were measured using a Leica Zeno GG04 plus smart antenna to obtain high-accuracy positions. In
addition, we used a handheld field spectrometer, collecting data in the wavelength range of 500-
2500nm, to characterise the spectral characteristics of the sample sites, taking 3-10 spectra across the
highly heterogeneous areas. The surface of the sample area (uppermost 1-3cm) was split for analyses in
the laboratory by geochemical and hyperspectral means. As a result, a unique spectral library will be
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created of the collected samples to account for spectral endmembers for endmember-based analysis
using mineral matching methods.

Results

Over the course of a 5-day survey, key locations of the covered Tailings Storage Facility (TSF) and
evaporation pond were scanned with the hyperspectral drone, as well as the Southern half of the open
pit (Figure 3). These data underwent preliminary analysis using various standard hyperspectral
classification approaches (e.g., feature modelling, data-driven means, and indices) and the results are
being evaluated based on accuracy, scalability, real-time availability, processing power, and value to
mining industry professionals. The final resulting insights will be evaluated with a user perspective in mind,
making the readability of the data products a key factor in determining the usefulness of a classification
approach for onsite geologists and decision-makers.

Outlook for the future

This drone-based survey, the sampling campaign and the resulting mapping product comparison will
lead the M4Mining project one step closer to advancing sustainable mining practices via the use of
infegrated remote sensing data, closing resolution gaps, and empowering decision-makers. The
project’s aspirations directly align with the EU's raw material security and environmental sustainability
objectives. Leveraging advanced remote sensing, the project aims to contribute towards more
sustainable monitoring approaches in areas of active and legacy mining.

Figure 1 HySpex hyperspectral imager mounted on a drone platform.



Figure 2 Left: UAV-based hyperspectral mosaic, showing the location of sampling points. Right: Sampling point 28,
outlined square of ca. 50x50cm, marked with white chalk spray.
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Figure 3 Overview of the Mary Kathleen mine. The map shows different facilities of the legacy mine site, as well as
the UAV- flights covering subsets of those sites. Included are UAV flights from September 2023, covering parts of the
TSFy (red polygon), evaporation pond (tfurquois polygon) and open pit site (white polygons). Source: Google Earth,
“Mary Kathleen”, 20°43'53.61"S, 140° 0'23.79"E, date: 9/20/2022, accessed 9/16/2023
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Challenge (800 - 1000 characters incl. spaces) 913

Airborne and spaceborne imaging spectroscopy has long been exploited to monitor land surfaces and
provide informatfion on their physical and chemical properties. Applications include monitoring
vegetation, water, geology and soils. The reflectance of dry soils is a mixture of the spectral signature of
their constituent elements. As the soil becomes weft, the reflectance decreases over all the solar
spectrum, additional water absorption bands appear in the near infrared (NIR, 750-1300 nm) and
shortwave infrared (SWIR, 1300-2500 nm), and the diagnostic absorption features of the minerals of interest
tends to disappear. We then need to define adapted criteria to detect these minerals. The aim of this
study is fo examine the impact of soil moisture on the spectral signature of minerals related to industrial
and mining activities, and to analyse the implications for their detection by hyperspectral imagery.

Methodology (1200 - 1500 characters incl. spaces) 1298

A laboratory experiment was set up to measure the reflectance spectra of 16 soil samples taken from
industrial sites (bauxite, alumina, bauxaline, gypsum, calcite, etc.) at different moisture levels (Figure 1).
The soils were fully saturated, then gradually dried. At each moisture level, we simultaneously measured
their water content (by weighing) and acquired their reflectance spectra in the solar domain (using an
ASD FieldSpec 3 Hi-Res spectroradiometer). These measurements were used to better understand the
impact of water on soil spectral signatures. Firstly, the MARMIT model, which simulates soil reflectance
spectra at different surface moisture levels, was calibrated on these data. The model has three input
parameters (water layer thickness L, wet soil fraction €, and particle volume fraction §), and a calibration
relation must be established for each soil. Secondly, criteria related to the shape of the absorption bands
(position, amplitude, area) of minerals of interest were defined in order to study qualitatively and
quantitatively the effect of moisture on absorption bands and their detectability. Finally, two
hyperspectral images acquired on industrial sites (HySpex image on Gardanne and APEX image on
Thann) were used to validate the approach on operational use cases.

Results (1200 - 1500 characters incl. spaces) 1278

Three criteria classically used to detect minerals were tested, both on laboratory measurements and on
reflectance spectra simulated with the MARMIT model. 1) The wavelength position of the main mineral
absorption bands (895 nm for bauxite and bauxaline, 1524 nm, 1551 nm, and 2270 nm for bauxite and
alumina, 280 nm for red gypsum, 1750 nm, 2178 nm, and 2217 nm for white and red gypsum, 2340 nm for
calcite). 2) A spectral index called the CIBR (Continuum Interpolated Band Ratio), based on reflectance
measured at three wavelengths. 3) The area bounded by the reflectance curve and the straight line
connecting the two edges of the absorption band, calculated when determining the convex envelope.
If we consider the Thann2 soil sample, we observe the following behaviour (Figure 2): as the amount of
water in the sample increases, the wavelength position of the red gypsum absorption band shifts towards
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longer wavelengths, the CIBR increases, and the area decreases. The results obtained on reflectance
spectra simulated by the MARMIT model are less conclusive, due fo the difficulty of using the model in
direct mode. The airborne images clearly show the absorption bands of the minerals of interest for areas
with different humidity levels. Their analysis is in progress.

Outlook for the future (800 - 1000 characters incl. spaces) 917

The aim of this work was to extract information on soil mineralogical composition independently of its
water content. Indeed, the presence of water tends to mask the absorption bands of minerals. The
specftral deformations generated by the addition of water affect reflectance at all wavelengths in the
solar domain, inducing shifts, broadenings and sometimes disappearances of absorption bands, making
this task particularly challenging. These effects can vary from one mineral to another, depending on
whether the spectra are acquired in the laboratory or from an airborne or spaceborne platform. Unlike
remote sensing of vegetation, radiative transfer models that simulate soil reflectance spectra as a
function of soil composition are still at their infancy, due to the complexity of the phenomena involved.
Both theoretical and experimental work is still needed fo understand how light interacts with a bare soil.
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Figure 1. (Left) Soil samples collected in Gardanne (a-c) and Thann (d-f). (Right) Reflectance of the Thann-1 sample
at different soil moisture contents (the absorption band at 1750 nm is typical of gypsum).
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Challenge (800 - 1000 characters incl. spaces)

Fairy circles are a unique phenomenon in southwestern Africa and western Australia. These fairy circles
are characterized by circular patches of bare soil or sand, 4-10 m in diameter, without frees, bushes,
grasses, or even biocrusts that typically cover the area between the circles (matrix). The mysterious fairy
circles have been studied for decades on a local scale in an attempt to explain their formation.
However, the current project aimed at studying their spatial and spectral characteristics on a
landscape scale in Namibia. The specific objectives of this research are (1) Processing satellite
observations to explore the spatial and spectral distributions of the fairy circle phenomenon by applying
statistical analysis and deep machine learning algorithms. (2) Analyzing the fairy circles geometric
attributes to retrieve their spatial patterns regarding topographic features nearby.

Methodology (1200 - 1500 characters incl. spaces)

The research was conducted at the Giribes Plain, near the village of Sesfontein, Namibia. Field and
laboratory analyses were conducted and included grain size, mineralogical, and spectroscopic
analyses. To fulfill the research goal, i.e., exploring the spatial distribution of the fairy circle phenomenon
at alandscape scale using machine learning algorithms, the fairy circles were classified within 25 km?2 by
processing 15 input layers through a convolutional neural network (CNN) model. The layers include four
WorldView?2 spectral bands (0.5m after pan sharpening), derived vegetation, biocrusts and mineral
indices, and textural characteristics. 1600 fairy circles were manually labeled across the diverse
transection in order to get the fully classified study area. The fairy circles geometry was extracted, and
the spatial autocorrelation was performed using Getis ord G* Hot Spot and Local Indicators of Spatial
Autocorrelation (LISA) of the Moran’s | statistic. A Digital Surface Model (DSM) dataset at a 2.5-m
resolution (315 kmZ, including the entire valley and the surrounding mountain ridges) was used to extract
the streams and watersheds and locate the study area's drainage points.

Expected results (1200 — 1500 characters incl. spaces)

By labeling 1600 fairy circles and using the CNN model, 14536 fairy circles were mapped with 0.97%
accuracy and a binary cross-entropy loss function value of only 0.01. Field measurements and
laboratory analysis justified the need to use the spectral indices for the model. Using the sphericity index
over 14536 fairy circles, a Unique pattern of elongated fairy circles was found. The hotspot analysis,
conducted over the sphericity index values, shows that most cold spots are located along the main
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stream in the center of the valley, mainly on the eastern side of the stream. In contrast, the hotspots of
the sphericity index are mainly located at the edges of the study area, next to the mountain ridges.
Furthermore, a concentration of hotspot points is observed on the southwestern side of the study area.
This result suggests that more fairy circles, in general, and more elongated fairy circles, in particular, are
located in the southwest compared to the northern reach of the stream, as well as in the upstream
areas of the alluvial fans. Seven watersheds that drain the periodic floodwater to the valley from the
surrounding mountains were delineated by pinpointing seven drainage points in the study area. The
largest (51 km?2) is located on the western side, notably larger than all others (about 1 to 8 km?). Based
on the DSM data, the longest axis of each fairy circle was detected and overlaid on the topographic
map, showing the connectivity patterns of the elongated FCs.

Outlook for the future (800 - 1000 characters incl. spaces)

On a landscape scale, spatial and spectral analyses became possible only with valuable remote sensing
retrievals, as well as with the application of deep statistical analysis and the use of machine learning
algorithms. Using earth observation, an overview of fairy circles or other geometric features can be
detected and analyzed on a landscape scale over different locations worldwide. The topographic
impact may also give a comprehensive view of the phenomenon when observed on a landscape scale.

Identification of Fairy Circles using
Convolutional Neural Network (CNN)

sisA|jeue |enedg

{

Figh @e

sphericity g > sphericity

Figurel: (a) A section of a WorldView2 image showing the fairy circles (FC) in part of the Giribes Plain. (b) Ground-
level photo of several FCs within a matrix. (c) Ground-level photo of a single FC. (d) Location of the 14536 FCs in the
entire area resulting from the CNN model. (e) Hotspot analysis of the sphericity index.
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Challenge

Capturing reflectance data of small vegetation samples such as pine needles, blades of grass, and
finy leaves can be challenging. The very small field of view needed for the measurement, as well as the
required high sensitivity of the spectrometer can be obstacles to obtaining quality data.

As a frade-off, researchers have taken the habit of measuring the combined spectrum of many smaill
samples bunched together. However, the resulting spectrum represents an average of the spectral
features of all samples, not necessarily the individual frait of each sample.

This study presents a novel approach in capturing the individual spectrum of a single small sample. This
study analyses the results obtained with an innovative small-leaf adapter coupled with a UV-Vis-NIR
spectrometer with high sensitivity and high spectral evolution. The data was measured over the spectral
range of 350 to 2500nm.

Methodology

A small-leaf holder was developed for compatibility with Spectral Evolution’s leaf-clip reflectance
probe. The holder sits in the field of view of the fiber opfic cable connecting the leaf-clip to the
spectroradiometer. The holder was 3D printed out of low-reflectance plastic, and a v-shape groove was
implemented to minimize specular reflection. The NaturaSpec UV-Vis-NIR spectroradiometer from
Spectral Evolution was chosen for measurements over the spectral range of 350 to 2500 nm. The
detectors of the NaturaSpec have twice the amounts of sampling channels than other
spectroradiometers available on the market. This results in an improvement of sensitivity and signal-to-
noise by a factor of up to 40 in the NIR range.

3 types of small vegetation samples were measured with this method: individual blades of grass, small
leaves and individual pine needles. 5 measurements were taken for each sample with the NaturaSpec
spectroradiometer and small sample holder. Each measurement was the result of the average of 60
successive measurements of the same sample.

The DARWIn spectral data acquisition and visualization software (Spectral Evolution) was used to control
the instruments, visualize, and export the spectral data.

Results



Since the vegetation samples that are considered for the study are very small, (Fig 1) they do not
completely fill the field of view of the fiber optic. Therefore, the spectral data captured with the leaf-clip
reflectance probe and holder is an average of the spectral signature of the small vegetation sample and
the plastic of the holde. The reflectance levels of the samples were low and sometimes hard to distinguish
from the spectrum of the plastic of the holder. To exiract the spectral signature of the vegetation only,
the measurements were first done without a sample in the holder. The corresponding spectral signature
of the plastic was then used as calibration for subsequent measurements.

The reflectance data of small samples measured with this new technique present a more precise curve
(less noise) (fig 2. Reflectance of small leaf with new method) than the data gathered with the traditional
method of bunching samples together. The signal-to-noise ratio especially in the UV-Vis range and upper
NIR range is especially improved over measurements with lower resolution spectroradiometers.

All small samples analysed with this new method showed great improvement in the quality of the spectral
data over the fraditional method. Measurements also showed a good level of repeatability, as long as
the vegetation sample was well centered in the field of view of the fiber opfic.

Outlook for the future

The small-sample holder used in conjunction with a high-sensitivity spectrometer is a promising method to
capture the spectral data of individual small samples of vegetation. Even though the samples do not fill
the field of view of the fiber optic completely, the subtraction of the spectrum of the background can be
obtain by using a low reflectance material for the sample holder.

The data acquire with this new method shows much improvement of the quality of the spectral data over
fraditional methods. The design of adapter could be easily modified to fit specific sample shapes or sizes.

Further studies will focus on how to minimize the effects of stray light and specular reflection. Markings on
the adapter will be implemented to aid in centering the small samples in the field of view of the fiber
optic.

Figure 1 example of small leaf sample

2 (Style: Footer)
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Challenge

The new generation of earth observation satellite missions (i.e., Sentinel-2 Next Generation, Land Surface
Thermal Mission) will provide observations with a higher temporal resolution. To achieve this goal, they will
need to increase also the field of view of the instruments aboard the satellite thus obtaining a larger swath
on the ground. For this reason, it is important fo understand how the canopy anisotropic effects may
influence the observations, especially for off-nadir acquisitions. The activity was funded as part of the ESA
SwathSense project, aimed at collecting mulfi-angle observations in the opfical (VNIR) domains fo
measure the anisofropic behaviour of agricultural crops vegetation in order to assess the impact in the
context of future ESA/Copernicus Sentinel-2 Next-Generation (S2NG) missions. The main goals of this work
are: i) characterization of anisotfropy of the alfalfa canopy from field and airborne data; ii) modelling
reflectance by means of Kernel Driven Models.

Methodology

The spectral measurements were carried out between July 17th and 29th, 2021, in an agricultural area
near Lleida (Spain). Optical field data were acquired with the field spectrometer Spectral Evolution SR-
3500 along four different azimuthal planes: the solar principal plane (SPP), the plane perpendicular to the
SPP, the plane that overlap the orbits (12° North) planned for the S2NG satellites, and the plane
perpendicular to the latter (perpendicular S2), between [0° - £45°] zenith angles. Airborne data were
acquired with the VNIR Sensor CASI-1500, mounted on the FLIS (CheczGlobe), along the same azimuthal
plane of the ground acquisitions. For each set of measurements, which correspond to the S2
configuration, seven images were acquired, one for each flight line, in each azimuth, thus resulting in a
set of 21 remote sensing images that capture the scene with different viewing geometries. The field and
airborne data were collected at solar noon and during the afternoon, to observe how the canopy
anisotropy changes in relation to the different solar azimuth and zenith angles. The data collected during
the campaign allowed the characterization of the anisotropy of natural surfaces. The analyses were
carried out on both field data and airborne data in two spectral bands: RED (681 nm) and NIR (852 nm).
The analysis of the BRDF was further extended by fitting the field data from 19/07 with a Kernel-driven
semi-empirical model.

Resulis
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The comparison between the field and airborne data shows that, in general, the lafter have slightly lower
values for the red wavelengths. Conversely, the behaviour is reversed in the NIR, and the airborne data
show overestimated values compared to the field data. Overall, the relationship between the two sets of
data is excellent (R? ranging from 0.90-0.98) considering the perpendicular S2 orbit azimuthal plane and
the SPP plane (in both configurations), both in the red and near-infrared. The relationship between the
data becomes more critical in the perpendicular SPP azimuthal plane. This is likely due to the lower
variability of reflectance values, which results in a greaterimpact of insfrumental noise in the experimental
data or any outliers. In general, the differences observed between field and airborne data are mainly
aftributed to errors in the atmospheric correction.

Multi-angular reflectance was modelled with kernel-driven approach, the results show that the model
provide the befter performances. Especially, the best results (best fit) are obtained when the hot spot in
the SPP is considered. In this case, the parameters estimated from the fit can be used to estimate the
reflectance trend (multi-angle) of other azimuthal planes, even for those planes where the hotspot is not
present. This result suggests the need o estimate the weight coefficients on reflectance trends in the
azimuthal plane characterized by greater variability, that is, where the hotspot is present.

Outlook for the future

This work addressed challenges related to the measurement and analysis of vegetation anisotropy for
optical remote sensing applications. The activity allowed to quantify the variation of reflectance at
different wavelengths (in absolute terms and through the ANIF index) over the course of a day and for
different days during the growth of agricultural crops. In the future we intend to further develop this work
studying the multi-angular response over different canopies and also studying the anisotropic behaviour
of Sun Induced Fluorescence (SIF) over agricultural crops. A field campaign has already been made in
summer 2023, and few data have already been processed, but further analysis is planned in order to
characterize the anisofropic response of SIF. Furthermore, we want to extend the study related to the
characterisation of the anisofropy by means of the semi-empirical models both on reflectance and SIF.
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Challenge (800 - 1000 characters incl. spaces)

Intraspecific diversity is the basis for adaptation fo a changing climate, but how genotypic confributions
and plasticity confribute to infraspecific frait diversity is still largely unknown. Beech (Fagus sylvatica L.) is
common in Europe and ecologically, commercially, and culturally important. However, it is a drought-
sensitive tree species and particularly vulnerable in the seedling and young growth phase. Climate
change, including droughts and heatwaves, is likely to change the distribution of beech in Europe and
lead to local population declines. Although there is significant research on beech drought responses, the
use of spectroscopy to assess the physiological responses of beech seedlings is largely unexplored. We
addressed this challenge using a common garden experiment. Specifically, we assessed the response of
these seedlings to a simulated drought and furthermore asked whether and how beech tree seedlings
can acclimate to drought via phenotypic plasticity within one season.

Methodology (1200 - 1500 characters incl. spaces)

To this aim, we conducted a common garden experiment with 184 2-year-old beech seedlings originating
from 16 populations (provenances) across the species range in Europe with a focus on southern and
eastern portions of the range (Fig. 1a), and with a known population genetic structure. We exposed half
of the potted seedlings to two experimentally induced drought periods (i.e., rain-free days) in June and
July 2023 (two weeks each). The two drought periods were intermitted by a recovery period. To exclude
the rain, the pots were covered with pond film. The effect of the rain exclusion treatments was tracked
using soil moisture sensors placed in a subset of the pots. To assess plant responses to drought, we
measured seedling growth rates and leaf fraits such as chlorophyll content and stomatal conductance.
Using an ASD FieldSpec 4 spectrometer, we derived additional physiological, biochemical, and structural
fraits based on spectral indices. These include the Photochemical Reflection Index (PRI), which correlates
with the efficiency of photosynthesis, the Normalized Difference Water Index (NDWI) and the Red-edge
chlorophyllindex (CIRE). Furthermore, we used an inversion of the validated PROSPECT-D radiative transfer
model to derive plant parameters such as leaf pigmentation or leaf water content. This allowed us o
capture a multitude of relevant physiological drought stress responses across beech tree genotypes.
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Results (1200 - 1500 characters incl. spaces)

For both drought periods, the soil moisture sensors showed lower soil moisture for the drought tfreatment
compared to the sensors placed in pots of the control group, indicating that rain exclusion had resulted
in a strong drought effect. We could not detect differences in growth (length and stem diameter
increments) between drought-treated and confrol seedlings, which may be an artefact of keeping these
two-year-old seedlings in pofs. However, the mean stomatal conductance in the drought treatment was
significantly lower than in the control (235.3 mmol/m?2s and 367.5 mmol/m3s, respectively, during the first
drought).

Leaf spectroscopy proved to be a valuable tool in assessing the drought response of the studied seedlings
with the spectra showing a clear signal of drought stress (Fig. 1b). The different provenances show a similar
response to the induced drought treatment but that, depending on the leaf spectral index, genotype
was also a significant determinant of drought stress (Fig. 1c). The constituents derived from the inverse
PROSPECT-D model yielded detailed information on beech seedling physiology under drought stress (Fig.
2). Finally, we found that taller tfrees exhibited a stronger drought response. Taller frees faced more water
scarcity because of their greater biomass. They had a greater demand for water and at the same time
had less water available because their extensive root systems allowed less water storage in soil.

Outlook for the future (800 - 1000 characters incl. spaces)

Overall, our project confributes to understanding how intensified summer droughts influence plant
physiological and morphological traits especially in Fagus sylvatica. Changes in frequency and intensity
of summer droughts will be one of the fundamental determinants in future forestry and agriculture.
Spectroscopy could provide a useful tool to efficiently map drought responses in beech populations.
More research will be needed to close the gap between leaf level, canopy level and whole-ecosystem
remote sensing methodologies. This will allow to upscale the methodology and assess drought responses
over larger nurseries or mature forests. Knowledge about intraspecific diversity in the species’ drought
stress response will aid foresters in management and restoration approaches, and support efforts to help
beech persist.
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Figure 1. a) Overview of the provenances used in the experiment. The shaded area represents the species range of
F. sylvatica across Europe. Provenances are named by the country code (e.g., BE corresponds to Belgium) and the
first letter of the specific site. b) Mean spectra of beech seedlings in the control tfreatment (blue line) and drought
treatment (orange line) during the June drought. ¢) Log response ratios (LRR) of 17 indices derived from spectral
data from 12 provenances. If values are positive, this indicates that the drought treatment increased the value of a
given index (panels m-q), if values are negative, the drought negatively impacted this index (panels a-l). Note that
WABI (water balance index), had both significant positive and negative LRR (panel k).
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Figure 2. LRR based on the output of inverse PROSPECT-D modelling.
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Challenge

Our ability to anticipate and plan for future changes to the climate system depends on a mechanistic
understanding of water, energy, and carbon fluxes in terrestrial ecosystems. A global understanding of
these fluxes is made possible by scaling up the insights gleaned from site-level research. However, tower
flux measurements are limited in their spatial extent, provide area-averaged estimates across the fower
footprint, and are subject to uncertainties associated with data processing. Remote sensing offers a
means for upscaling eddy-covariance (EC) data and identifying biological processes that drive the
observed fluxes. Unlike the EC flux community (FLUXNET, AmeriFlux), the diversity of sensor types, insfrument
designs, and scientific communities involved in proximal remote sensing presents standardization
challenges and limits the ability to create an informatics framework that would allow a coherent data
system ready for widespread use.

Methodology

Five different types of proximal remote sensing data are useful for addressing ecological questions
when combined with flux data: light detection and ranging (LIDAR), spectral reflectance, solar-induced
chlorophyll fluorescence (SIF), thermal radiance, and microwave backscafter (Figure 1). Our primary
motivation is fo describe the specific utility of these remote sensing types for advancing our understanding
of flux data. We provide a technical overview of how tower-mounted remote sensing data can be used
to advance flux science specifically within the flux tower footprint. In this overview, we highlight the
questions that can be answered by combining different proximal remote sensing data types with flux
data, outline where current co-located flux and remote sensing data exists, and provide practical
recommendations for data collection. The recommendations provided in this synthesis came from
community solicited comments and a workshop called ‘Linking Opftical and Energy Fluxes’ hosted in July
2023 at the Mountain Research Statfion in Colorado. Over 40 attendees from around the world working
on tower based remote sensing and fluxes set out to achieve 3 primary goals: 1)Build awareness of the
existing synergies, challenges, and opportunities between remote sensing and flux science; 2) Foster new
cross-disciplinary connections to identify and address knowledge gaps and uncertainties associated with



both flux and remote sensing data; and 3) Increase the accessibility, usability, and standardization of
remote sensing data so that it can be used to inform flux data, following the FAIR principles.

Results

Lidar, thermal, spectral reflectance, SIF, and microwave data can provide unique and complimentary
insights into ecosystem fluxes. For example, lidar can be combined with SIF and spectral reflectance data
to infer canopy structural traits, plant stress detection, and carbon-use efficiency; SIF data can be used
in tandem with spectral reflectance data for inferring light-use efficiency and thermal data to estimate
water-use efficiency; and microwave backscatter data can be used with thermal data to approximate
plant water use. Taken together, a synergy of these data with eddy covariance derived fluxes can help
inform plant phenology, plant carbon uptake, carbon accumulation, evapofranspiration, and the
temperature dependence of photosynthesis. To make these connections, however, specific attention
needs to be paid to cdlibrations, data processing, spatial and temporal aggregation, and retrievals.
Beyond this, choice of instrumentation and viewing geometry should be guided by the characteristics of
the EC flux footprint at a given site. Although EC fooftprints are orders of magnitude larger than those of
remote sensing observations, the optical footprint should be representative of the EC footprint depending
on the heterogeneity of the site and other factors such as meteorological conditions. Users are faced with
several choices in instrument configuration such as bi-hemispherical vs. hemispherical-conical, nadir vs.
off-nadir, and stationary vs. scanning; while trade-offs are inevitable in these decisions, each can be
leveraged to improve compatibility between opftical and EC footprints. With these considerations, we
can collectively build a robust, standardized data sharing protocol for tower-based remote sensing data.

Outlook for the future

Proximal remote sensing tools can help to quantify energy fluxes (carbon and water) and assess
vegetation condifions at scales enabling mechanistic interpretation of acquired signal. The combination
of these tools can help overcome some of the limitations and uncertainties of current carbon and water
accounting methods. Embedding high spatial and temporal resolution proximal remote sensing systems
info flux science will constrain uncertainties associated with spatially limited measurements, model
development and evaluation, defining dynamic baselines for carbon projects, identifying spatially distinct
landscape units, and maximizing the information content of current data networks. Development of
robust, standardized proximal remote sensing system is needed, and transdisciplinary partnerships across
remote sensing, ecosystem science and flux communities can help. Given the results and feedback from
this workshop we are working fowards a standardized database of tower-based remote sensing to enable
validation and calibration of satellite data and terrestrial biosphere models.
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Challenge

Understanding how forest canopies modulate the spectral properties of solar radiation, i.e., the spectral
fransmittance characteristics of forest canopies, is important both ecologically as well as for the
interpretation of remote sensing data. Models of radiation transfer are a key tool in creating this
understanding and developing physically based methods for interpreting hyperspectral remote sensing
data. However, empirical evaluations of the models’ performance in simulating forest canopy spectral
fransmittance have rarely been performed. This is partly because empirical measurements of canopy
spectral fransmitfance are rare. Here we utilized a unique in situ data set to evaluate an approach for
simulating forest canopy spectral tfransmiftance based on photon recollision probability theory (p-theory).

Methodology

In situ measurements of forest canopy spectral transmittance were performed in clear-sky conditions in
21 study plots located in four study sites in Finland, Estonia, and in the Czech Republic. The sites were
Hyytidld (61°51'N, 24°18'E), Jarvselja (58°17'N, 27°19'E), Bily Kfiz (49°30'E, 18°32'N), and Lanzhot (48°41'N,
16°57'E), representing boreal conifer-dominated, hemi-boreal mixed, temperate broadleaved, and
temperate coniferous mountain forests, respectively. Canopy transmittance is defined here as the
downward spectral iradiance below the canopy divided by that on top of the canopy, and it was
measured using ASD FieldSpec3 and 4 spectrometers accompanied with cosine receptors. We employed
a p-theory based model for simulating the canopy spectral fransmittance. The model has spectral
(spectra of forest floor, foliage, and woody elements) and spectrally invariant (canopy gap fractions,
plant area index) parameters. We parameterized the model based on in situ hemispherical photographs
giving canopy gap fraction and plant area index, and measurements of canopy element and forest floor
spectral properties. We evaluated the performance of the model by comparing the simulated mean
canopy spectral transmittance in each study plot against the in-situ measurements.

Results

Preliminary results of the experiment indicate qualitatively good performance of the p-theory in simulating
the wavelength-dependence of canopy transmittance, i.e., the ‘shape’ of the canopy transmittance
spectra: only slight overestimation of transmittance in the near- and shortwave-infrared region for
broadleaved forests is observed. However, accurate parameterization of canopy gap fractions is
important for correctly simulating the overall level of transmittance. Here we utilized hemispherical
photographs and a binarization algorithm for deriving the canopy gap fractions. Sensitivity analyses
performed with the model demonstrate the importance of woody elements and canopy clumping in
affecting near-infrared scattering, and thus the observed canopy transmittance. Particularly the woody
elements are important to include, in order to prevent significant overestimation of canopy scattering.
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On the other hand, assuming direct solar radiation only, i.e., ignoring the diffuse component of the
incoming irradiance had only minor effect on the simulated canopy transmittance in clear-sky conditions.
Work on providing quantitative evaluation metrics (RMSE, bias) and assessing the model in simulating
small-scale spatial variability is ongoing. We also plan to compare the results against a 3D radiative
fransfer model.

Outlook for the future

This work demonstrates the utility of in situ spectroscopy in characterizing habitat quality under forest
canopies and quantifies the performance of p-theory in replicating these in situ measurements. Modeling
canopy spectral transmittance can complement empirical observations and benefit ecophysiological
research on how the vegetation on the forest floor respond to environmental conditions. Because canopy
fransmittance is a sub-component of forest reflectance models, the work also advances interpretation of
hyperspectral remote sensing data based on these models. The p-theory is promising for applications
where good computational performance is necessary, e.g., when modeling the diurnal variation of
canopy spectral transmittance. Further comparison against a 3D radiative fransfer model can reveal
important insights on the spatial variability of canopy transmittance.
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Figure 1. (a) Measured mean canopy fransmittance spectra for each study plot and (b) corresponding spectra
modelled based on p-theory. Wavelength regions that were noisy in the in-situ canopy transmittance or model input
data have been masked out.
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Challenge

Northern peatlands store up to 25% of global soil organic carbon and host many endangered species;
however, they are facing degradation due to climate change and draining. In northern peatlands,
vegetation indicates the ecohydrology and health of the ecosystem. An understanding of the spectral
characteristics of the vegetation in these peatiands will enable satellite-based monitoring of their status.
To support the interpretation of new and forthcoming hyperspectral satellite missions, we need laboratory
and in situ spectral measurements and a comprehensive understanding of the spectral characteristics of
peatlands created based on them. In this study, we collected and analyzed an extensive spectral library
of vascular and non-vascular vegetation in different arctic, boreal and hemiboreal peatlands ranging
from southern Estonia (57°N) to northernmost Finland (69°N). A special focus was on Sphagnum mosses,
which are a dominant feature in northern peatlands.

Methodology

First, after snow melt in 2022, we collected 90 samples of Sphagnum mosses representing 10 common
species (Fig. 1a). The mosses were obtained from peatiands in Southern Finland and grew in habitats
representing different nutrient levels. We measured their nadir-view reflectance spectra (350-2500 nm) in
a laboratory setting with an ASD FieldSpec-4 spectrometer and a laboratory light source. All samples were
measured in different stages of desiccation (as fresh, after 24 hours, after 48 hours, and after 1 week), so
that we were able to analyze systematically how the spectra of different species change as the samples
dry. Next, we conducted an extensive field campaign during two growing seasons (2022, 2023) in pristine
peatlands in Estonia and Finland. We measured the nadir-view reflectance spectra of 450 vegetation
plots (Fig. 1b). The vegetation plots represented different nutrient and moisture levels and hosted alarge
range of different types of vascular plants and peatland mosses. In addition to the spectral
measurements, we also estimated cover fractions of different plant functional types from photographs of
the plots and measured the moisture level of the plots. The data set was used to examine how the spectral
signature of a plot is affected by the plant functional types present in its vegetation communities. To our
knowledge, this is the largest spectral library of peatland vegetation collected to-date.

Results

Results from the laboratory study showed that Sphagnum moss species had, to different extents, species-
specific spectral features. They were also visually distinct from the reflectance properties of vascular plants
and lichens. Furthermore, the spectral responses that Sphagnum species exhibited during desiccation
were characteristic of their habitats. The spectral regions that were strongly associated with the moisture
confent were within the shortwave infrared region. The spectral library of the Sphagnum mosses has been
published as an open data set (doi: 10.17632/wmbfcxdmzd.1) and is thus already available for the remote
sensing community to use.



Results from the field campaigns in Estonia and Finland, on the other hand, are not yet ready, because
the measurements were only recently completed, and we are currently analyzing the data. Our
preliminary results show that there is significant variation in the reflectance spectra of the different
peatlands and their vegetation communities. In the conference, we will present a more comprehensive
interpretation of how fractional covers of different plant functional types are connected to the spectral
properties of vegetation from hemiboreal to arctic peatlands.

Outlook for the future

The spectral properties of vegetation in peatlands have been poorly understood until now. Our study
creates a fundamental understanding of how surface vegetation (i.e., vascular plant and moss species)
diversity and spectral variation are connected in northern peatlands. It also provides to-date the world’s
largest spectral libraries of northern peatland vegetation as open data. We anficipate that our analyses
on the connections between plant diversity and in situ and laboratory spectra will support the
development of operational methods for remote monitoring of peatland vegetation using data from the
new and forthcoming hyperspectral satellite missions (e.g., EnNMAP, PRISMA or CHIME). Finally, we expect
that our spectral library will have future scientific uses in e.g., radiative forcing calculations (climate
modeling) and biodiversity assessments.

Mesotrophic species

S. centrale S. girgensohnii S. riparium

..

S. angustifolium S. capillifolium S. fallax

Intermediate species

Ombrotrophic species

S. cuspidatum S. fuscum S. rubellum

Figure 1. (a) Sphagnum moss species that were measured in the first part of the study. (Image credit: Salko et al.
2023. Ecology and Evolution. 2023;13:e10197, CC BY 4.0 License). (b) Example of a field measurement site in the
second part of the study,
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Challenge

Plant diversity is of vital importance for human well-being and at the same time rapidly decreasing at a
pace exacerbated by global change. Infraspecific trait variation influences plant community structure
and ecosystem functions and its loss may be an early indicator of biodiversity loss (Des Roches et al.
2018).

European beech (Fagus sylvatica), a dominant tree species of Central Europe, shows variable sensitivity
to drought (Leuschner 2020). Increasing drought frequency and severity has led to diebacks observed
across large parts of its range. In Germany and Switzerland, these occur in a patchy manner, where
neighboring beech tfrees have very different outcomes (Frei et al. 2018, Gonzalez et al. 2021, Pfenninger
et al. 2021, Weigel et al. 2023).

In this study, we aim to assess functional diversity of European beech from imaging spectroscopy data.
Specifically, we analyze to which extent patterns of trait variation within beech forests are related to the
probability of drought in these areas. Further, we examine the importance of past local drought events,
long-term climate and soil factors for trait variation in beech.

Methodology

We are using airborne imaging spectroscopy data acquired over beech-dominated forests during the
2021 AVIRIS-NG campaign across six countries representing the edges and center of European beech
distribution. Further, beech-dominated forests will be exiracted using leaf type data provided by
Copernicus.

We will derive foliar traits of these beech forests using radiative transfer model (RTM) inversion
(Kattenborn et al. 2017). We will develop a scaling method that allows comparing the intraspecific trait
variation observed to the expected per-location variation by leveraging existing information about the
distribution of genetic variation across the range of European beech (Stefanini et al. 2023). We will then
compare trait variation per forest with (1) average climatic conditions, and (2) exposure to drought
during the past decades. Specifically, we will build linear ridge regression models to explain intraspecific
frait variation and average trait expression per forest with climatic factors from WorldClim, soil factors
from SoilGrids (Hengl et al. 2014), and drought events derived from Bioclim by CHELSA (Karger et al.
2017, Karger et al. 2018). Finally, we will assess the independent and joint effects of these factors for



explaining intraspecific trait variation as well as average trait expression per forest using hierarchical
partitioning.

Results

We expect to see trait patterns change with climate and drought exposure, but less so with soil
conditions. For example, we expect that stands in dryer habitats show lower values for stress-related
fraits, e.g., lower leaf mass per area (LMA), as well as lower values of leaf area index (LAI). Drought
exposure may be related to average soil texture, however, we expect soil factors o independently
explain average plant traits related to the leaf nutrient status, including chlorophyll content, or stress,
such as LMA.

Moreover, we expect functional (infraspecific) diversity to be correlated with environmental conditions
and drought exposure. In particular, we expect stress-related fraits to vary less in dryer habitats
compared to wetter habitats even when accounting for baseline differences in genetic diversity.
Because beech grows across a wide range of soils characteristics, we might see

frait variation increases with soil diversity potentially independent of climate.

We expect that increased drought probability will generally correlate with dryer habitats and thus lower
intraspecific trait diversity. We furthermore expect the bias in frait diversity (central tendency) to vary
systematically across the range, with more extreme values toward range extremes.

Outlook for the future

This study may improve our understanding of infraspecific trait variation across different climate, drought
history and soil conditions. Accounting for baseline genetic variability will indicate locations where there
is evidence for specific environmentally dependent plasticity or fargeted selection. We aim to identify
conditions and locations where the risk of beech tree die-offs are increased, and determine to what
extent our predictions align with currently accepted knowledge for this species.

Finally, management decisions are usually taken locally, thus scaling down biogeographical processes
becomes more important. This study will improve our understanding of the relative contributions of
genetic variation, climate, soil and drought exposure at local (forest) scales.

We expect that our study will improve understanding of drought-related risks for a dominant free
species of central Europe and provide a better basis for management decisions.
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Challenge

Forests face a growing threat from climate change, resulting in worldwide tree die-offs over recent
decades. Leaf water content is crucial for assessing forest health, affecting physiological processes like
photosynthesis or transpiration. Thus, developing spatial methods to assess canopy water content
provides key insights intfo the forest's current state and potential changes from abiotic or biotic factors.
The main challenge is its spatial variability due to factors like soil and atmospheric conditions. Remote
sensing techniques, particularly hyperspectral data, offer a non-destfructive alternative to labor-intensive
and location-limited ground measurements. While these methods are often applied to various vegetation
types, such as crops and grasslands, there's limited research in forests. Therefore, the primary goal of this
study is to evaluate canopy water content in a mixed-temperate forest using airborne hyperspectral
imagery and two empirical methods.

Methodology

The study area is Bavarian Forest National Park (BFNP), located in the southeast of Germany. The airborne
hyperspectral data from Fenix sensor was acquired in July 2017 coincident with a field campaign. Its
spatial resolution is about 3 m and covers 623 narrow spectral bands (380- 2500 nm). Measurements of
Leaf Area Index (LAI) and Leaf Water content (LWC) were gathered across 30 plots of approximately 200
m? of various forest types: 10 broadleaf, 11 needleleaf, and 9 mixed stands. From this field information, the
Equivalent Water Thickness metric was calculated at canopy level (EWTeanopy) and used to estimate this
metric from hyperspectral data with two empirical methods, narrowband vegetation indices (NVIs) and
the partial least squares regression (PLSR). Hyperspectral data were pre-processed and the mean spectral
reflectance was calculated for each plot using a 9 x 9 pixel window to extract representative samples.
The equations of five broadband vegetation indices were used to calculate the NVIs using all paired
waveband combinations. Their relationships with EWTcanopy Were explored in terms of Pearson correlation
identifying the most sensitive regions. The specific band combination for each NVI that resulted in the
highest correlation was used fo generate a linear regression model. These results were compared with
those obtained using different spectral regions as input in the PLSR model. All models were validated with
the leave-one-out method.
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Expected results

The NVIs approach showed that the most sensitive bands for canopy water estimation range between
1000 and 1370 nm. Particularly, Ratio-based NVIs (i.e. Normalized Difference Water Index (NDWilnarrow), and
Water Index (Winarow)) presented the best performance with a lower cross-validated root mean squared
error (RMSEcv) and a higher coefficient of determination (R%yv), followed by the slopenarow and the soil-
based NViIs (i.e. Soil Adjusted Vegetation Index (SAVI2narow) and Transformed Soil Adjusted Vegetation
Index (TSAVinarrow)). Particularly, Winarow showed the best results with an RMSEcev of 0.0102 g/cm? and an
RZ.v of 0.6124. Regarding forest types, the highest errors in terms of the normalized RMSEcv were found in
broadleaf stands whereas the mixed and needleleaf stands showed similar accuracies with slightly lower
errors in needleleaf stands. PLSR results showed that the lowest RMSEcy of 0.0108 g/cm? was found when
using the 16 most sensitive spectral bands obtaining an R2.v of 0.6516. Higher errors and lower R2.y were
obtained when using the other spectral subsets with more spectral bands and when using the entire
spectrum. The best performance of the PLSR model yields an increment of 6.40% in terms of RZv,
compared to the best results derived from the NVIs but did not lead to a reduction in RMSEcv. A spatially
continuous map was generated using the PLSR model which showed spatial coherence among forest

types.

Outlook for the future

This study demonstrates the ufility of hyperspectral data for estimating spatially continuous canopy water
content in temperate forests. The strong performance of the Wiharow and the PLSR model using only 16
spectral bands, suggests the possibility of upscaling EWTecanopy from hyperspectral to multispectral data,
allowing vegetation water content monitoring using time series from satellifes such as Sentinel-2 or
Landsat. In addition, this approach can reduce the need for extensive field data enabling water content
estimation over time with a lower cost. Moreover, the spatiotemporal analysis of EWTcanopy With satellite
data contributes to monitor forest health, providing near-real-time information about forest's condition
helping the forest managers in making decisions on forest conservation.
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Challenge (800 - 1000 characters incl. spaces)

Vegetation traits are widely used indicators of the physiological status of vegetation. The retrieval of traifs
that vary within the canopy and within the stand/spatial level is a challenge that has not been wholly
addressed yet. In the case of within-canopy variability, the challenging questions are: How does the
refrieval performance of leaf-level traits differ for sun-exposed vs. shaded canopy positionse We
hypothesize that the differences between the retfrieval performance for sun-exposed and shaded ftraits
will be smaller in spring and larger in summer and fall. In the case of spatial variability, our question is how
the spectra/traits change from the leaf level to the individual tree level (0.5 m CASI data) and fo mixed
spectral information of several crowns (20 m Sentinel-2 data). In the context of our study site, where stands
of rich structure and areas of monocultures are present, we assume that higher uncertainty in trait
retrievals will be observed in stands of rich sfructure.

Methodology (1200 - 1500 characters incl. spaces)

Three types of data at different spatial scales were used: 1) measurements of leaf samples for the leaf
level taken at different positions in the canopy; 2) CASI VHR hyperspectral data for the individual tree
level, 3) Sentinel-2 data of mixed spectral information for the forest stand level. We worked with 405 leaf
samples collected in the study area of the Lanzhot floodplain forest from 14 frees of the following species:
Austrian Oak (2 trees), English oak (2 trees), European hornbeam (4 trees), Narrow-leaved ash (4 trees)
and Small-leaved linden (2 trees). Tree samples were collected in seven consecutive campaigns on April
24-25, 2019, July 18-24, 2019, September 4-11, 2019, October 17-24, 2019, May 11, 2020, July 23-26, 2020,
October 22, 2020. Various trait refrieval methods were used in order to compare their performance: 1)
RTM models PROSPECT4 for the leaf level and inversion of PROSAIL to estimate canopy level traits. 2) further
PLSR and for leaf level and 3) Random Forest for leaf level and neural networks (NN) in Machine Learning
Regression Algorithms (MLRA) in ARTMO for the canopy scale. To determine the accuracy of the fraits
retrieval, the coefficient of determination (R2) and normalized root-mean-square error (NRMSE) were
used.
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Preliminary results (1200 — 1500 characters incl. spaces)

The vegetation functional traits were retrieved for all the levels — leaf, crown (CASI) and stand (Sentinel-
2). We estimated chlorophyll content (Cab), dry matter (Cm) and water content (Cw) for the leaf level
and Cab and leaf area index (LAI) for the canopy/stands scale. As the first step, traits from both canopy
positions were used for model fraining and validation. For the accuracy validation at the leaf scale (Figure
1), the best estimation was found for Cab using RF, for Cm using PLSR and for Cw using PLSR. However,
RTM also brought good accuracies. The fit of estimated to measured values was quite consistent across
the season (see colour curves in Figure 1). As Table 1 shows, on the canopy scale in general all models
performed rather good (except of PLSR in campaign 2) in case of Cab traits estimations. Better estimations
were in general achieved for Senfinel-2 and best performing method was RTM followed by PLSR for
Sentinel-2 and by ML (NN) for CASI. While for LAl slightly better estimations were gained for CASI and the
best performing method was PLSR. Comparing the variability of CASI and Sentinel-2 traits, the results for
individual methods and campaigns are not unambiguous when we evaluate the overall area. In the next
steps we will compare the variability of rich structure stands and areas of monocultures. We will also
examine how the refrieval accuracy differs between sun and shade canopy position. The results will be
presented on the conference.
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Figure 1. Estimations for the leaf scale using RTM, PLSR and RF. Leaf traits from both canopy positions — sun
exposed and shaded were used for model training and validation.
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Cab LAI
RTM ML (NN) PLSR RTM ML (NN) PLSR
NR NR NR NR NRM NRM
R2 MSE R2 MSE R2 MSE R2 MSE R2 SE R2 SE
CASI Airborne
Campaign 1 | 0.95 | 0.06 0.87 0.1 0.82 | 0.14 0.9 | 0.09 0.95 | 0.06 0.8 | 0.13
Campaign2 | 0.82 | 0.14 0.67 | 0.16 0.49 | 0.26 0.87 0.1 0.77 | 0.28 0.86 | 0.11
Campaign 3 | 0.53 0.1 0.62 0.2 0.76 | 0.06 0.49 | 0.09 0.71 0.33 0.74 | 0.15
Campaign 4 | 0.68 | 0.34 0.65 | 0.39 0.56 | 0.39 0.61 0.2 0.56 | 0.29 0.9 0.08
Campaign 6 | 0.81 | 0.13 0.86 | 0.11 0.68 | 0.18 0.92 | 0.08 0.74 | 0.13 0.94 | 0.07
Sentinel 2
Campaign 1| 0.92 | 0.07 0.88 | 0.09 0.76 | 0.15 0.95 | 0.06 0.2 | 0.49 0.86 | 0.12
Campcaign2 | 0.88 0.1 0.81 | 0.15 0.87 | 0.11 0.89 | 0.09 0.73 | 0.14 0.83 | 0.12
Campaign3 | 0.82 | 0.12 0.69 | 0.16 0.83 | 0.13 0.86 | 0.11 0.93 | 0.07 0.9 0.09
Campcaign4 | 0.58 | 0.34 0.72 | 0.29 0.87 | 0.21 0.31 | 0.12 0.75| 0.14 0.58 0.2
Campaign é 0.9 | 0.11 0.73 | 0.17 0.74 | 0.17 0.65 | 0.08 0.53 | 0.24 0.75 | 0.16

Table 1. Estimations for the canopy scale for CASI and Sentinel-2 using RTM, ML (NN) and PLSR
Outlook for the future (800 - 1000 characters incl. spaces)

In this study, the assessment of the physiological status of the vegetation is based on Cab, Cm and Cw
for the leaf and Cab and LAl for canopy scale. Other traits could also be evaluated in the follow-up
activities. At the leaf level, for example, these may include Carotenoids (Car), Brown pigment content
(Cbrown) and Mesophyll structure (N). At the canopy scale, leaf mass per area (LMA) and specific leaf
area (SLA) can also be considered. We propose fo combine hyperspectral and Lidar data to improve
the accuracy of 3D plant trait retrievals. Future work can also focus on predicting the variability of plant
functional traits over large areas, using new spaceborne hyperspectral missions (e.g. PRISMA and EnMAP)
can be used. Improvements can also be achieved by combining RTM with the other machine learning
or deep learning techniques. Precise estimation of leaf-level traits from remote sensing can be used to
predict ecosystem responses to environmental and climatic factors.
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Challenge

Biologically diverse boreal forests with structures similar to old-growth patches are under strong pressure
from forest management and climate change. Such forest areas are identified and protected under
national and European agendas. Identifying them remotely is possible by mapping indicator overstorey
species characteristic of forest sites with high ecological value. Hyperspectral remote sensing, also known
as imaging spectroscopy, has demonstrated capacity in free species mapping and the reflectance
differences between the free species are documented in the lab-measured spectral libraries available
online. However, the spectral libraries provide data for individual elements of the vegetation canopy,
such as leaves and bark, while in the actual hyperspectral image of a forest canopy these signals are
convoluted with the effects of canopy structure and illumination geometry. Thus, mapping of species is
generally done empirically, by supervised or non-supervised classification of hyperspectral imagery. As
this cannot be the preferred approach for automatic detection of ecologically important forest habitats
for large areas, we tested how a physically-based forest reflectance model can upscale the spectral
signals of the canopy elements of an important indicator overstorey species in European boreal forest,
common aspen (Populus fremula L.), to allow its detection in air- and spaceborne hyperspectral data.

Methodology

We used a sophisticated forest reflectance model FRT (Forest Reflectance and Transmittance), well suited
for the task and validated using measurements and model intercomparison. The simulations of forest
spectral reflectance used the spectral reflectance and fransmittance properties of the foliage and bark
of tree species measured in Finland and Estonia and were performed considering the actual distributions
of forest variables (incl. species composition, free height, stand density) determined from country-wide
sampling of forest plots. Forest floor was assumed to compose of typical vegetation and other material
of the modelled forest sites and its reflectance constructed from the samples available in online spectral
libraries. Forest reflectance was simulated at the level of a stand, assumed to correspond to the pixel size
of a high-resolution hyperspectral satellite sensor (e.g. EDBMAP or CHIME). The simulated stands included
ones consisting only of the indicator species (i.e. aspen) as well as varying mixtures of aspen with the
species occurring naturally in same stands, typically silver birch (Betula pendula Roth) and Norway spruce
(Picea abies (L.) Karst.). The separability of the different species based on their spectra was first tested at
leaf level and then for the simulated stand level spectra using standard classifiers. Next, we fested the
theory of spectral invariants to retrieve the mean reflectance factor of the leaf in the simulated stand
spectrum and compared it with the spectral library-derived spectrum of aspen. Finally, we applied the
best-working algorithm to hyperspectral data acquired over Southern Finland with known presence of
aspen trees in mixed stands.



Expected results

The greatest probability of confusing the species studied here based on their spectra was for the
broadleaves. The leaf level spectra of aspen and silver birch — the most common broadleaf species in the
boreal region — were best separable in the visible fo red edge spectral regions (Figure 1 and 2) and a
narrow SWIR band at approx. 1900 nm in the shortwave infrared — but the latter is masked by atmospheric
absorption. They were easily separable at the level of the leaf and pure stands, although having different
leaf angle distributions. As the share of aspen leaves in the simulated stands decreases, so does the
spectral separability. The theory of spectral invariants allowed to separate the two broadleaf species at
the level of a stand.

Outlook for the future

Recent studies have shown that the spectral properties of tree leaves at peak growing season may
remain constant over large geographic area, indicating the possibility of the use of spectral libraries for
mapping biodiversity hotspots. Also, physical methods allow to scale leaf reflectance to that of a canopy
and vice versa in a computationally efficient manner. Thus, approaches based on forest reflectance
models or other mathematical tools will allow to use the spectral differences quantified for leaves in robust
large-scale species mapping. Further work is still needed in quantifying the effects of spatial and temporal
variation in leaf spectra and canopy structure on the species identification.
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Figure 1 Aspen and birch adaxial reflectance from a spectral library (doi: 10.17632/nvgjcn5nsx.1) averaged from
measurements of 57 canopy top-layer leaves for each species, and their normalized difference.
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Figure 2 Examples of reflectance spectra of aspen and birch leaves (adaxial) and spruce needles of sample trees
from Jarvselja, Estonia (doi: 10.17632/t5f554s7¢cn.1). In addition, stem bark reflectance spectra of the same tree
species are presented (doi: 10.17632/pwfxgzz5f.2).
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Challenge

Started in September 2022, the PANDA-WATER project is part of the ASI's programme “PRISMA-SCIENZA".
PANDA-WATER aims fto assess PRISMA suitability for addressing challenges in aquatic sciences and
ecosystem monitoring, exploiting its radiometric sensitivity, spatial and spectral resolutions. The overall
objective of PANDA-WATER is to provide a set of innovative satellite products, derived from imaging
spectrometry, that enables the refrieval of parameters of interest for coastal and inland water
applications. The novelty of PANDA-WATER stems from the application of state-of-the-art algorithms that
exploit the hyperspectral PRISMA data, thus resulting in enhanced observational capabilities respect to
current Copernicus missions. This work provides an overview of the scientific context of the project, the
methodology and the ongoing activities, with an outflook towards the contribution to upcoming
hyperspectral missions (i.e., Copernicus CHIME, NASA's PACE and SBG, ASI's PSG).

Methodology

The capabilities of PRISMA imaging spectrometry, combined with innovative analysis techniques, are
exploited to improve existing products and to develop innovative products for inland and coastal
ecosystems. These products focus on: opfically active water constituents; particle size distribution; water
depth and benthic substrate; natural or artificial floating materials; cyanobacteria and harmful algal
blooms. To ensure the radiometric adequacy of PRISMA for aquatic applications, preprocessing of the
data is performed prior developing and testing the algorithms. Preprocessing includes the evaluation of
environmental noise equivalent reflectance, sun-glint and cloud masking and the accuracy assessment
of atmospherically corrected reflectance. Surface reflectance and water quality products are validated
using matchup data from radiometers installed on stationary platforms and targeted in situ campaigns,
also allowing algorithm parametrization and development. Moreover, to address the need for higher
spatial resolution in inland and transitional waters, a novel pansharpening approach has been
developed. Water quality products are obtained using different approaches: e.g. bio-optical modelling
inversion techniques to characterize the benthic substrate and water depth in optically shallow waters
and machine learning models to detect phycocyanin concentration or to map floating materials.
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Resulis

In this section, some preliminary results of the PANDA-WATER project are presented and discussed. Figure
1 shows the qualitative comparison of waterreflectance derived from PRISMA (L2C standard atmospheric
correction processor and ACOLITE atmospheric correction tool) and measured in situ for the Venetian
Lagoon and Lake Trasimeno. Depending on the water conditions and related optical complexity, satellite
and in situ reflectance spectra vary in terms of the shape and magnitude. Both L2C and ACOLITE
performed adequately in inland waters, but ACOLITE showed better results compared to L2C in coastal
waters. In Figure 2a, the benthic substrate map for the Venetian Lagoon, obtained with the BOMBER bio-
optical modelling inversion, shows the distribution coverage of the two major groups of submerged
aquatic vegetation (seagrasses and macroalgae) and the bare substrate. In situ surveys and thematic
maps of submerged vegetation coverage confirmed the accuracy of the derived map and its ability fo
discriminate between benthic cover classes. The phycocyanin concentration map, generated for the
Lake Trasimeno, was obtfained with the Mixture Density Network machine learning algorithm (Figure 2b).
Although in situ data for validation was unavailable, the results appear qualitatively consistent with the
characteristics of the site. Further analysis is required for testing algorithms and models and assessing
uncertainties.

Outlook for the future

PRISMA is a pre-operational mission that is included in the "roadmap" of hyperspectral missions and plays
a strategic role in the future of hyperspectral operational mission within Sentinel missions of Copernicus
European Program. Demonstrating the capabilities of PRISMA for observing coastal, transitional and
inland waters, the PANDA-WATER project may contribute to the perspective of a fully operational
hyperspectral mission. The optical complexity of inland and coastal waters, which usually shows a fast
rate of change and a patchy distribution of water components, makes crucial the synergetic exploitation
of multi- and hyperspectral satellite missions. This will improve the temporal observational capabilities of a
single mission addressing challenges in aquatic sciences and meeting end-user needs and requirements
for ecosystem management and monitoring.
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Figure 1 Qualitative comparison of remote sensing reflectance (Rrs) for the Venetian Lagoon (left) and Lake
Trasimeno (right). In situ Rrs obtained from autonomous radiometer systems (blue); PRISMA Rrs processed using: Level
2 standard atmospheric correction processor (L2C) (red); ACOLITE atmospheric correction tool with the dark
spectrum fitting (DSF) algorithm (ACOLITE/DSF) (green).
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Figure 2 (a) Benthic substrate coverage characterization for the Venetian Lagoon (PRISMA data acquired
on 11t September 2023); (b) Phycocyanin concentration map for Lake Trasimeno (PRISMA data acquired on 20t July
2022).
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Challenge

Intense harmful algal bloom (HAB) events in coastal waters are expected to increase in frequency in the
coming decades. On the French Atlantic coast, blooms of Lepidodinium chlorophorum (LEPI) are
observed almost every year during the summer months. Even though LEPI does not produce toxic
substances, it is considered as a HAB specie because the large cell accumulation during blooms can
lead to anoxic conditions, resulting in the massive mortality of fish and molluscs, ecosystem imbalances,
and impacts on human health. LEPI is a green dinoflagellate that lacks some of the diagnostic pigments
of most dinoflagellate species, such as Perinidin or Chlorophyll-c. However, it does contain Violaxanthin
and Chlorophyll-b (Chl-b), which is specific of green algae. The unique pigmentary profile of LEPI can
pose challenges for detection algorithms. In this study, we explored the capabilities of hyperspectral
PRISMA data to detect the presence of Chl-b during a concentrated bloom of LEPI in France.

Methodology

Within the scope of the PANDA-Water project, we utilized a PRISMA image acquired on 30/07/2022 from
the French Atlantic coast during a phytoplankton bloom dominated by LEPI. The image was corrected
from atmospheric effects using ACOLITE to obtfain remote sensing reflectance (Rrs). Pixel samples were
then extracted over the most concentrated areas of the bloom, and their average computed. The
standardized PRISMA spectrum showed a good agreement with Rrs in situ measurements obtained during
a LEPI bloom in the same region (Fig. 1A). Notably, this Rrs spectrum exhibited a distinct absorption band
at approximately 650 nm, indicative of Chl-b. To detect the presence of Chl-b, we infroduced the CblLH
algorithm, which is based on the line height (LH) computed from the bands at 628, 646 and 665 nm. This
algorithm establishes a baseline through linear interpolation between 628 and 665 nm and uses the
distance between the interpolated value and the measured value at 646 nm as a proxy of Chl-b
concenfration (Fig. 1B). The CbLH algorithm was applied to the PRISMA imagery of the LEPI bloom, and
to another PRISMA image captured during a concentrated bloom on 24/07/2022, dominated by
Lingulodinium polyedra (LINGU), a HAB-forming species lacking Chl-b and serving as confrol. The
Chlorophyll-a (Chl-a) algorithm (Smith et al., 2018, Remote Sens. Environ., 215) was also applied to both
images for the detection of the whole area occupied by each bloom.



Results

Both HAB blooms occurred on the French Atlantic coast, with a 6-day gap between them, and the LEPI
bloom situated to the north of the LINGU bloom. In situ water samples collected for phytoplankton
identification during these events confirmed that LEPI dominated on 30/7, while LINGU dominated on
24/7.Inintense events, Chl-a concentration reached approximately 200 mg m-=3, common during massive
summer blooms (Fig. 2a and c).

The CbLH algorithm, applied to PRISMA data, effectively detected the presence of Chl-b during the LEPI
bloom (Fig. 2b). PRISMA's medium spatfial (30m pixel) and hyperspectral resolution enabled the
identification of narrow spectral features. While this method serves as a proxy of Chl-b and has not been
calibrated to quantify its concentration, it is a reliable indicator of the pigment presence, and by
extension, the presence of LEPI and relative LEPI cell abundances within the bloom. The bloom in this
event was distributed in two patches: a northern one displaying an increasing gradient in cell
concentration from the Vilaine river to deep waters, and a southern patch that was more compact and
concenfrated. The variation in cell concentration within the patch likely responds to coastal water
circulation and the influence of strong tides. As expected, when applied to the LINGU bloom, the CbLH
algorithm did not reveal the presence of Chl-b confirming the absence of LEPI on the 24/7 and suggesting
that our algorithm performs well (Fig. 2d).

Outlook for the future

The results of this study have a two-fold aim: firstly, to enhance the monitoring of HAB events and their
responsible species, and secondly, to showcase the potential of hyperspectral data for this applicafion.
It underscores the significance of incorporating a greater number of spectral bands in the red region that
can contribute to species identification. Future efforts will concentrate on assessing the effect of
sediments on the spectral features and the influence of mixed-species blooms where LEPI co-dominated
with other species. This will help determine the algorithm applicability under varying environmental
conditions that usually are found in the dynamic coastal waters. Additionally, it is worthwhile to explore
the application of the CbLH algorithm in cyanobacteria-dominated blooms (also lacking Chl-b) as a
control case.
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Figure 1 (a) standardized hyperspectral Rrs spectra of LEPI bloom acquired by PRISMA and in situ and (b)
representation of the line height (LH) Chl-b measurements where the CbLH algorithm relies on.
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Challenge

The project “Development of PRISMA Prototype Algorithms for estimating environmental damage and
VUInerability to land degradation” (SAPP4VU), funded by ASI, aims at developing processing methods
and algorithms for the full exploitation of PRISMA data to assess the vulnerability of ecosystems related to
slow dynamic phenomena (e.g. Land Degradation) as well as to extreme events (e.g. fires, floods,
extreme weather events). This is to foster sustainable and climate-smart farming strategies.

We selected a study area (Metaponto plain, South Italy) having both healthy and degraded condition
fo evaluate the PRISMA capability in ecological equilibrium assessment. For ecosystem damages and
post-damage recovery, different study sites where selected across the Italian peninsula.

In this context, the SAPP4VU main objectives are to develop and optimize techniques and algorithms for
new product development from PRISMA data to monitor ecosystems exposed to anthropogenic and
meteo-climatic forcing.

Methodology

The technical part of the project can be divided into blocks: PRISMA pre-processing, Algorithms &
variable estimation, Realization of prototype products, and Validation Plan. At this stage of the project,
the two inifial blocks are approaching the final results and are pertaining to this communication.

The first block involves a preliminary methodological activity aimed at optimizing the PRISMA data
processing chain which includes a review of the quality of PRISMA data based on the state of the art
correction methods of image denoising/de-striping algorithms for radiance processing level and the
algorithm improvement for cloud masking and atmospheric correction (i.e. including DEM and
adjacency effects) comprising the evaluation of the usefulness of applying a BRDF correction.

The second block regards the ecosystem spatial description and the vegetation parameter retrievals.
The former is developed by optimizing a) clustering techniques and b) machine learning and deep
learning classification techniques to identify the spatial pattern of the main agro-forestry cover classes
(i.e. ecosystems description). The optimum band selection (among 188 indices) was done by Random
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Forest algorithm and a hybrid approach (the combination of RTM and MLR techniques) was used to
refrieve the biophysical variables.

At present four PRISMA images have been acquired in the 2023 summer/autumn season.

Resulis

Results related to the first processing block include the implementation of techniques for de-striping,
noise characterization and reduction in a dedicated Python pipeline. Specifically, along with the well-
known Variational Stationary Noise Remover (VNSR) and Non-Local Means (NLM) algorithms, that have
been tailored for PRISMA images, a robust procedure for the idenfification of both photon and thermall
noise has been developed and tested on images of different sites and seasons. For cloud detection, the
PRISMA L1 cloud mask product has been considered as a starting point to be improved by using some
specific machine learning algorithms, already applied for this task on different sensors by some of the
authors. Preliminary results show room for a better identification of cloudy pixels with this methodology.

For the second block related to the ecosystem spatial description and the vegetation parameter
retrievals, a set of different vegetation indices (188) was evaluated. As direct methods may not always
capture the full complexity of vegetation indices, which can vary based on plant species, growth stage,
and environmental conditions, we used the spectral signatures of various tree species and fraining a
random forest classification algorithm to determine which indices are most essential for distinguishing
between species. As a result, we were able to identify a set of 85 indices out of 188 evaluated that are
more performing in forest species detection.

Original L1 - Band 93 Filtered L1 - Band 93 i T VS NLM + MLR

Examples of noise detection on PRISMA L1 bands: First row, RGB image (a). identification of stripes with an RX global
algorithm on a VNIR (b) and SWIR band; Second row, an original (d) and filtered (e) L1 band (B?3 -1240nm) and its
relative noise estimated with Non Local Means (NLM) alone (f) and coupled with multiple linear regressions (MLR) (g)
for the Pignola site (Southern Italy).

Outlook for the future

On the base on the ongoing acquisition phase on the test areas that involves PRISMA and hopefully
ENMAP in the future, the further steps will include the development of procedures to: a) derive and
integrate LST fime series at a scale suitable to PRISMA resolution; b) address the critical need for higher
spatial resolution in hyperspectral data analysis, focusing on enhancing PRISMA satellite images from 30
meters to 10 meters by infegrating them with Senfinel-2 data; c) the setup of a clustering procedure of
the retrieved biophysical PRISMA parameters normalized by land cover; and d) apply a Random Forest
procedure frained with the clusters previously identified to detect anomalies in vegetation cover following
an extireme weather event, pest attack, pollution, etc.

2 (Style: Footer)
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Challenge

Non-photosynthetic vegetation (NPV), because of its key role in water, nutrient, and carbon cycling,
is an essential variable to monitor in agroecosystems. Despite ifs importance, the literature about NPV
quantification from satellite in rangeland systems, where NPV plays an important role for animal nutrition,
is sfill limited.

New generation hyperspectral satellites, such as PRISMA (PRecursore IperSpettrale della Missione
Applicativa), offer unprecedented research opportunities in fields that were previously only investigated
by proximal and aerial sensing. Hyperspectral sensors provide high spectral resolution, and particularly in
the shortwave infrared, where the spectral features of carbon-based constituents of plants are distinctive,
thus allowing for better characterization of NPV.

The goal of this study is fo demonstrate a quantitative method for mapping NPV in semi-natural
grasslands using PRISMA hyperspectral imagery, allowing us to better understand the distribution and
abundance of non-living vegetation.

Methodology

The study site is Kenya's Kapiti Research Station and Wildlife Conservancy area (Fig. 1). A PRISMA scene
was acquired on January 19th, 2023. The bottom of atmosphere reflectance standard product (L2D) was
pre-processed to obtain a more accurate geocoding by applying AROSICS python package.

A field campaign was conducted on the week of January 18th-22nd, 2023, measuring ground
reference spectra for validation of PRISMA reflectance, and of the NPV prediction model. A total of 26
(Fig. 1) plots were established across 4 main areas: for each plot, the reflectance was acquired with a
full-range (0.35 to 2.5um) portable spectrometer together with nadiral digital images of the sensor field of
view. The digital images were processed to estimate the NPV and soil cover fractions. This enabled us to
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create a dataset containing the NPV and bare soil fractional cover, together with the corresponding
reflectance resampled fo align with PRISMA spectral bands.

Figure 1 Kapiti research statfion during the dry season (on the left). The 4 study areas where the 26 plotfs were sampled
during the field campaign (on the right).

An NPV prediction model, originally developed to quantify NPV of intensive crops, was adapted and
tested for this study. The model was trained using a USGS spectral library, containing nearly 900 in-situ
surface reflectance spectra collected from different farmlands in North America. The Gaussian
Exponential Optimization (EGO) of selected absorption bands was first applied to the spectrain the USGS
spectral library. Then, a machine learning algorithm (i.e., Random Forest - RF) was used to find a non-
linear regression between the absorption bands characteristics (band depth, width, center, and
asymmetry) exiracted by EGO and the corresponding NPV percentages.
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Figure 2 Statistical analysis on NPV abundance observed and predicted by the RF model, calibrated with
nadiral images and spectral signatures (R2: 0.73, MSE: 0.017, RPD: 1.93).

Results

Stafistical analyses revealed that the model could be adapted for use in rangeland (Fig. 2). Despite
the vast differences in vegetation and soil chemistry between intensive crops and semi-natural grasslands,
the model's training on a large spectral library proved to be robust enough. This model based on key-
feature absorption bands represents a new methodology that could be used for NPV mapping in
grassland domain.

Based on good performances on spectral libraries the RF model was applied to the PRISMA image, to
generate a map of NPV fraction for the study area (Fig. 3). The resulting map was generated from the
PRISMA scene acquired on January 19, co-occurrent with the field campaign (Fig. 4).
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Figure 3 Workflow used for obtaining NPV quantification map from PRISMA image, pre-processed to correct
some geocode and spectral noises problems.

NPV Percentage Presence

Figure 4 NPV quantification map generated for the study area, applying the RF model on the PRISMA image.

Outlook for the future

The results are highly promising as the model demonstrates adaptability and versatility and the NPV
map shows redlistic spatial patterns, based on our knowledge of the territory and vegetation
characteristics during the study period. This shows the potential of PRISMA hyperspectral data to map
NPV on semi-natural ecosystems characterized by high spatial heterogeneity. Quantifying NPV fraction is
crucial for assessing and monitoring the health of arid and semi-arid rangelands, understanding
vegetation dynamics, and supporting improved grazing management.



The next planned steps for the study include the accuracy assessment of the map using independent
ground data collected during PRISMA acquisition, the testing of the algorithm aft different times to capture
temporal variability and the evaluation of a similar modelling approach for retrieving dry biomass.
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Challenge

Estimating yield and Grain Protein Content (GPC) is of crucial importance in modern agriculture. Within
the framework of the Sustainable Development Goal 2 outlined in Agenda 2030, which aims to end
hunger, achieve food security and promote sustainable agriculture, accurate yield and GPC prediction
is essential for effective resource allocation and ensuring food availability. In recent years, remote sensing
and machine learning (ML) techniques have emerged as powerful tools for their estimation. Spaceborne
hyperspectral data may open new opportunities for the development of new methodologies. In this
context, this work aims to explore the potential of ML techniques to estimate wheat yield and GPC from
hyperspectral spaceborne data. Specifically, we want to assess the robustness of the ML combined with
dimensionality reduction techniques, the impact of the crop phenological phase and the capabilities to
estimate, prior the end of season, these parameters in a real farming condition.

Methodology

The test site is located North-East of Italy. From 2020 to 2022, close to the harvesting period, in-situ
campaigns were carried out in different durum and soft wheat fields to quantify yield and GPC for a total
of 101 and 90 samples, respectively. The EO dataset consists of 13 images acquired by the PRISMA
hyperspectral imaging satellite. Each PRISMA image underwent preprocessing operations to obtain a co-
registered and smoothed reflectance spectra product. The assessment of yield and GPC was performed
for each year and available PRISMA date, separately, using Machine Learning Regression Algorithms
(MLRA), which require a set of input-output pairs as training database. Two types of inputs were used to
frain the algorithms: i) PRISMA reflectance spectra (SP), or ii) a set of crop traits (TR), which include
chlorophyll content (CCC), nitrogen content (CNC) and leaf area index (LAI) estimated from PRISMA
spectra using a hybrid approach. The output corresponds to yield, GPC and their product (YGPC). The
fraining phase was performed using two ML regression algorithms: Partial Least Square Regression (PLSR)
and Gaussian Process Regression (GPR). The MLRAs were run by applying the Principal Component
Analysis (PCA) as dimensionality reductions to the inputs. The performance of all model combinations (2
ML algorithmsx3 crop traitsx2 input sourcesx13 PRISMA dates) was assessed through a k-fold cross-
validation technique and the best model configuration was assessed.

Results

Results showed that the performances of the tested MLRA combinations markedly differed depending
on the analysed dates and parameters. Table 1 provides a summary of the best results obtained for the
tested configuration of MLRA, input and output variable. Generally, the tested algorithms allowed to
obtain quite accurate estimation of yield and YGPC, with best nRMSE ranging from 13% to 17%, in specific
dates of the three investigated years. GPC estimation proved to be more challenging with NnRMSE ranging
in the best case from 22% to 24% and no significant correlation between estimated and measured GPC
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values in 2020. The good correlation value obtained in 2021 is spoiled by outliers. Among the two ML
algorithms tested in this study, considering yield and YGPC results, PLSR generally performed better than
GPR. According to the results, the best image acquisition period for the estimation of the considered
parameters corresponds to the early grain filing phenological phase. During that phase, good
performances were obtained for all the investigated variables, except for GPC model, thus, YGPC
resulted as a good candidate for future estimation of grain nitrogen uptake which is considered a proxy
of grain quality. Finally, the comparison between models generated with different sources of input
showed that direct use of reflectance information from of hyperspectral data provided slightly better
results than using crop traits estimations as input.

Table 1. Best model performance (R2 and nRMSE) for yield, GPC and YGPC estimated according to the year of the
dataset (2000, 2021 and 2022), ML (PLSR, GPR) and input (SP - spectral data and TR - crop fraits).

Yield GPC YGPC

Year I_\/IL PRISMA | ML R2 |nRMSE | PRISMA |ML R2 | nRMSE | PRISMA ML |r2 |nRMSE

input | date date date

TR |23/05/2020 | PLSR | 0.49 15% | 07/04/2020 | GPR 0 24% (23/05/2020 | PLSR | 0.47 16%
2020

SP 23/05/2020 | PLSR | 0.58 13% | 23/05/2020 | GPR 0.11 22% | 23/05/2020 | PLSR | 0.49 15%

TR |24/04/2021 | PLSR ]0.48 17% | 23/05/2021 | GPR 0.34 25% | 24/04/2021 | PLSR | 0.32 18%
2021 Sp 04/06/2021 | PLSR | 0.46 17% | 23/05/2021 | GPR 0.52 20% | 21/06/2021 | PLSR | 0.47 16%
5022 TR 12/05/2022 | GPR 0.31 19% | 12/05/2022 | PLSR ] 0.06 30% | 12/05/2022 | PLSR | 0.06 28%

SP 12/05/2022 [PLSR | 0.46 17% | 12/05/2022 | PLSR ] 0.44 24% [ 12/05/2022 | PLSR | 0.65 17%

Outlook for the future (800 - 1000 characters incl. spaces)

This work explored machine learning methods for the estimation of yield, GPC and YGPC considering as
input reflectance or crop traits estimations from hyperspectral data. In general, the proposed method
showed good performance for the estimation of yield and YGPC during early grain filing period, while
the estimation of GPC proved to be more challenging. Future and ongoing activities involve generation
and validation of ML models by means of a multi-year wheat dataset, also exploiting the field data
collected during 2023, which includes around 40 samples of both yield and GPC. The new multi-year
dataset (from 2020 to 2023) has been created only using the PRISMA images closest to early grain filling
period. It is essential to analyse the performance of various machine learning algorithms during both the
fraining and validation phases. Figure 1 displays preliminary validation results for a yield multi-year model
created through the training of a Random Forest with fine-tuned parameters.

yield [t/ha] - Random Forest - Validation

® soft wheat

durum wheat R2: 0.60
RMSE: 1.52

12 A nRMSE: 0.15

MAE: 1.11

104

yield [t/ha] estimated
o2}

4 6 8 10 12
yield [t/ha] measured

Figure 1. yield validation scatterplot using random forest algorithm.
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Challenge

Early-season crop mapping could be useful for estimating the under-culfivation area and yield which
are vital information for marketing and decision-making for food security. Most of the developed post-
season crop mapping methods are based on fime-series analysis of the multispectral images of all
growing season data. Hence, early-season crop mapping still is an interesting topic for research studies.
Hyperspectral data provided by point spectroscopy and airborne sensors have successfully been used
for crop mapping in the different growing stages even with one-shot measurement. Moving from
proximal/airborne levels to spaceborne level is a hard task, because of the lower signal/noise ratio,
spectral mixing and atmosphere atftenuation. The present study, developed within the SAPP4VU and
PRISM4VEG projects, supported by the Italian Space Agency (ASI), aims to consider the capability of
PRISMA images for early-season crop mapping using machine and deep learning techniques.

Methodology

This study was done in two farms: the Maccarese in central Italy (latitude 41°52'18"N, longitude 12°14'05"E,
altitude 8 m a.s.l., annual precipitation 812.9 mm) and the Jolanda in north-east Italy (latitude 44°52'59"
N, longitude 11°58'48" E, altitude 1 m a.s.l., annual precipitation 691 mm). Wheat, barley, herbage, hybrid
grain (i.e. triticale), fava beans, pea and thistle weed to identify non-cultivated fields, were considered.
Support Vector Machine (SVM) and 3-Dimensional Convolutional Neural Networks (3D-CNN) techniques
have been used for classifying the images. For SVM, radial basis function (RBF) kernels with optimized C
and gamma coefficients were used. The 3D-CNN was trained by an initial learning rate of 0.001 for 20
epochs, a 256 batch size, momentum 0.9, learning rate factor 0.01, and Adam optimization. PRISMA
images acquired on 2021/04/01, 2021/05/17, 2022/04/12, 2023/02/02, and 2023/03/21 in the Maccarese
site and 2021/04/24, 2022/04/30, 2022/05/12, 2023/03/04, and 2023/05/24 in Jolanda site have been used.
PRISMA L2D images were co-registered with the closest Sentinel-2 image to assure the co-registration (of
about 0.5pixel of RMS) and smoothed by Savitzky-Golay filter (frame size of 7, 3nd degree polynomial).
The dimensions of images (150 bands after band removal) were reduced by the Principal Component
Analysis (PCA) approach and then PCs were normalized. The pixels of each image are randomly divided
into fraining (70 %) and fest sets (30 %).

Results
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An optimum of 13 PCs were selected for the PRISMA image dimension reduction. An optimum spatial
window size of 7 pixels was selected for 3D-CNN, based on Overall Accuracy (OA). The optimum
coefficients for SVM were C=1.27 and gamma=1. The 3D-CNN method (OA = 88 %) produces a better
result than the SVM method (OA =77 %) for classifying the abovementioned 7 species. Better accuracy
of the 3D-CNN method could be related to taking advantage of the spatial information besides spectral
data, while the SYM method is only based on spectral data, and considers each pixel as independent
data. Among the species, barley showed the lowest user accuracy (SVM =71 % and 3D-CNN = 84 %). The
reason could be related to the similarity between the spectral signature and the growing calendar of
barley and wheat species which leads to higher commission errors. The thistle weed showed the highest
user accuracy (SVM =80 % and 3D-CNN = 91 %). Classification errors in field edge pixels are higher than
in central pixels, which is related to spectral mixing with neighbour fields with no similar cultivation; it is also
related to the presence of trees/brushes surroundings the cultivated fields. A negative 30-meter buffer (1
pixel) in the edge of fields results In 1 %, and 3 % improvement in the overall accuracy of classification by
3D-CNN and SVM, respectively.

Outlook for the future

PRISMA images are not available regularly with fine temporal resolution. The date of image acquisition
is important because the spectral signature of the plant changes during the growing season as
biophysical parameters change. To fill this gap, the images of the available hyperspectral satellites like
EnMAP and EMIT, and the upcoming missions like CHIME and PRISMA-2 will be analysed. Moreover, the
combination of PRISMA images and other fine-temporal resolution satellite data like Sentinel-2 which has
the capability to derive the phenological metrics should be considered for future research. As regards
the tested algorithms, the efficiency of the3D-CNN ton 30 meters-resolution images is limited by the
presence of small-size fields. Future work should explore the usefulness of sharpening fechniques to
overcome the spatial resolution problem.
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Figure 1. (a) Ground truth map and (b) produced map by Support Vector Machine (SYM) for winter-2021 season
cultivation of Maccarese site.
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Figure 2. (a) Ground truth map and (b) produced map by 3-Dimensional Convolutional Neural Networks (3D-CNN)
method for winter-2022 season cultivation of Jolanda site.
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Challenge

In remote sensing, validation is a fundamental process, which provides a quantitative assessment of
suitability of satellite observations for the intended use of the data and applications, and their compliance
with mission requirements. Therefore, also Imaging spectroscopy missions fake a great advantage from
calibration/validation approaches that help to tfrack the uncertainties associated with instrument noise,
algorithms performance to first generate reflectance and then downstream products, as well as to verify
the calibration of satellites in orbit. In this study, it is provided an assessment of hyperspectral PRISMA
products, by using in-situ reference measurements. Particularly, focusing on evaluating the differences of
radiance data (L1) before and after the most recent calibration update of PRISMA instrument.
Furthermore, the differences in the downstream reflectance products (L2) have been evaluated for
completeness. L1 will be analysed over the PRISCAV project study areas, while the L2 infercomparison is
extended to few more lakes.

Methodology

The evaluation of the two versions of the PRISMA L1 products was carried out in terms of radiance at TOA
according to the degree of agreement obtained between the satellite observations and in-situ
measurements. The analysis was performed over the inland water sites defined in the PRISCAV project
(Garda and Trasimeno lakes). In-situ reflectance data were obtained from autonomous radiometers
mounted on fixed platforms, that carry out continuous hyperspectral measurements (i.e. WISPstation and
HYPSTAR). To obtain radiance data comparable with L1, the in-situ reflectance measurements where
propagated to the TOA by using the radiative transfer 6S code. PRISMA L1 products, both versions, were
spectrally evaluated through the calculation of residuals between satelite and simulated in-situ
radiances. For the evaluation of PRISMA L2 products, an analytical comparison was performed with
reference in-situ data. The latter were also extracted from autonomous radiometers, by also adding three
more lakes for which global AERONET-OC multispectral data were available. The evaluation was
performed by means of a statistical analysis considering the common Coefficient of determination (R2)
and the Root Mean Square Error (RMSE). In order to perform the statistical analysis, the hyperspectral in-



situ data were spectrally resampled according to PRISMA band setting, while in the case of multispectral
data, the PRISMA bands closest to the corresponding bands of in-situ measurements were selected.

Resulis

The residuals calculated for the PRISMA L1 in terms of radiance, shown in Figure 1, illustrated that in the
case of Lake Garda (clear deep water) the new version of the L1 fits better, while for Lake Trasimeno
(turbid shallow water) the old version fits better and there is for both versions a greater standard deviation.
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Figure 1- Residuals (Rad, Wm-2um-'sr-! units) of TOA radiances between PRISMA and simulated in-situ data for the two
different versions (v3.9-2 old version and v4.1-0 new version). Five images over Lake Garda and five over Lake
Trasimeno are considered in the comparison. The bars show the standard deviation.

For the L2 analysis, performed in terms of Reflectance remote sensing (Rrs), in addition to Garda and
Trasimeno lakes of the PRISCAV project, the following three lakes (presented in Pellegrino et al., 2023,
Remote Sensing, 15) were considered: V&nern (oligotrophic state with high CDOM concentration), Erie
(affected by the presence of phytoplankton blooms) and Okeechobee (characterised by humic-rich
waters). In this case, scatterplots were generated for all bands common to PRISMA and in-situ
observations. Figure 2 shows examples for the 443 nm, 560 nm and 667 nm bands. Overall, the best
accordance for L2 products from the two different versions and in-situ measurements occurs in the green
and in the red regions, while the blue region shows lower correlation. Furthermore, the disagreement is
generally represented as an overestimation of PRISMA Rrs specfrum compared to the in-situ
measurement. Statistically based, a lower RMSE (of about 0.002 sr'') was obtained in the case of L2
derived from the old version L1 than that obtained from the L2 derived from the new version; while the R?2
value remained almost unchanged (highest value reached for the case of the 560 nm band, about 0.7).
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Figure 2-The scatterplots show the PRISMA Rrs (sr-') on the y-axis and the in-situ Rrs (sr-') on the x-axis at three
wavelengths. In total, 25 images are used for analysis. The comparison between satellite and in-situ observations is
considered within a 1 h time window. The darker dots represent PRISMA L2 products from the new version of the L1

and the lighter crosses represent PRISMA L2 products from the old version of the L1. The dotted line represents the 1:1
line.



Ouvutlook for the future

Assessing uncertainties in hyperspectral data products is a challenging task and validation activities are
crucial and need to be performed periodically over the lifetime of a satellite mission. This allows to obtain
satellite products that are increasingly accurate and representative of the actual state of an observed
aquatic site, so that they can be used to support water management activities. In particular, having a
good characterisation of the state of a lake also makes it possible to perform studies of the current
environmental crisis, since lakes are considered sentinels of climate change, as they respond sensitively
and rapidly to climatic and hydrological changes in catchment areas. This work will be extended by
considering coastal water sites, to evaluate in sites with different optical water characteristics how the
accuracy of satellite products varies; this activity could also provide valuable information in view of the
future hyperspectral missions such as PRISMA-2G and CHIME.
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Challenge

Soil mapping could be benefited from different remotely sensed data sources, including novel satellite
hyperspectral missions such as PRISMA, EnMAP or DESIS, and forthcoming CHIME or SGB. These missions
will provide unprecedented data recording vis-NIR and SWIR spectra for large areas of the earth.
Although soil imaging spectroscopy has proven reliable to predict soil properties in bare soil, few research
has evaluated the use of hyperspectral remote sensing in other land covers. Other approaches such as
deriving narrow-band indices could relate soil properties with overlying vegetation spectra. Hence, these
images might improve soil mapping frameworks together with innovative modelling approaches such as
ensemble learning and Feature Selection methods. This study aimed at assessing hyperspectral data from
PRISMA for soil organic matter (SOM) prediction and mapping in Sierra de las Nieves, a complex forested
Mediterranean area in southern Spain.

Methodology

Ninety-two soil samples were taken from Sierra de las Nieves (SN), southern Spain. In this study, a L2D
PRISMA image captured over SN on 17 February 2022 was used, removing noisy and atmospheric water-
absorption bands. A predictive dataset was constructed combining 194 raw PRISMA bands, 58 narrow-
band indices derived from the Vegetation Indices Toolbox of EnMAP-Box, and 13 terrain features derived
from Digital Elevation Model of Spanish Geographical Service. A two-step modelling framework was built
based on an ensemble learner built with Random Forest, using four base learners (Random Forest, Support
Vector Machine, Extreme Gradient Boosting trees and Neural Networks), followed by a wrapper-based
sequential Feature Selection method. A hyperparameter tuning was performed for each base learner
and for the ensemble model. Interpretation of results were driven by three methods: i) a bivariate
correlation analysis between SOM and each feature, i) the results of Feature Selection, and iii)
Accumulated Local Effect, an explainable machine learning method. A 4-fold cross validation was
performed to get the performance measures, both in hyperparameter tuning and Feature Selection
procedures. Two performance measures were used in this study, R2 and root mean squared error (RMSE).

Results

The best results were achieved using the ensemble learner alone, achieving a R2 of 0.193 and RMSE of
5.93, while ensemble with Feature Selection got a R? of 0.07 and a RMSE of 6.349. The RMSE results of the
base learners ranged from 6.24 (Neural Network) to 7.92 (eXtreme Gradient Boosting). The NIR bands of
PRISMA showed the higher correlations with SOM, achieving values higher than 0.3. The two narrow-band
indices with the highest correlation with SOM were CRI and CRI2 (0.41 and 0.42, whereas Channel Network
Base Level was the terrain feature with higher correlation (0.31). The model with Feature Selection only
selected a feature, which could explain its lower performance compared with the ensemble alone (with
all features). The feature selected was 1099 nm band, a NIR feature for which the Accumulated Local
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Effect (ALE) showed a positive relation, that is, lower reflectance values were related with lower SOM
values, while higher SOM values were associated with higher reflectance in 1099 nm band. Mapping
results depicted higher SOM values concentrated in areas with higher altitude and forested areas of the
study area, and lower values outside the protected area, where the main land cover is associated with

agricultural arecs.

Outlook for the future

Those results underpinned that SOM modelling is suitable using hyperspectral data derived from PRISMA
imagery, achieving acceptable results considering the variability of SOM target data and the high
number of features. The spatial patterns were coherent with land cover distribution in the study areaq,
relating higher values with forested covers such as trees, shrublands and grasslands, and lower values with
agricultural areas. The NIR band selected suggested that PRISMA can represent indirectly this feature
through spectral signal, therefore further research evaluating hyperspectral data in other geographical
areas should be carried. The results of ensemble modelling showed the improved performance of
ensemble with all features, being useful in avoiding the limitations of each base learner. However, novel
methods should be assessed and included in the ensemble, such as other learners or Feature Selection

methods
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Fig. Spatial prediction of SOM using the ensemble model alone.
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Challenge

The estimation of solar-induced chlorophyll fluorescence (SIF) through remote sensing spectrometers
demands high spectral resolution and advanced retrieval methods 1. While the Spectral Response
Function (SRF) holds the potential to enhance measurement accuracy, its characterization may require
experimental assemblies with significantly heightened spectral resolution. Various methodologies have
been explored, including the use of large calibration facilities 2 and the deployment of monochromators
with well-documented spectral responses 3.

This research aims to develop a novel approach: the creation of a spectral slanted-edge pattern using a
monochromator. This pattern is captured by a hyperspectral pushbroom imager. By adapting the ISO
12233:20234 algorithms originally designed for assessing the spatial response of cameras, we can measure
the SRF. This method offers a straightforward setup and eliminates the need for comprehensive
knowledge of the monochromator's response characteristics.

Methodology

The methodology was implemented specifically on Headwall Hyperspec® high-resolution chlorophyll
fluorescence (CFL) spectrometer. It consists of 2160 spectral bands, stepped 0.05 nanometers within 670
to 780 nm. The pushbroom imaging technique involves the sequential acquisition of spectral and spatial
information by confinuously scanning a stationary scene.

Sensor records two-dimensional images through the accumulation of one-dimensional across-track
readings over time (along-tfrack).

The experimental setup involves a Czerny-Turner monochromator. A tfurntable-mounted grating provides
temporal spectral modulation. A collimator-projector system targets the beam to the input of CFL focused
onto a single across-track pixel. By synchronizing the spectral modulation of the monochromator with the
acquisition fime of the sensor, parameters can be adjusted to induce a spectral slope of 1 to 5 degrees
for the slanted edge of the image made with along-track pixels by rows and spectral bands by columns.

A region of interest was chosen, and the image's edge was processed using I1SO 12233:2023 algorithms.
This processing was correlated with the line spread function, representing the SRF of the across-frack pixel
and the spectral band where the peak was observed. This iterative process was applied to several across
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pixels in the field of view (FOV) and along the spectral range, resulting in the assembly of a comprehensive
SRF dataset from the CFL's array detector.

Resulis

An example of the results obtained from ISO 12233 processed data is presented in Figure 1. The slanted
edge was focused on across-tfrack pixel number 800 in order to be processed and to generate the
normalized super-sampled edge spread function (ESF). It was derived to obtain the relative SRF,
represented by black 'x' points. A series of dots shows an ideal Gaussian response function, centered at
1079.3, with a Full Width at Half Maximum (FWHM) of 2.9 spectral bands. When multiplied by the spectral
band step, this results in a measurement of 0.15 nanometers, which aligns with the manufacturer's
specifications of 0.1 to 0.2 nm for FWHM.

There is a significant interest in characterizing the stray light effect on these sensors. It can be interpreted
as the deviation from ideal behaviour. In Figure 1, this effect is observed on both the dark (left) and the
bright (right) sides of edge. An interesting observation is that on dark side, the dispersion and result values
are lower than on the bright side, possibly due to inherent signal noise.

In Figure 2 FWHM of the SRF, obtained at various angles within CFL's file of view (FOV), are shown. The
circles on the graph denote mean values derived from all sampled bands, while the error bars represent
the standard deviation of these samples.

The results provide a comprehensive sample of the SRF associated with numerous pixels in the CFL sensor's
detector array. Estimations of the FWHM for other elements are based on this sample.

Outlook for the future

As next step, our primary objective is to improve the validation method in order to refine the available
resulfs. The high spectral resolution of CFL infroduces uncertainty in its characterization.

The fundamental principles of this method can be applied to a broad range of spectroradiometers. These
instfruments should capture spectra at specific intervals and synchronize them with the monochromator's
spectral scan. Furthermore, the monochromator's output should provide sufficient spectral width. The ASD
FieldSpec3 spectrometer, known for its well-documented and characterized features, emerges as a
promising candidate for implementing and validating this method.

Addifionally, by measuring the spatial response function associated with each detector element and
integrating it with the SRF, a spatial-spectral response function can be derived. This function will
comprehensively characterize the CFL's response and will be used within the data processing chain once
the methodology is validated.
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Figure 1 SRF plot obtained for a single CFL pixel at across-frack number 800 (nadir), around spectral band number
1080. The y-axis represents the normalized response value, and the x-axis represents the spectral band number.
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Figure 2 The datarepresents the Full Width at Half Maximum (FWHM) in nanometers of the Spectral Response Function
(SRF) associated with several across-frack pixels along its field of view, calculated as the mean of all the sampled
spectral bands. The x-axis represents the spatial across-track pixel number out of 1600 columns in the CFL array, and
the y-axis represents the FWHM value.
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Challenge

Solar-induced chlorophyll fluorescence (SIF) is a low intensity red glow emitted by vegetation from the
core of the photosynthetic machinery, and which is closely related to the physiological status of plants.
As a consequence, SIF datais sensible to the initial functional processes triggered by plants when exposed
to stress conditions. This characteristic sensibility of SIF to evolving plant stress makes it a promising remotely
sensed biophysical variable for early stress detection. Nevertheless, SIF-based early stress detection
demands high resolution information at both spatial and temporal scales. When considering satellite
scale, the latter represents a major challenge, since the high temporal resolution requirements (daily fo
sub-daily for an effective early stress detection) typically translates into coarse spatial resolution data.
Consequently, the spafial downscaling (understood as an increase of the spatial resolution) of SIF satellite
information is nowadays of utmost importance within the SIF research community, targetfing the
improvement in the amount and quality of information in SIF imagery. Currently, the SIF downscaling
research is generally focused on the use of linear relations between SIF and explanatory variables like the
land surface temperature and vegetation indices, derived from higher spatial resolution remote sensing
data. Yet, besides the abovementioned efforts, more flexible SIF-downscaling approaches have to be
investigated trying to meet the dynamism of SIF in diverse ecosystems. Therefore, in this study we aim to
emphasize two ideas to address the non-linear spatial downscaling of SIF, namely: fractal theory
downscaling and semi-empirical downscaling from process-based frameworks.

Results

— Fractal-based downscaled: in Quiros-Vargas et al. (2022; DOI: 10.1007/978-3-030-26050-7_120-1)
the fractal theory is proposed as a potential direction to address the SIF-spatial downscaling.
Such theory states that natural phenomena can be described as a repetition of patterns (fractal
geometry) across spatiotemporal scales. The presence of a fractal geometry can be recognized
through different mathematical approaches, e.g. based on power laws, as addressed by Quiros-
Vargas et al.; where the authors found that the fotal SIF of vegetation objects within a 60 ha
soybean field followed a power law distribution across spatial scales (1.5, 5, 10 and 15 m pixel'),
indicating the presence of a fractal geometry.




— Semi-empirical downscaling: in Duveiller & Cescatti (2016, DOI: 10.1016/j.rse.2016.04.027) and
Duveiller et al. (2020, DOI: 10.5194/essd-12-1101-2020) another approach for the spatial
downscaling of SIF is proposed. The authors propose the spatial resolution of SIF products by
connecting fine spatial resolution explanatory variables to the coarse SIF variable through the
calibration of a non-linear physically-sound model over a spatial moving window. In the cases of
these papers, the model was a light-use efficiency model, where stress was characterized based
on downregulating factors linked to water availability and thermal conditions, respectively
estimated by the normalized difference water index and land surface temperature. This same
approach could be extended to include a new modelling formulation that connects to the
modulation of the SIF-GPP relationship based on estimation of non-photochemical quenching
(NPQ), possibly approximated by LST or the photochemical reflection index (PRI).

Outlook for the future

Updated information will be presented at the conference, towards overcoming the limitations and
challenges reported in Quiros et al. 2022 (DOI: 10.1007/978-3-030-26050-7_120-1; concerning the fractal
geometry-based research direction), and Duveiller & Cescatti (2016; DOI: 10.1016/j.rse.2016.04.027) and
Duveiller et al. (2020; DOI: 10.5194/essd-12-1101-2020; concerning the semi-empirical downscaling
research direction) will be presented and discussed at the conference. With the updated results (which
are in preparation by the fime of submission of this abstract), we aim to provide a more complete version
of the ideas firstly proposed in the above-mentioned references, by answering questions that remained
open in those studies. Forinstance, progresses in the fractal geometry-based research direction proposed
will be focused on the improvements in the image segmentation step, which precedes the power laws
estimation.
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Challenge

The upcoming European Space Agency's (ESA) FLuorescence EXplorer-Sentinel 3 (FLEX-S3) will be the first
mission to quantify photosynthetic activity by mapping vegetation fluorescence. According to the FLEX
mission requirements, a Sun-Induced Chlorophyll Fluorescence (SIF) uncertainty of 10% should be met fo
provide reliable estimates of photosynthetic efficiency, i.e., uncertainties of less than 30%. Similarly, the SIF
ground truth measurements should also meet the mission requirements, therefore the uncertainties
associated with 1) instrument performance and calibration, 2) refrieval algorithm assumptions, and 3)
site-dependent spatial/temporal variability need to be characterized and propagated for a fair
comparison.

As part of the L3L4FLEX project, a ground and airborne campaign was carried out in July 2020 at the Las
Tiesas experimental site, Barrax, Spain. During this field campaign, airborne, cable-suspended, and in-situ
(i.e., FLoX system) SIF measurements were performed at different locations, including homogeneous and
heterogeneous areas. With the aim of advancing the end-to-end uncertainty estimation in FLEX validation
campaigns, this work estimated the uncertainty infroduced in the fluorescence product by the retfrieval
algorithm assumptions using a Monte Carlo (MC) approach.

Methodology

A FloX system (JB-Hyperspectral Devices, DUsseldorf, Germany) was placed in a two-meter tower above
a homogeneous Festuca spp. field for confinuous measurements. The FloX measurement protocol
consisted of simultaneous radiance (L) and irradiance (E) measurements every 30 seconds. SIF was
refrieved using the improved Fraunhofer line depth (iFLD) [1], spectral fitting method (SFM) [2], and
spectral fitting algorithm (SpeckFit) [3]. Uncertainty estimation included instrument performance using, as
a first estimate, the indoor L and E repeatability measurements over an integrating sphere on the day
before the campaign. These uncertainties were combined with the outdoor L and E reproducibility and
fedinto a MC simulation, the spectral autocorrelation of the FloX fluo bands and the correlation between
E and L was also considered. The MC method was applied to the SpeckFit algorithm to allow a direct
comparison with the FLEX L2 products.

Resulis

FLoX-Fluo SIF estimates over a Festuca spp. field on July 21 using the iFLD, SFM and SpecFit algorithms are
shown in Figure 1a, for the O2B (687 nm, R: red)and O2A (760 nm, FR: far red) absorption features. SIF values
obtained using the three algorithms showed an increasing trend throughout the morning, however iFLD



algorithm provided higher and noisier SIF values than the SFM and SpecFit methods for both Oz absorption
features. The results using the SFM and SpeckFit algorithms were similar, with a Pearson correlation
coefficient of 0.97-0.92 and a mean absolute error of 0.04-0.05 MW m=2 sr' nm-1 for the O2A and O2B
absorption features respectively. While the iFLD and SFM algorithms only estimate the SIF in the O2
absorption features, the SpeckFit algorithm allows the retrieval of the full SIF spectrum, as shown in Figure
1b. The global uncertainty in E and L considering the indoors repeatability and outdoors reproducibility
was less than 1% at a 95% confidence level. SIF retrieval uncertainty over a Festuca app. field obtained
using a Monte Carlo simulation with a sample size of 1000, was about 3% and 8% at a 95% confidence
level for the O2A and O2B absorption features respectively.

Outlook for the future

The result presented in this study, represent one of the key elements in the roadmap of the Spanish Cal/Val
FLEX-S3 campaigns implementation. The following steps are infended to provide a complete SIF and
reflectance uncertainty estimate for both ground and airborne instruments. We will progressively analyze
and incorporate the different sources of uncertainty for the instrumentation, the retrieval and the
spatial/temporal variability, for the purpose to obtain an integrated value of reflectance and SIF over a
300x300m FLEX-S3 pixel area.
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Figure 1 (a) FLoX-Fluo SIF estimates at O2A and O2B over a Festuca spp. field on July 21, 2020 using the iFLD, SFM and
SpeckFit algorithms and (b) FLoX-Fluo SIF estimates over a Festuca spp. field on July 21, 2020 at 11:00 UTC obtained
using SpeckFit and uncertainty.
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Challenge (800 - 1000 characters incl. spaces)

CNES is currently carrying out a Phase A study to assess the feasibility of a future hyperspectral imaging
sensor (10 m spatial resolution) combined with a panchromatic camera (2.5 m spatial resolution). CNES
asked a French Mission Advisory Group (MAG) on hyperspectral, representing a broad French scientific
community to provide recommendations for various user applications taking info account the
insfrument’s cost, and compactness constraints with a specific focus on the ShortWave InfraRed (SWIR)
spectral range. Based on an end-to-end simulator taking info account several combinations of Signal-to-
Noise-ratio (SNR), radiometric calibration accuracy and spectral sampling strategy, this work aims to study
the impact of instrument design on performances for a large variety of hyperspectral end-user themes:
geoscience, forestry, coastal and inland waters, urban areas, industrial plumes, cryosphere and
atmosphere.

Methodology (1200 - 1500 characters incl. spaces)

The methodology is based on an end-to-end simulator capable of simulafing Top-of-Atmosphere
radiance from reflectance spectra measured in the laboratory/field or from airborne hyperspectral
images. These product levels are then used to refrieve surface reflectance after performing atmospheric
corrections where errors in the knowledge of water vapor content and aerosols abundance are
infroduced. The sensor is modelled with 24 realistic insfrumental parameters (6 spectral strategies with



different spectral samplings and spectral resolutions in the SWIR, 2 radiometric calibration performances
and 2 SNR). Several applications are evaluated by estimating the following parameters using up-to-date
processing’s techniques: geosciences (mineralogy and soil moisture content estimation), forestry (tree
species classification, leaf functional trait estimation), coastal and inland waters (bathymetry, water
column estimation, shallow water bottom and coastal habitat classification), urban areas (land use
classification), industrial plumes (factory smoke, methane and carbon dioxide estimation), cryosphere
(specific surface area and equivalent black carbon concentration) and atmosphere (aerosols, gas). 648
simulations were thus evaluated enabling us to select the best compromise in terms of spectral
configuration, radiometric calibration and SNR.

Results (1200 - 1500 characters incl. spaces)

Applications whose methods are based on the use of the global spectral signature depend little on the
spectral sampling. It has been shown that a 16/20 nm spectral sampling in the SWIR domain can meet
the needs of most of the applications tested. However, the MAG recommended a 10 nm spectral
sampling in the SWIR for applications requiring well-localized absorption bands, such as mineralogy,
industrial plumes or atmospheric gases. Furthermore, a slight loss of performances was observed as
radiometric cdlibration performance decreased, with a few exceptions in bathymetry and cryosphere
where performance was improved. Finally, even with the lower SNR level, most of the applications
evaluated were fulfilled, with the exception of bathymetry and shallow water classification due to low
reflectance levels, and carbon dioxide and methane estimation, the latter requiring the highest SNR
levels.

Outlook for the future (800 - 1000 characters incl. spaces)

On the basis of these results, CNES is currently evaluating the best compromise for designing the future
hyperspectral sensor (BIODIVERSITY) to meet the objectives of the prioritized applications. Certain
perspectives linked to the end-to-end simulator have been already identified: i) on the sensor by updating
the sensor characteristics in the frame of the project progress; i) on atmospheric corrections by estimating
the atmospheric parameters directly from the image, whose quality depends on sensor performance.
These developments will have a direct impact on the quality of the results for each application. Some
applications, such as soil moisture content estimation and snow characterization, used reflectance
spectra as input and will be investigated on images. The BIODIVERSITY sensor also feafures a
panchromatic band, so these applications will also be evaluated on fused hyperspectral and
panchromatic images. Finally, a number of applications that were missing in this work, like crop frait
characterisation, pollution monitoring and plastic detection, will be investigated in the near future.
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Figure (Left) Leaf Mass par Area (LMA) map of California Black Oak (Quercus kelloggii) at the Tonzi site, CA, USA
and (Right) chlorophyll map at the Porquerolles site, France. Results were obtained with opftimistic noise, 10 nm
spectral sampling and bandwidth, and target calibration.
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