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ARTICLE INFO ABSTRACT

Keywords: The aim of this study is a direct comparison of experimental and simulation results of two flows, a laminar
Roughness element boundary layer developing on a flat heated plate and the interaction of a laminar boundary layer with a single
Laminar boundary layer cylindrical roughness element of small aspect ratio with a height similar to the boundary layer thickness.
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The experiments were performed in a water channel using temperature-sensitive paint (TSP) on a heated
flat plate on which the boundary layer develops. The numerical simulations are meant to complement the
experimental data, allowing for a direct comparison with the experiment and adding additional information
not easily accessible from the experiment. In the case of the laminar boundary layer developing over a flat
heated surface, experimental TSP measurements and simulation results of the surface temperature show strong
agreement and a correlation coefficient for the two temperature fields of 0.99 is obtained. In the case of
a laminar boundary layer interacting with a low aspect ratio roughness element, the comparison between
experimental and numerical data revealed the role played by buoyancy effects even at the small implemented
temperature differences between surface and fluid. With consideration of buoyancy in the simulations, again
good agreement between the experimental and simulation results is obtained with a correlation coefficient
of 0.95 for the respective temperature fields. The complex vortical system identified in the flow field via
the simulations was shown to be consistent with the thermal footprints measured on the heated wall in the
experiments.

1. Introduction . . . . .
Experiments on three-dimensional roughness elements in laminar

boundary layers have typically focused on the effect of the roughness
on boundary-layer stability and transition to turbulence. The transition
location is moved towards the roughness location very rapidly once a
critical value of the roughness Reynolds number Re;; = u,k/v, (where
k is height of the roughness, and u;, and v, are the flow velocity and
kinematic viscosity at the wall-normal location corresponding to the
roughness height, but in the absence of the roughness) has been ex-
ceeded, but that below this critical value an isolated three-dimensional
element (subcritical roughness height) has little or no effect on the
transition location (Klanfer and Owen, 1953; Klebanoff et al., 1955,
1992; Smith and Clutter, 1959; Tani et al., 1962; Braslow, 1960, 1966;
Ergin and White, 2006; Plogmann et al., 2014). The critical value of
the roughness Reynolds number Re; . depends on several factors,
including the shape factor of the roughness element (height-to-width
ratio, see Smith and Clutter, 1959; Braslow, 1960, 1966).

The flow over roughness elements is a fundamental problem in
fluid mechanics and it has been extensively studied through experimen-
tal, numerical, and theoretical approaches. Research in this area has
focused on understanding the impact of roughness elements on flow
characteristics such as turbulence, separation, and transition. For prac-
tical uses, the research is motivated by the impact that roughness can
have on the performance of aircraft, ships, re-entry vehicles, wind tur-
bines, gas turbines, or other applications, where it can occur in the form
of two-dimensional (e.g., steps, gaps, or waviness), three-dimensional
(e.g., screw head slots, rivet heads, insect debris, or accumulation of
dirt), and distributed roughness (e.g., ice accretion, material erosion, or
deteriorated surface coatings). Experimental studies have investigated
different types of roughness configurations and their effects on flow
over various geometries such as flat plates, cylinders, airfoils, and
wings.
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The flow topology about an isolated three-dimensional roughness
element in a laminar boundary layer at sufficiently high values of
Re,, (but still below the critical roughness Reynolds number) consists
mainly of: a steady horseshoe vortex, which wraps around the upstream
side of the roughness element and trails two steady counter-rotating
legs downstream, and a closely spaced pair of vortex filaments, which
form in the near wake, rise vertically and trail downstream once they
reach the level of the top of the roughness element (Gregory and
Walker, 1956; Tani et al., 1962; Klebanoff et al., 1992). The wake of
a roughness element may be characterized by a complex interaction of
vortical structures and flow instabilities, which may eventually lead to
transition to turbulence. The discussion of this complex flow evolution
is not a purpose of this introduction; the reader is therefore referred to
the given references (see Gregory and Walker, 1956; Tani et al., 1962;
Acarlar and Smith, 1987; Klebanoff et al., 1992; White and Reshotko,
2002; Ergin and White, 2006; Plogmann et al., 2014, among others).
Furthermore, a recent review of the impact of roughness in turbulent
flows is provided by Chung et al. (2021).

A wide variety of measurement techniques have been applied in
the investigation of the flow field around a single three-dimensional
roughness element and to study the influence of three-dimensional
roughness elements on the laminar to turbulent boundary layer tran-
sition. Besides velocity measurement techniques such as Particle Image
Velocimetry (PIV) (Ye et al, 2016) and Lagrangian particle track-
ing (Schroder et al., 2020), surface based flow visualization tech-
niques like thermographic methods, e.g., Thermochromic Liquid Crys-
tals (TLC) (Clark et al., 1993; Zhong et al., 2003), InfraRed Ther-
mography (IRT) (Avallone et al., 2016; Zoppini et al., 2022), and the
Temperature-Sensitive Paint (TSP) method (Fey et al., 2003; Costantini
et al., 2015; Lemarechal et al., 2020; Miozzi et al., 2024) have been
applied to investigate the occurring phenomena.

The TSP method is an optical, non-intrusive measurement tech-
nique, which measures surface temperatures based on the temperature-
dependent fluorescence of specialized surface coatings. As summarized
in Liu et al. (2021), the TSP method has numerous applications in
fluid dynamics research, including boundary-layer transition studies
and heat-transfer analysis. In contrast to IRT, the TSP method is well
suited for water applications (Fey et al., 2013; Capone et al., 2015;
Lemarechal et al., 2021), since the involved wave lengths range from
near-UV to red light.

The use of thermographic measurement techniques for boundary
layer investigations relies on the temperature changes induced over the
exposed surface by different boundary layer states (laminar-turbulent
transition, see, e.g., Fey et al., 2003; Fey and Egami, 2007; Costantini
et al., 2015, 2021) or flow structures within the boundary layer (foot-
prints of coherent structures, see, e.g. Fey and Egami, 2007; Lemarechal
et al.,, 2020, 2019a,b, 2021; Miozzi et al., 2024). At low Reynolds
numbers and/or in incompressible flows, the temperature variations
caused by the flow structures over an adiabatic wall (less than 0.1 K)
are too small for being detected via thermographic measurement tech-
niques (Fey and Egami, 2007). Thus, an artificial heat flux is utilized to
enhance the flow-induced temperature variations. Depending on fluid,
flow speed, flow field and orientation of the flat plate in the gravita-
tional field, buoyancy forces can be excited. Thus, the imposed heat
flux must be small enough to avoid significant buoyancy effects, which
would lead to a deviation of the actual flow field from that at adiabatic-
wall conditions. For example, Lemarechal et al. (2018) observed that
buoyancy effects led to the prevention of laminar re-attachment of a
separation bubble, which was caused by a forward-backward facing
step at low flow speeds in a water facility.

The present work focuses on the application of TSP in water to
examine subcritical roughness conditions as investigated in Lemarechal
et al. (2020) (roughness Reynolds number Re;, = 355), for which the
wake was reported to remain laminar. An isolated three-dimensional
(cylindrical) roughness element in a two-dimensional laminar boundary
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layer at low Reynolds numbers is investigated experimentally and nu-
merically. The laminar boundary layer develops on a flat plate, which is
heated after a long unheated starting length. For this flow configuration
the literature provides only few results, which mainly describe the onset
of mixed convection and associated vortical structures (Miller et al.,
2018). Earlier studies did not discuss the onset of buoyancy effects,
which is however relevant to evaluate whether the introduced heat flux
still enables a non-intrusive TSP measurement.

This work has three goals. First, experimental and simulation results
of the steady flow in the absence and in the presence of the cylindrical
roughness element are compared, focusing on the identification of the
heat flux effectively transferred from the heating layer below the TSP to
the fluid domain. Second, the three-dimensional flow structure induced
by the roughness element is described using the simulation results,
thus allowing the interpretation of the thermal signatures at the wall
observed in the TSP results. Finally, the influence of the heat flux of the
TSP measurement on the flow is investigated by comparing numerical
data with and without buoyancy effects and the experimental results.

In the following, the experimental and simulation approaches are
introduced. Then, experimental and simulation results are presented,
discussed, and compared. Finally, the observations are summarized and
an outlook on future work is provided.

2. Experimental and numerical simulation approach

In this section, the experimental setup and the simulation approach
are briefly described. The goal of both, the experiment and the sim-
ulation, is the study of the interaction of a zero-pressure-gradient
Blasius boundary layer with a roughness element. However, due to
the finite water depth in the experiment and a finite domain size in
the simulation, a slight favorable pressure gradient is present in both
studies. A coordinate system with x in the streamwise direction, y in
the wall-normal direction, and z in the spanwise direction is used.

2.1. Experimental methods

2.1.1. Temperature-Sensitive Paint method

A TSP coating for water applications consists of a clear coat with
embedded luminescent molecules (called luminophores), which is ap-
plied onto the surface of interest. The luminophores are excited by light
of an appropriate wave length; the return to the ground state occurs
predominantly by one of two processes: emission of light (fluorescence)
or radiationless (thermal quenching). The intensity of the emitted
light, which has a larger wave length than the excitation light (Stokes
shift), decreases with a higher temperature. The emitted light can be
detected by means of a photosensitive device, such as Charge-Coupled
Device (CCD) and Complementary Metal-Oxide Semiconductor (CMOS)
cameras, thus enabling the non-intrusive, global measurement of the
temperature distribution on the surface of an object, even with high
temporal and spatial resolution. Further details on TSP working princi-
ple and characteristics, paint formulations, data evaluation techniques
and measurement applications are provided in Liu et al. (2021).

The first application of the TSP method in water flows were quan-
titative flow visualizations of a cylinder in cross-flow (Fey et al.,
2013). These visualizations clearly demonstrated the TSP capabilities
for achieving time-resolved information on near-wall fluid structures.
Afterwards, further tests investigated the laminar separation bubble
and the turbulent separation of the cylinder in cross-flow for a larger
range of Reynolds numbers (Capone et al., 2015; Miozzi et al., 2016).
A second geometry considered for fundamental research is the Blasius
boundary layer flow over a flat plate at nearly-zero pressure gradient,
which has been studied via TSP in the presence of two-dimensional
and three-dimensional roughness (Lemarechal et al., 2018, 2020), for
K-type transition (Lemarechal et al., 2019b), and in the presence of
pronounced buoyancy effects (Mateling et al., 2020). More practical
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applications are the investigations of a NACA 0015 hydrofoil: iso-
lated in cross-flow (Miozzi et al., 2019) as well as in the wake of a
marine propeller (Miozzi and Costantini, 2021); those investigations
also enabled the analysis of the flow topology and of the intermittent
events occurring in the separated flow regions. All these experiments
demonstrated the capability of TSP to provide time-resolved measure-
ments of unsteady flow phenomena over large areas, which is favorable
due to the reduced characteristic frequencies in water facilities. These
conditions even enable sophisticated data evaluation to determine the
skin friction (Miozzi et al., 2019; Lemarechal et al., 2021; Miozzi et al.,
2024).

2.1.2. Experimental setup

The experiment investigating a laminar boundary layer over a
heated surface without and with a cylindrical roughness element was
conducted in the laminar water channel (Laminarwasserkanal, Strunz
and Speth, 1987) of the Institute of Aerodynamics and Gas Dynamics
at the University of Stuttgart. In this facility, a laminar boundary layer
flow develops over a flat plate of 8 m length and 1.2m width at a
distance of 0.15m to the free water surface. The velocity range in the
laminar water channel is 0.04 m/s to 0.2 m/s and a low turbulence level
(below 0.05% in the relevant frequency range of 0.1Hz to 10Hz) is
characteristic for the flow (Wiegand, 1996; Puckert et al., 2017).

The roughness element has a height of k = 0.01m and a diameter
of D = 0.03m, which results in an aspect ratio of D/k = 3. Note
that this ratio is significantly larger than those investigated in other
studies focusing on cantilevered circular cylinders (see Sumner et al.,
2004; Morton et al., 2018, among others), where D/k < 0.5. For the
comparison with the numerical work only the position of the roughness
element x; = 0.57 m from the leading edge of the momentum boundary
layer is considered. The freestream velocity examined in the present
work is U = 0.04m/s, as determined at the position of the roughness
element x,. The roughness Reynolds number of the test case is Rey; =
355, with the required velocity u, analytically determined from the
Blasius flow at the wall-normal location corresponding to the upper
edge of the roughness element.

Measurements with TSP are conducted in the laminar water channel
with a thin plate made of fiber reinforced plastics, which is mounted
on the flat plate and provides a substrate for the TSP coating and
the electrical model heating. As discussed in Section 1, the latter is
necessary for the enhancement of the surface temperature differences
induced by the flow structures. The TSP element mounted on the flat
plate has a total size of x X z = 1.07m x 1.00m and its leading edge is
positioned 0.53 m downstream of the leading edge of the flat plate. On
the TSP element, an area of xxz = 1.00m x 0.25m is coated with a TSP
based on an Europium complex (Ondrus et al., 2015). The integrated
model heating is composed of two patches of a current-carrying layer
of carbon fiber with an area of x X z = 0.50m X 0.30m, which are
arranged in flow direction with a gap of 0.02m. The beginning of the
heated area is at approximately x = 0.55m, ie., the heating starts
about 0.005m upstream of the front side of the roughness element. A
detailed description of the TSP element is provided by Lemarechal et al.
(2019b).

The TSP data acquisition is made in a top-view setup through the
free water surface. As shown in Fig. 1, two HARDsoft IL-105/6X Illu-
minator Light-Emitting Diodes (LEDs) and a monochromatic pco.4000
14-bit scientific CCD camera are used to excite the luminophores and
acquire the light emitted by the TSP, respectively. The optical setup
provides a resolution of approximately 2.8 pixels/mm for a field of view
of xxz=0.7m X 0.25m. The TSP data were acquired at a frequency of
10 Hz.

The TSP data acquisition procedure is segmented into a reference
phase and a run phase. In the reference phase, TSP images are acquired
at a temperature equilibrium of fluid and TSP surface to record the
reference luminescent intensity distribution I,,, at a known reference
temperature T,,,. Afterwards, the electrical heating is started with a
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Fig. 1. Schematic of the experimental setup.

constant electrical power of 40 W, ie., at an electrical power density
of 133.3W/m?. The applied heat flux was assumed in Miteling et al.
(2020) to be low enough to avoid buoyancy effects on the examined
boundary layer development; however, as reported later in the present
work, buoyancy effects were indeed appreciable in the presence of a
roughness element, even at the investigated, relatively low roughness
Reynolds number Re;; = 355.

When the TSP surface temperature is increased by approximately
1K above T,,,, the run phase is started. During the run phase, 40 im-
ages of luminescent intensity distribution are acquired with a constant
heat flux. Please note that, while the electrical power density provided
to the heating layer patches is known, its fraction transferred into the
liquid region is not known. One motivation of the present study is to
determine the heat flux density provided to the liquid domain through
the comparison between experimental and numerical results.

The TSP data reduction comprises of averaging the images acquired
in reference phase, the division of the averaged reference images
and each run image, and a projection of the resulting images onto
a structured grid representing the TSP element surface (mapping).
Thus, a time series of intensity-ratio maps was generated in physical
space. This latter operation is performed by means of the DLR software
package ToPas (Klein et al., 2005), relying on the known positions of
fiducial markers in the TSP coating. Finally, the intensity-ratio maps
are converted to temperature maps by applying a simplified empirical
relation

1 lref
T—To =<

6]

for each grid point (Liu et al., 2021). The temperature sensitivity .S
is obtained from a calibration of a TSP sample coated simultaneously
to the model; the calibration is conducted in a dedicated calibration
chamber under controlled conditions (Egami et al., 2009). Finally, each
temperature map of the time series is filtered with a median filter
(5mm x 5mm) before deriving the temporal average and standard
deviation.

Several aspects contribute to the uncertainty of the temperature
measurement with TSP, including uncertainty of the reference tem-
perature measurement, calibration uncertainty, relative motion be-
tween model and camera system, changes in the optical path, uncer-
tainty of the intensity measurement, and uncertainty of the illumi-
nation (Liu et al.,, 1995; Cattafesta et al., 1998). The experimental
setup of Lemarechal et al. (2021) utilized the same camera, LEDs, and
TSP coating. The reported uncertainty of the temperature measurement
with TSP (AT =~ 0.3K) is therefore also considered in the present work.
Similarly, the uncertainty of the free-stream velocity is estimated to be
AU = + 0.0012m/s) as in Lemarechal et al. (2021). The uncertainty of
the reference temperature, which is assumed to be equal to the fluid
temperature, is estimated to be AT, = + 0.5K in the current paper.
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Table 1

Relationship between the different origin locations for the x-coordinate. The corre-
sponding streamwise coordinates are given for coordinate systems with origins at the
inflow plane, leading edge of the momentum boundary layer (BL), leading edge of the
thermal boundary layer, and roughness element (RE) center are shown.

Inflow Momentum BL  Thermal BL  RE Center  Outflow
Inflow Om 0.4m 0.94m 0.97m 1.45m
Momentum BL -04m Om 0.54m 0.57m 1.05m
Thermal BL —-0.94m —0.54m Om 0.03m 0.51m
RE Center -097m  -0.57m —0.03m Om 0.48m

Further information on the experimental setup as well as on the
TSP data analysis for a larger range of roughness Reynolds numbers
is provided by Lemarechal et al. (2020).

2.2. Simulation approach

The simulations are performed using the ANSYS Fluent computa-
tional fluid dynamics (CFD) software package. It is widely used to
simulate fluid flow and heat transfer in a broad range of engineering
applications. It is part of the ANSYS suite of simulation tools and is
widely used in industries such as aerospace, automotive, chemical,
energy, and biomedical engineering (ANSYS, Inc, 2023).

This study is based on the steady incompressible Navier-Stokes
equations and an advection/diffusion equation for the temperature.
Simulations excluding and including buoyancy effects are performed. In
the cases without buoyancy effects, the fluid density is constant and de-
termined from the inflow temperature. In the cases with buoyancy, the
Boussinesq approximation is used, which neglects density differences
in the inertia terms, but considers the density differences in the body
force term due to the acceleration of gravity. This approach is valid for
flows involving small temperature differences as they are present in the
flows considered here.

The computational domain consists of three subdomains as shown
in Fig. 2 for the case of a laminar boundary layer developing over a
heated flat plate and in Fig. 3 for the case of the interaction of a laminar
boundary layer with a low aspect ratio roughness element.

Upstream of the leading edge of the flat plate, the inflow is allowed
to developina Ly x LyX L, =04 m x 0.l m X 0.2 m subdomain
with a symmetry boundary condition at y = 0 in the y-direction. This
symmetry boundary conditions allows the flow to slow upstream of
the leading edge to obtain a better agreement with the experimental
results. Starting from the leading edge, a laminar boundary layer forms
in an unheated 0.54m x 0.1m X 0.20m subdomain. This is followed
by a heated 0.51 m X 0.1 m x 0.2m subdomain. The roughness element
is placed 0.03m downstream from the start of the heated subdomain,
which corresponds to a distance of 0.57 m from the leading edge of the
flat plate or 0.97 m from the start of the symmetry boundary condition
subdomain (see also Table 1). Please note that the start of the heated
region is moved upstream by a distance of 0.01 m as compared to the
experiment. This change was required in order to match the exper-
imental results, as it captures the effects of inhomogeneous heating
and horizontal conduction upstream in the plate (see discussion in
Section 3.1). Additionally, a zero gauge pressure is specified at the
outlet plane. The no-slip condition is imposed on the flat plate at y =0
in the unheated and heated subdomains. The top and sides of the
domains use no-stress boundary conditions.

Different coordinate systems with the origin of the x-coordinate
at the inflow plane, leading edge of the momentum boundary layer,
leading edge of the thermal boundary layer, and center location of the
roughness element are used. The relationships between the different
coordinate systems are shown in Table 1. The solid plate surface is
located at y = 0 and the centerline in the cross-stream direction is
located at z = 0.

Figs. 2 and 3 also show the temperature evolution on the surface
(y = 0) based on simulation data without buoyancy effects. In the
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symmetry boundary condition subdomain and the unheated subdo-
main, the temperature remains constant and at the value of the inflow
temperature of T, = 291.22K and 7, = 291.72K for the boundary
layer and roughness element simulations, respectively. In the heated
subdomain, the temperature increases in the streamwise direction. The
results will be discussed in detail in Section 3.

For the simulation of a laminar boundary layer over a heated plate,
the computational grid used within the Fluent meshing software was
a Cartesian-based mesh with a total of 18,075,321 mesh elements and
18,413,517 nodes. The symmetry, non-heated, and heated subdomains
contained 1,000,000, 3,287,900, and 13,787,421 mesh elements as well
as 1,035,351, 3,379,062, and 13,999,104 mesh nodes, respectively.
The mesh for the symmetry subdomain did not have a bias and used
a Cartesian mesh with the element size of 0.002m. The non-heated
subdomain had a Cartesian-based mesh with a base element size of
0.002m and an edge sizing bias on all 4 edges along the x-direction.
This bias resulted in a higher mesh density towards the interfaces
between the subdomains. This bias type was accomplished using 490
divisions and a bias factor of 8 in the Fluent software. Finally, the
heated subdomain did not have a bias and used a Cartesian mesh with
an element size of 0.001 m.

For the simulation of a laminar heated boundary layer interact-
ing with a roughness element, the computational grid used within
the Fluent meshing software was adopted to the presence of the
roughness element. In this case, the Cartesian-based mesh had a to-
tal of 18,065,949 mesh elements and 18,404,849 nodes. The mesh
geometries for the symmetry and non-heated subdomains remained un-
changed. The heated subdomain contained 13,778,049 mesh elements
and 13,990,436 mesh nodes, resulting in a similar resolution to the case
without a roughness element decribed above. Its Cartesian-based mesh
with a base element size of 0.001 m did not have a bias and blended
around the surface of the roughness element. A grid convergence study
was performed in order to assure that the chosen grid resolution is
sufficient.

An inlet velocity U = 0.0377m/s is specified at the inflow plane.
Due to the finite size of the computational domain of 0.1 m in the
vertical direction, the mass flow deficit in the boundary layer results
in an increase of the freestream velocity far away from the wall (mass
conservation). The resulting acceleration corresponds to a small favor-
able pressure gradient. This effect could be avoided with a substantially
larger computational domain in the vertical direction, but, with fixed
computational resources available, only at the expense of resolution in
the boundary layer region.

Therefore, the inlet velocity was adjusted to match the freestream
velocity of the experiment (U = 0.04m/s) at a location 0.57 m down-
stream from the leading edge of the momentum boundary layer, i.e., the
location of the roughness element. At a location 0.57m downstream
from the leading edge of the momentum boundary layer, ie., the
location of the roughness element, a freestream velocity of about U =
0.04m/s is obtained, which matches the freestream velocity of the
experiment.

3. Results and discussion

In this section, the evolution of two flows is discussed based on a
comparison of experimental and simulation results. First, the evolution
of a laminar boundary layer over a flat heated plate is presented.
Second, the interaction of a laminar boundary layer with a low aspect
ratio roughness element is discussed. In both cases, simulations without
and with a consideration of buoyancy effects are performed. Finally,
the three-dimensional vortical structures in the flow’s interior, as ob-
tained from the simulations, are related to their thermal footprints, as
observed by the experiment through the use of TSP.
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Fig. 2. Schematic of the computational domain for the simulation of a laminar boundary layer over a heated surface. The temperature distribution obtained from the simulation
on the bottom surface of the computational domain is shown for clarity (case without buoyancy effects). The schematic shows the three subdomains: upstream of the leading edge
using a symmetry boundary condition at y = 0, the unheated domain over a flat plate with a no-slip boundary condition at y =0, and a heated domain over a flat plate with a
no-slip boundary condition and an imposed constant heat flux density at y = 0.

Fig. 3. Schematic of the computational domain for the simulation of the interaction of a laminar boundary layer with a roughness element. The temperature distribution obtained
from the simulation on the bottom surface of the computational domain is shown for clarity (case without buoyancy effects). The schematic shows the three subdomains: upstream
of the leading edge using a symmetry boundary condition at y =0, the unheated domain over a flat plate with a no-slip boundary condition at y =0, and a heated domain over
a flat plate with a no-slip boundary condition and an imposed constant heat flux density at y = 0. Additionally, the location of the roughness element is indicated in the figure.
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Fig. 4. Surface temperature in the heated region from the experiment (top) and the simulation (bottom). The origin with x = z = 0 corresponds to the center position of the
roughness element (not present here) to enable a better comparison with Fig. 10 (see also “RE Center” reference system in Table 1.

3.1. Laminar boundary layer over a flat heated plate

The experimental case of a laminar boundary layer developing over
a flat heated plate has a freestream velocity of U = 0.04 m/s (deter-
mined 0.57 m downstream of the leading edge), an inlet temperature of
T, = 18.3°C = 291.45K, and a heat flux density of 133.3 W/m? supplied
to the heated plate. The boundary layer first develops for 0.55 m over
an unheated flat plate, followed by a further 0.5 m of flow over a heated
plate. The TSP region starts at 0.53m, or 0.02m upstream from the
heated region.

Fig. 4 (top) shows the surface temperature of the heated region
as determined from the TSP observation. For comparison purposes,
the x = 0 location coincides with the location of the center of the
roughness element, which is not present in this case. This corresponds
to the “RE Center” reference system in Table 1. Hence, the temperature
development is shown 0.01 m past the start of the TSP region and 0.01 m
upstream of the start of the heated region. A temperature increase is
already visible upstream of the heated region, which is likely due to
upstream horizontal heat conduction in the plate.

The temperature increases in the streamwise direction from its
inflow value. There is a slight temperature variation for a given stream-
wise location in the cross-stream direction, which is partially due to the
low-level velocity fluctuations in the water channel (turbulence level
(below 0.05 %), and partially apparent (i.e. due to measurement noise).
However, this temperature variation is less than +0.05K.

The simulated case of a laminar boundary layer developing over
a flat heated plate has an inlet velocity of U = 0.037m/s, an inlet
temperature of 7' = 18.07 °C = 291.22 K, and a heating power density of
100 W/m?. The simulation is performed with a constant density and,
hence, without the consideration of buoyancy effects. The boundary
layer first develops for 0.54m over an unheated flat plate, which is
0.01 m less than for the experiment, followed by a further 0.51 m of
flow over a heated plate. Temperature information is available at any
location in the simulation domain. The chosen inlet temperature in the
simulation of 291.22K is slightly lower than that of the experiment of
291.45K, but within the experimental uncertainty. It was adjusted to
match the experimental temperature evolution, as discussed below.

A summary of parameters obtained from the simulation of a laminar
boundary layer of a heated plate without buoyancy effects is given
in Table 2. The displacement thickness §, = f0°°(1 — u/U) dy, the
momentum thickness §, = f0°° u/U(l — u/U) dy, the shape factor
H = §,/6,, the thermal displacement thickness §; = /7 © dy, and
the local freestream velocity U are given for locations x = 0.57m
and x = Im from the leading edge of the momentum layer. Here,
x = 0.57m corresponds to the location of the roughness element (not
present in this case) and x = 1m is close to the outflow plane of
the simulation domain. The nondimensional temperature is defined as
0 = (T - T,)/(Ts — T,), where T is the freestream temperature of the
water and T the surface temperature of the heated plate at a given
streamwise location.

At the eventual location of the roughness element with height k =
0.01 m, the Reynolds numbers Re, = Uk/v and Rey, = uik/v are
determined, where U is the freestream velocity and u, is the velocity
in the laminar boundary layer at the height of the roughness element,
ie., at y = 0.0l m. The values of the Reynolds numbers Re, and Rey
obtained for the simulations (see Table 2) are slightly different from
those provided for the experiments (Lemarechal et al., 2020). The
discrepancy is due to a slightly different value for the viscosities (due to
slightly different inflow temperatures) and slightly different velocities
(estimated from Blasius flow in the experiment, but determined from
the simulation data in the simulation case).

Fig. 4 (bottom) shows the surface temperature of the heated re-
gion as determined from the Fluent simulation (see Section 2.2). As
introduced above, an upstream shift by 0.01 m of the heated region as
compared to the experiment was required in order to obtain compara-
ble results and to account for horizontal, upstream conduction of heat
in the plate not captured in the simulation. The surface temperature
obtained from the simulation increases in the streamwise direction and
it compares well with the experiment. The correlation coefficient of the
surface temperature fields obtained from experiment and simulation
was determined to be 0.99, being the correlation missing to reach a
coefficient of 1 mainly due to the slight cross-stream variations in the
experiment. The correlation coefficient between the surface tempera-
tures determined by the experiment and simulation was computed by
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Fig. 5. Temporal standard deviation of the surface temperature in the heated region from the experiment. The origin with x = z = 0 corresponds to the center position of the

roughness element (not present here).

Table 2

Parameters obtained from the simulation of a laminar
boundary layer over a heated plate at two locations
x = 0.57 m (location of the center of the roughness
element not present here) and x =1 m (close to out-
flow plane) in the “Momentum BL” reference system
(see Table 1).

x 0.57m 1.00m

o, 0.0060 m 0.0077 m
8, 0.0024 m 0.0031m
H 2.52 2.50

b 0.0011 m 0.0027 m
U 0.0401 m/s 0.0409m/s
Re,, 399

uy, 0.0327m/s

Rey, 326

mapping the results onto a common grid. The correlation coefficient
between two variables x and y over a two-dimensional area A is then
determined as Y ,(x; — X)(y; — y)/\/ZA(x,. —%)2 \/ZA(y,- — 2. Here x
denotes the average of the variable x computed on the area A.

Fig. 5 shows the standard deviation of the fluctuations of the surface
temperature as determined from the 20 temperature maps. As can be
seen, the distribution of the temperature standard deviation is smaller
than the uncertainty reported in Section 2.1.2 for the whole examined
domain. Nevertheless, a vertical stripe of slightly higher standard de-
viation can be observed between x = 0.25m and 0.3 m. This was likely
due to the camera characteristics, since it requires image read out via
two analog-to-digital converters to achieve the acquisition frequency of
10Hz. The minuscule differences of the analog-to-digital converters are
enhanced when the images are mapped onto the surface grid leading
to the visible stripe in Fig. 5.

The simulation of a laminar boundary layer developing over a flat
heated plate was repeated and buoyancy effects were included using a
thermal expansion coefficient of § = 2.07x 10~*K~! and the Boussinesq
model was used to represent buoyancy forces in the Navier-Stokes
equations. The results were found to be essentially identical to the case
without the consideration of buoyancy effects, which is now discussed
further.

A direct comparison of the streamwise temperature evolution as
observed by the experiment and the simulation is shown in Fig. 6.
The streamwise distribution of the average temperature value 7, and
the spatial standard deviation o7, is obtained by computing a cross-
stream average and standard deviation of the measured TSP surface
temperatures. This is compared to the streamwise temperature T ob-
tained by the simulation. As there is no temperature variation in the
cross-stream direction in the simulation, the centerline value at z = 0
is used. At all streamwise locations, the temperature value obtained
by the simulation 7 falls within the T, — oy, to T, + o, interval.
The temperature increase observed in the experiment starting 0.01 m
upstream from the location of the heated region, indicates the presence

of horizontal conduction in the upstream direction and justifies that
the simulations start the heated region 0.01 m upstream from the
experiment. Similarly, the average temperature drop observed at the
downstream end of the heated region is likely also due to streamwise
horizontal conduction, effectively lowering the heat addition to the
fluid interior and decreasing the temperature.

Data as shown in Fig. 6 was used to determine the combination
of inlet temperature T = 18.07°C = 291.22K and heat flux density of
100W/m? as the best fit to the experimentally measured temperature
evolution over the heated section of the flat plate. For the purpose of
matching the simulation results to the experimental data, a number of
different simulations were performed at different inflow temperatures
and heat flux densities. A linear interpolation of the results was used
to determine the approximately best match with the experimental data.
This was followed by small adjustments of the inflow temperature by
0.01K, until the best agreement with the experimental temperature
evolution was obtained. During this matching procedure, it became
clear that good agreement could only be obtained by starting the heated
region in the simulations 0.01 m upstream from the location of the
heated region in the experiment, in order to account for horizontal con-
duction in the plate in the upstream direction. It should be emphasized
here that the matched simulation enabled a quantification of the loss of
electrical heating power density in the experiment, which was known
to occur due to losses in the electrical wiring and in the heat transfer
away from the water region, but could not yet be quantified.

In the following, some additional simulation results of the laminar
boundary layer case are presented, which are not available from the
experiment. Fig. 7 shows the normalized vertical velocity profiles and
their comparison with the Blasius solution at distances of 0.2m, 0.4 m,
0.6m, 0.8 m, and 1.0 m downstream of the leading edge of the momen-
tum boundary layer. Following classical Blasius boundary layer scaling,
the vertical axis is scaled as # = y4/U/(vx) and the streamwise velocity
in the boundary layer profile is scaled with its freestream value as u/U.

The upstream-most velocity profile at 0.2 m from the leading edge
agrees well with the Blasius solution. The small favorable pressure
gradient (see Section 2.2) leads to the slightly fuller velocity profiles,
as compared to the Blasius solution, observed further downstream from
the leading edge. This observation is consistent with a shape factor
value H = §,/5, = 2.50 close to the outlet plane in the simulation
domain at x = Im. A similar acceleration is also present in the
experiment due to the finite depth of the water layer over the plate.
The experiments are performed with a water depth of 0.15m over the
plate and report a 3% deviation of the shape factor from its classical
value for a zero-pressure-gradient Blasius boundary, corresponding to
a value of about 2.51 (Wiegand, 1996).

Vertical profiles of normalized temperature are shown in Fig. 8 at
locations 0.26m, 0.36m, and 0.46m downstream of the leading edge
of the thermal boundary layer or 0.8 m, 0.9m, and 1.0 m downstream
of the leading edge of the momentum boundary layer. The vertical
axis is again normalized as n = yy/U/(vx). Generally, a good collapse
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corresponds to the center position of the roughness element (not present here) to enable a better comparison with Fig. 4.
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Fig. 7. Normalized vertical velocity profiles of # vs. u/U and comparison to the Blasius solution. The streamwise distance given is measured from the leading edge of the momentum

boundary layer, which starts 0.4 m from the inlet plane of the simulation (see Table 1).

of the normalized temperature profiles is obtained. However, just as
the normalized velocity profiles in Fig. 7, the normalized temperature
profiles in Fig. 8 become fuller in the more downstream locations due
to the weak favorable pressure gradient present in the simulations.

Lastly, the wall shear stress zy, is shown for the heated region in
Fig. 9. As expected, the wall shear stress decreases in the streamwise
direction. From the wall shear stress on the heated surface, a drag force
Fp = 0.366 x 107> N was computed.

3.2. Heated laminar boundary layer with a low aspect ratio roughness
element

The experimental case of a heated laminar boundary layer interact-
ing with a low aspect ratio roughness element was generally performed
under the same conditions as the case without a roughness element. The
center of the roughness element of diameter 0.03 m and height 0.0l m
was placed on the plate at a streamwise location of 0.57m from the
leading edge of the momentum boundary layer or 0.02m downstream
from the leading edge of the heated section. The inlet velocity of U
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Fig. 9. Wall shear stress in the heated region from the simulation. The origin with x = z = 0 corresponds to the center position of the roughness element (not present here) to

enable a better comparison with Fig. 13.

= 0.04m/s and a total electrical heating power of O = 40 W remained
unchanged. Due to the continuous heat addition into the water channel
during experimental runs, the inlet temperature was likely higher than
the original value of T;, = 18.3 °C = 291.45 K, but it remained within the
reported uncertainty interval for the temperature measurement.

Fig. 10 (top) shows the surface temperature in the heated region as
obtained from the TSP measurement. Away from the roughness element
and its wake, a temperature increase in the streamwise direction is
observed, which is similar to the temperature increase of the case
without a roughness element. Just upstream of the roughness element, a
region of low temperature is observed. This low temperature is partially
due to the entrainment of colder water at the inlet temperature as
induced by a horseshoe vortex around the upstream half of the rough-
ness element. The temperature, however, is somewhat further lowered
due to the shade of the roughness element in the TSP measurement
(lightpath from the LEDs to the surface). In the near wake downstream
of the roughness element, a fairly stagnant recirculation zone is visible,
which is at a somewhat elevated temperature due to reduced heat
transport away from this region. In the wake of the roughness element,
a temperature signature due to the presence of counter-rotating vortex
pairs extending downstream from the roughness element is visible.

Downward transport of water at the inlet temperature cools the heated
plate along the two streamwise-oriented stripes, while an elevated tem-
perature is observed in the centerline region and on the cross-stream
boundaries of the wake region. The surface temperature distribution is
consistent with the topology reported in previous work in the presence
of cylindrical roughness elements (see Gregory and Walker, 1956; Tani
et al., 1962; Klebanoff et al., 1992; Plogmann et al., 2014; Ye et al.,
2016, among others), being the result of the transport of cold/warm
water via coherent structures (horseshoe vortex and counter-rotating
vortex pairs). These flow structures were already shown to induce low
and high speed streaks in earlier work, and the current investigation
additionally shows their thermal impact on a heated surface.

Fig. 11 shows the temporal standard deviation of the surface tem-
perature as determined from the 40 experimental temperature maps.
Again, the standard deviation was smaller than the reported exper-
imental uncertainty. Nevertheless, a vertical stripe of slightly larger
standard deviation, similar to that observed in Fig. 5, can again be
seen in this figure. The largest values of standard deviation are found
in the close vicinity of the roughness element, because of the impact
of the shading and of the low signal-to-noise ratio discussed above.
The three horizontal stripes of slightly larger standard deviation visible
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Fig. 11. Temporal standard deviation of the surface temperature in the heated region from the experiment. The origin with x = z = 0 corresponds to the center position of the
roughness element.

at approximately x > 0.25m were likely due to slight fluctuations in adjusted freestream temperature. The inflow temperature to obtain
position and strength of the vortical structures in the wake of the agreement was selected as T, = 18.57°C = 291.72K. This higher tem-
roughness element. perature likely reflects a higher water temperature in the experiment

The simulated case of a laminar boundary layer interacting with after multiple experimental runs, but it also falls within the uncertainty
a low aspect ratio roughness element was also performed under sim- interval of the freestream temperature measurement. It should also

ilar conditions as the case without a roughness element, but with an be emphasized here that the adjustment procedure of the freestream

10
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temperature aimed to match the experimental temperature evolution
in the region at z < —0.05m, i.e., away from the roughness element and
its wake.

The surface temperature in the heated region as obtained from the
Fluent simulation with a constant density and thus excluding buoyancy
effects is shown in Fig. 10 (center). The simulation generally captures
the elements of the experimentally observed temperature field. There
is also a relatively cold region just upstream of the roughness element,
a warmer recirculation zone in the near wake just downstream of the
roughness element, two cooled regions due to the counter-rotating vor-
tex pairs in the wake, and warmer temperatures in the centerline region
and in the cross-flow boundaries of the wake. The temperature sig-
nature obtained by the simulation is generally more pronounced than
the distribution obtained in the experiment. The correlation coefficient
of the experimental and simulated surface temperature fields is 0.90,
indicating a first, fair agreement of the temperature signatures of the
relatively complex near and far wake structures between experiment
and simulation.

A closer evaluation of the differences between the surface temper-
ature fields obtained experimentally and from this constant density
simulation excluding buoyancy effects reveals two colder surface struc-
tures that are visible in the experimental temperature data, but they are
absent in the simulation results. These structures form approximately at
the end of the near wake structure at a downstream position x = 0.1 m
and they border the outer edges of the surface temperature signatures
of the two counter-rotating vortex pairs in the wake of the roughness
element. In the downstream area of the wake around x = 0.4m, the
colder structures are visible approximately at cross-stream locations
z = +0.03 m (see Fig. 10, top). These band structures of colder surface
temperatures are absent in the surface temperature fields obtained from
the simulation without buoyancy effects (see Fig. 10, center).

In order to understand the origin of the colder temperature bands
observed in the experimental data, the Fluent simulation was repeated
with buoyancy effects included. Again, a thermal expansion coefficient
of f = 2.07 x 10*K~! was used in conjunction with a Boussinesq
model to represent buoyancy forces in the Navier-Stokes equations. The
surface temperature in the heated region as obtained from the Fluent
simulation including buoyancy effects is shown in Fig. 10 (bottom). The
surface temperature field shows, in general, the same topology as that
discussed with regard to the case without buoyancy effects, but with
additional colder stripes at cross-flow boundaries of the wake.

These stripes of colder surface temperatures originate from a loca-
tion suitable for the onset of buoyancy effects due to the lower flow
velocities in the near wake structure combined with higher surface
temperatures at that location. They resemble the action of tertiary and
further counter-rotating vortex pairs, such as those described in Ye
et al. (2016), which may be indeed triggered by buoyancy. In fact, two
further stripes of higher temperature are observed in the simulation
with buoyancy effects at approximately x > 0.25 m at the cross-stream
boundaries of the additional colder stripes; they are consistent with
the further vortex pairs emerging in these regions, as will be discussed
below.

The buoyancy-induced heat transfer away from and towards the
heated plate results in stripes of lower/higher surface temperature.
The correlation coefficient of the experimental and simulated surface
temperature fields is increased to 0.95 with buoyancy effects consid-
ered in the simulation. This indicates an improved agreement of the
temperature signatures of the relatively complex near and far wake
structures and the low temperature bands bordering the wake structure.
The main reasons for a correlation coefficient slightly different from
one are the factors affecting the experimental data in the vicinity of
the roughness element, which were discussed above.

The correlation between experimental and numerical results with
buoyancy effects included is analyzed in more detail by comparing
surface temperature profiles extracted in the cross-stream direction
at four streamwise locations: x = Om, 0.03m, 0.15m, and 0.30m in
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the “RE Center” reference system. These locations correspond to the
roughness element center, the near wake, and two locations in the far
wake, allowing for the discussion of its development. The comparison is
presented in Fig. 12. At the roughness element location (top figure), the
temperature profiles are qualitatively in agreement, with the minima
and maxima of the surface temperatures induced by the action of
the horseshoe vortex observed at essentially the same cross-stream
locations.

Nevertheless, the magnitude of these temperature variations is
weaker in the experimental results, as compared to the numerical data.
This is likely due to a combination of the aforementioned shade of the
roughness element in the TSP measurement and of the different heat
conduction in the vicinity of the roughness element, which was made
of brass. This latter influence was analogous to that discussed in Miozzi
et al. (2024) for a wall-mounted cube. At larger cross-stream distances
from the roughness element, at z < —0.05m, the temperature values
are in agreement, as achieved through the adjustment procedure in
the simulations to match the experimental streamwise evolution of the
temperature in this region (see above). On the other side, at z > 0.05m,
the temperature from the experimental results was slightly larger than
that in the simulations. This small asymmetry in the experimental
data (less than 0.1 K) was probably due to manufacturing tolerances in
the layers composing the TSP element. Away from the centerline, the
matched temperature values at z < Om and the remaining temperature
difference z > Om are obviously observed also downstream of the
roughness element, as can be seen in Fig. 12.

In the near wake, at x = 0.03m, the agreement of experimental
and numerical results is remarkable at z < Om, with the minima and
maxima of the surface temperatures at essentially the same cross-stream
locations, and only slight differences in the temperature values up to
z ~ —0.04 m. At z > 0 m, minima and maxima of the surface temperature
appear to be slightly shifted towards larger z-values, as compared to the
numerical data, likely because of the aforementioned manufacturing
effects of the TSP element.

In the far wake, at x = 0.15m, the agreement of the tempera-
ture profiles is nearly excellent for the main low-temperature stripes,
ie., between z ~ + 0.005m and z ~ + 0.025m. The local temperature
maxima at z = Om and z ~ # 0.025m are slightly lower in the
experimental results than in the numerical data, probably because
of cross-stream heat conduction in the TSP element that was not
accounted for in the simulations. The situation is similar further down-
stream, at x = 0.30 m. Remarkable agreement is observed for the main
low-temperature stripes, whereas cross-stream heat conduction likely
influenced the temperature maximum at z = Om and the temperature
distribution at |z| Z 0.02m: in these two latter regions more distant
from the centerline, local minima and maxima in the experimental
results appear to be “smeared” and slightly shifted in the cross-stream
direction towards z = Om, as compared to results of the numerical
simulations without in-plane heat conduction.

Based on the comparison of the experimentally determined surface
temperature fields with those obtained from simulations excluding
and including buoyancy effects, we conclude that buoyant motions
were present in the experiment on the laminar boundary layer inter-
acting with a roughness element. It is common practice to use the
Richardson number to identify the impact of natural convection in a
certain flow. However, in the present case of a roughness element in
a laminar boundary layer, multiple choices for the reference length
in the Richardson number are possible. When using the streamwise
coordinate x (e.g., Bird et al.,, 2002), Richardson numbers between
approximately 0 and 1 are found in the heated domain. This would
be a range of Richardson numbers in which natural convection may
play a role. Nevertheless, it should be noted here that the Richardson
numbers for the case without roughness element would be in the
same range, and no buoyancy effects were observed. It may therefore
be inferred for the present case that an additional flow modulation
induced by the roughness element was needed to “trigger” buoyancy
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Fig. 12. Comparison of the temperature profiles obtained by experiment 7, and simulation 7, in the cross-stream direction z at x = O0m (x = x;), 0.03m (x/k = 1), 0.15m (x/k = 5),
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and 0.30m (x/k = 10) from the center of the roughness element. The origin with x = z =0 corresponds to the center position of the roughness element.

effects. Although this inference may not be generalizable for other
flows, the conclusion of the current analysis would be that care is
needed when Richardson numbers above about 0.1 are expected. In
such cases, it is recommended to reduce the temperature difference
between model surface and flow as much as possible to avoid buoyancy
effects. These findings should be considered in future experiments using
thermographic methods in water flows, especially when regions of
reduced flow velocity (such as in the presence of two-dimensional or
three-dimensional roughness, or in the case of an adverse pressure gra-
dient due to, e.g., the curvature of a hydrofoil) are expected. At larger
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flow speeds (and therefore Reynolds numbers), buoyancy effects would
be expected to be negligible with the current temperature differences,
even in the presence of a roughness element.

The wall shear stress distribution over the heated region is shown
in Fig. 13. The top of the figure shows the results from the simulation
excluding buoyancy effects and the bottom of the figure shows the
corresponding result from the simulation including buoyancy results.
In both cases, a region with strong wall shear stress is observed just
upstream of the roughness element in the formation region of the
horseshoe vortex. The near wake region shows the transition of the
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Fig. 13. Wall shear stress in the heated region from the simulation excluding buoyancy (top) and including buoyancy (bottom). The origin with x = z = 0 corresponds to the

center position of the roughness element.

horseshoe vortex into a counter-rotating vortex trail in the far wake
(see also the graphical abstract) as well as the location of the vortex pair
forming just behind the roughness element. The results from the simula-
tion including buoyancy effects additionally shows bands of lower and
higher wall shear stress bordering the signatures of the main counter-
rotating vortex pair in the wake of the roughness element. These
bands are consistent with the surface temperature maps presented in
Fig. 10 (bottom), as expected from the relation between wall shear
stress and heat flux. Generally, the wall shear stress is of a similar
magnitude as in the case without a roughness element. Using the heated
surface, roughness element top surface, and roughness element sides,
a total drag force F;, = 0.415 x 103N was computed for the case
excluding buoyancy effects. The additional bands of lower temperature
and higher wall shear stress observed in the case including buoyancy
effects result in a higher total drag force F, = 0.435 x 1073 N. These
values are larger than that obtained for the laminar boundary layer
simulation without a roughness element (Fj, = 0.366 x 1073 N), clearly
showing the impact of the roughness element on the total drag force.

3.2.1. Flow field results from the numerical simulations

In the following, the three-dimensional flow structure in the vicin-
ity of the roughness element as well as its wake is discussed using
slices of streamwise velocity, temperature, and Q-criterion values in
planes normal to the streamwise direction at the four locations x =
Om, 0.03m, 0.15m, and 0.30m in the “RE Center” reference system
that were already considered in Fig. 12 with regard to the cross-
stream surface temperature profiles. The Q-criterion is defined as Q =
1/2(1122]1>=11511?), where .S and £ are the symmetric and antisymmetric
components of the velocity gradient tensor, respectively. S is the rate
of strain tensor and £ the vorticity tensor. The results presented here
are complemented by multimedia files of the streamwise velocity,
temperature, and Q-criterion visualizations in planes normal to the
streamwise direction. As time progresses in the movies, the streamwise
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position advances from —0.025 m, corresponding to a position just up-
stream of the roughness element, to 0.45 m, corresponding to a position
in the far wake close to the outflow plane. Fig. 14 shows slices of
streamwise velocity at the roughness element and in its wake. Away
from the centerline location for |z| > 0.06m, the thickness of the
laminar boundary layer and its streamwise growth is visible. At the
location of the roughness element with x = Om, the boundary layer
thickness is of similar height as the roughness element as intended by
the design of the experiment and the matching simulations. The slice
also shows the location of the horseshoe vortex wrapping around the
roughness element, resulting in larger velocity adjacent to the plate
and close to the roughness element at z = +0.02m, complemented
by lower velocity adjacent to the plate at about z = +0.025m. In the
near wake with x = 0.03 m, the recirculation zone past the roughness
element is characterized by low streamwise velocity. The location of
the vortex pair originating from the horseshoe vortex is also visible,
having the locations of these vortical structures slightly moved away
from the centerline. The further evolution of the wake and the vortex
pair is clarified by the slices in the wake at x = 0.15m and x = 0.30m.
While the boundary layer thickness continues to increase, the vortex
pair moves outward and decreases in strength. Comparing the cases
excluding (left column) and including (right column) buoyancy effects,
the flow around the roughness element and in the near wake remains
fairly unaffected. In the far wake, the location of the main counter-
rotating vortex pair is more pronounced in the case including buoyancy
effects. The main low- and high-speed streaks presented in Fig. 14
are in agreement with those reported in previous work on cylindrical
roughness elements with large D/k (see Gregory and Walker, 1956;
Tani et al., 1962; Klebanoff et al., 1992; Plogmann et al., 2014; Ye et al.,
2016, among others).

Fig. 15 presents slices of temperature across the roughness element
and in its wake. As for the momentum boundary layer, the development
of the thermal boundary layer is visible away from the centerline
and wake for |z| > 0.06m. The temperature of the water close to
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Fig. 14. Cross sectional view of the streamwise velocity component at x = 0m (x = x;), 0.03m (x/k = 1), 0.15m (x/k =5), and 0.30m (x/k = 10) from the center of the roughness
element. The origin with x = z = 0 corresponds to the center position of the roughness element. The left and right columns show results for simulations excluding and including

buoyancy effects, respectively.

the surface continues to increase due to the constant heat flux into
the liquid domain for the heated region. As expected from classical
boundary layer scaling with 6o ~ §,Pr~'/2, the thermal boundary layer
is substantially thinner as compared to the momentum boundary layer.
It still shows the features of the horseshoe vortex developing around the
roughness element, which pushes colder water down towards the plate,
resulting in colder water in the regions close to the roughness element,
and it also pulls warmer water up further away from them. In the near
wake, the recirculation zone shows an accumulation of warmer water,
which is consistent with an observation of higher surface temperatures
(see Fig. 10) and lower streamwise velocity (see Fig. 14). Further down-
stream in the wake region at x = 0.15m and x = 0.30 m, the outward
spreading away from the centerline and decay of the main vortex pair
strength is evident in the temperature signature. Comparing the cases
excluding (left column) and including (right column) buoyancy effects,
the temperature increase in the near wake at 0.03 m is reduced for the
case including buoyancy effects. In the far wake, the location of the
main counter-rotating vortex pair is again more pronounced in the case
including buoyancy effects.

The three-dimensional structure of the horseshoe vortex, its devel-
opment in the near wake, and the evolution of the counter-rotating
vortex pairs in the far wake are even more clearly visualized with
the help of the Q-criterion in Fig. 16. In the cross-section through the
roughness element at x = 0, a complex structure of velocity gradients is
visible. The strongest gradients are observed very close to the roughness
element side and top surfaces, with a maximum close to its upper edges
(intersection of side and top surfaces). These locations of large values
of the Q-criterion are also observed on the upstream side surface and
top surface (see graphical abstract). The cross-section also shows the
development of the strong horseshoe vortex, which wraps around the
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front of the roughness element, borders the near wake region, and
interconnects to the trailing vortex pair. A little further away from
the roughness element and closer to the plate, a secondary horseshoe
vortex, also wrapping around the roughness element, is revealed by the
simulation. The thermal signature of this secondary vortical structure
at the wall was likely too weak to be clearly distinguished in the
temperature distribution measured in the experiment with the available
signal-to-noise ratio upstream of the roughness element, as it can be
barely seen in the surface distributions of temperature and shear stress
in the simulations. Its thermal impact on the surface may be also further
weakened by the in-plane heat conduction and by the (low-level)
disturbances in the laminar water channel.

In the near wake region, at x = 0.03m in the “RE Center” refer-
ence system, strong gradients exist along the streamwise and vertical
interface between the recirculation zone and the developing trailing
vortices. Higher gradients also persist above the recirculation zone at
the approximate height of the roughness element. Additionally, the
slice also shows the locations of the counter-rotating trailing vortices.
Their further development in the wake is shown at x = 0.15m and x =
0.30 m, as already discussed above with respect to Figs. 14 and 15. Com-
paring the cases excluding (left column) and including (right column)
buoyancy effects, the vortex structures around the roughness element
and in the near wake again remain fairly unaffected. At x = 0.15 m,
the tertiary vortex pair discussed above is clearly identified in the case
including buoyancy effects. In the far wake, a more pronounced and
more complex system of vortical structures can be seen at x = 0.30m
when buoyancy effects are considered. The further vortical structures
are here identified via the Q-criterion, thus substantiating the wall
signatures previously discussed with regard to Figs. 10 and 13.
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respectively.

4. Summary

This study compared experimental and simulation results of a lam-
inar boundary layer developing over a heated flat plate and the inter-
action of a laminar boundary layer with a single cylindrical roughness
element of small aspect ratio. The experiments were performed in a
water channel using temperature-sensitive paint and the simulations
used the Fluent software package. Generally good agreement between
the experiments and simulations was obtained with correlation coeffi-
cients of the temperature fields on the heated surface reaching values
of 0.99 in the case of the laminar boundary layer and 0.95 in the more
complex case of the interaction of the laminar boundary layer with the
roughness element, provided that buoyancy effects are considered in
the simulation.

The simulation results both provide more understanding of the
experiments as well as extend the experimental observations. A first
finding was the quantification of the losses occurring in electrical
wiring and heat transfer away from the water region, which led to
a decrease of the electrical heating power density effectively applied
in the experiment. Since the best match between simulation and ex-
periment was obtained for 100 W/m?, this loss could be estimated to
be about 25 % of the electrical heating power density supplied by the
power units.

A second finding was the identification of the role played by
buoyancy effects in the formation of additional vortical structures in
the presence of the roughness element, which led to the streamwise-
oriented footprints on the heated wall observed in the experiment. In
fact, the main flow topology (consisting of a horseshoe vortex wrapping
around the roughness element, a recirculation zone in the near wake
past the roughness element, and a trailing counter-rotating vortex
pair stretching into the far wake) was observed in both simulations

with and without buoyancy effects, but tertiary and further vortical
structures were revealed by the simulation only with consideration of
buoyancy effects. This complex system of counter-rotating vortex pairs
was consistent with the surface temperature distribution measured in
the experiment and with the topology reported in other work.

The present study also motivates future work. A variation of the heat
flux density could lead to a better understanding of criteria to avoid
thermal convection motions in experiments employing thermographic
methods. Such a study might also provide insights into the structure of
thermal convection motions potentially occurring at higher heat flux
densities. Other directions for future work could include the considera-
tion of in-plane conduction in the heated plate over which the boundary
layer develops, an extension of the current study to higher Reynolds
numbers with unsteady effects in the wake past the roughness elements,
and the connection between the temperature on the heated wall and the
wall shear stress could be quantified.
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